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Preface

On behalf of KES International and the KES 2009 Organising Committee we
are very pleased to present these volumes, the proceedings of the 13th Interna-
tional Conference on Knowledge-Based Intelligent Information and Engineering
Systems, held at the Faculty of Physical Sciences and Mathematics, University
of Chile, in Santiago de Chile.

This year, the broad focus of the KES annual conference was on intelligent
applications, emergent intelligent technologies and generic topics relating to the
theory, methods, tools and techniques of intelligent systems. This covers a wide
range of interests, attracting many high-quality papers, which were subjected
to a very rigorous review process. Thus, these volumes contain the best papers,
carefully selected from an impressively large number of submissions, on an in-
teresting range of intelligent-systems topics.

For the first time in over a decade of KES events, the annual conference came
to South America, to Chile. For many delegates this represented the antipode of
their own countries. We recognise the tremendous effort it took for everyone to
travel to Chile, and we hope this effort was rewarded. Delegates were presented
with the opportunity of sharing their knowledge of high-tech topics on theory
and application of intelligent systems and establishing human networks for future
work in similar research areas, creating new synergies, and perhaps even, new
innovative fields of study. The fact that this occurred in an interesting and
beautiful area of the world was an added bonus.

The year 2009 stands out as being the year in which the world’s financial
situation has impacted on the economies of most countries. This has made it
difficult to develop meetings and conferences in many places. However, we are
really happy to see the KES conference series continue to be an attractor engine
for many researchers, PhD students and scholars in general, despite its location
in a very far away country like Chile.

We are grateful to many friends and colleagues for making the KES 2009
conference happen. Unfortunately the list of contributors is so long that it would
be difficult to include every single one of them.

However, we would like to express our appreciation of the Millennium Insti-
tute of Complex Engineering Systems, whose financial support made possible
the local organization, the Millennium Scientific Initiative of the Chilean Gov-
ernment, the Department of Industrial Engineering (DIE), and the Faculty of
Physical Sciences and Mathematics of the University of Chile.

Also we would like to acknowledge the work of Victor Rebolledo and Gaston
L’Huillier, who were in charge of local organisation, and the team of DIE students
and Juan F. Moreno, local general organiser, all of whom worked hard to make
the conference a success.



VI Preface

We would like to thank the reviewers, who were essential in providing their
reviews of the papers. We are very grateful for this service, without which the
conference would not have been possible. We thank the high-profile keynote
speakers for providing interesting and informed talks to provoke subsequent dis-
cussions.

An important distinction of the KES conferences over others is the Invited
Session Programme. Invited Sessions give new and established researchers an
opportunity to present a “mini-conference” of their own. By this means they
can bring to public view a topic at the leading edge of intelligent systems. This
mechanism for feeding new blood into research is very valuable. For this reason
we must thank the Invited Session Chairs who contributed in this way.

In some ways, the most important contributors to the conference were the
authors, presenters and delegates, without whom the conference could not have
taken place. So we thank them for their contribution.

We hope the attendees all found KES 2009 a marvellous and worthwhile
experience for learning, teaching, and expanding the research networks and that
they enjoyed visiting Chile. We wish that readers of the proceedings will find
them a useful archive of the latest results presented at the conference and a
source of knowledge and inspiration for their research.

September 2009 Juan D. Velásquez
Sebastián A. Ríos
Robert J. Howlett

Lakhmi C. Jain
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Abstract. We have developed a table game named Innovation Game that sup-
ports users for thinking up ideas with social creativity. There are two types of 
players in the Innovation Game, innovators and consumers. While the innova-
tors think up ideas and propose them to the consumers, the consumers criticize 
the ideas and make decisions whether they buy the ideas or not. In the Innova-
tion Games, the innovators do not only propose their ideas to the consumers, 
but also improve the ideas using consumer’s comments that represent negative 
impression to the ideas. Therefore, it is considered that ideas with social crea-
tivity are related to the negative comments from the consumers. However, the 
relation between them has not been cleared. In this paper, we analyze discourse 
texts of communication generating social creativity. The analysis method fo-
cuses on the negative comments obtained from the consumers. We analyzed 
discourse texts of the Innovation Game using the method, and it was verified 
that the more negative comments the innovators accept, the more ideas with so-
cial creativity are obtained.  

Keywords: Discourse analysis, Positive/Negative comment, Innovation Game, 
Social creativity. 

1   Introduction 

In discussions for making new scenarios, people have to think many hours and ex-
haust themselves. Since it causes more stress to them, it is difficult for people to ex-
change their opinions frankly. In order to solve the problem, we have developed a 
table game named Innovation Game [1].  

In the Innovation Game, there are two types of players, innovators and consumers. 
The innovators think up new business ideas using some cards in which descriptions 
about existing technologies are written with pictures, and propose the ideas to the 
consumers. The consumers criticize the ideas and make decisions whether they buy 
the ideas or not. The innovators do not only propose their ideas, but also improve their 
ideas referring to comments from the consumers. In communication of the Innovation 
Game, most of the players are encouraged to give the innovators negative comments 
that have not been encouraged in the previous brainstorming. Therefore, it is consid-
ered that ideas with social creativity are related to the negative comments from the 
consumers. However, the relation between them has not been cleared. 
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In this paper, we analyze discourse texts of communication generating social crea-
tivity. The analysis method focuses on the negative comments obtained from the con-
sumers. The purpose of this paper is to discover how the negative comments from the 
consumers help the innovators to think up ideas with social creativity.  

We define the social creativity as novelty and usefulness for people. In the Innova-
tion Games, the social creativity of idea is evaluated by all of the players considering 
four measures: idea’s cost, idea’s utility, idea’s reality, and idea’s novelty. 

2   Related Works 

Many researches have been conducted on discourse analysis [2,3,7,8] in computer 
science. These researches have analyzed discourses with labels called dialogue acts 
that represent the features of utterance. However, these researches have not focused 
on negative impressions, and have not prepared such labels. Therefore, it is necessary 
to prepare a set of labels representing negative impressions in order to analyze the 
communication of the Innovation Game. 

In ethnographic and social-psychological analyses of discourses, the search for fea-
tures was guided by three analytic concepts characteristic of critical discursive psy-
chology [9]. Though we can obtain the detailed features from discourse texts of the 
Innovation Game using the previous method manually, we will plan to propose an 
automatic analysis system for the players of the Innovation Game. Therefore, we do 
not use the previous method introduced in [9]. 

Creativity and its support systems have been studied in many fields [4,5,6]. Since 
the previous methods have supported users for thinking up many ideas not consider-
ing the quality of ideas, the ideas have not been made contributions to new businesses 
and new technologies. We have focused on the social creativity that means novelty 
and useful for social community. We have developed the Innovation Game as one of 
the support methods for generating the social creativity. 

It is necessary for generating the social creativity to analysis the quality of ideas 
such as idea’s risk, idea’s cost, idea’s utility, and idea’ reality. Since the players are 
recommended to give the innovators negative comments for the ideas in the Innova-
tion Games. It is useful to discover the relations between the social creativity and the 
negative comments.  

3   Method 

All of the procedure is operated manually. A discourse text is transcribed by listening 
voices of the players. (In the following experiment, we transcribed the discourse 
texts.) The method takes a discourse text as input. Utterances related to the proposal 
of ideas are extracted from the discourse text. The discourse text is separated into sub 
texts that include utterances about one idea. Then labels representing features of utter-
ances are given to each utterance. (In the following experiment, we gave candidates of 
the label and decided the labels by majority vote of us.) Finally, relations between the 
ideas with social creativity and the given labels are analyzed.  

In the following section, we explain the labels for utterances and the criterion of 
judging the social creativity of ideas. 
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3.1   Labels for Utterance  

The labels for utterances in a discourse text are the following six ones. We have sur-
veyed the previous researches and the features of utterance in the Innovation Game. 
Finally, we have constructed a set of labels for analyzing the Innovation Game. 
 

 Positive: This label represents positive impression for the last utterance. 
 Neutral: This label represents non-relation to the last utterance. This also 

represents an answer for the last question utterance. 
 Negative 1: This label represents suspicious impression to proposed ideas. 
 Negative 2: This label represents non-agreement to proposed ideas. 
 Negative 3: This label represents non-agreement to proposed ideas with ques-

tions for innovators. 
 Negative 4: This label represents non-agreement to proposed ideas with ques-

tions for innovators. The consumers point out the weakness of the idea.  

3.2   Criterion for Judging the Social Creativity of Ideas 

It is considered that the ideas with social creativity are bought by many consumers 
because such ideas are encouraged in the Innovation Game. Therefore, the criterion 
for judging the social creativity of ideas is the earnings of each idea from the consum-
ers. We have found correlations between the earnings of ideas and the levels of four 
measures (idea’s cost, idea’s utility, idea’s reality, and idea’s novelty) for evaluating 
the social creativity of ideas. Therefore, we equaled the ideas with high earnings and 
the ideas with social creativity. 

4   Experiment 

We analyzed discourse texts of the Innovation Game using the method. Table 1 shows 
sets of data used for the experiment. We used two sets of data that are the discourse 
texts obtained from twice Innovation Games. We instructed the innovators to think up 
ideas considering social creativity: novelty and usefulness for people. The presented 
ideas were voted by all of the players considering four measures: idea’s cost, idea’s 
utility, idea’s reality, and idea’s novelty. The consumers were instructed to choose 
ideas for possessing the ideas with high social creativity. The players are university 
students, university professors, company employees, and so on. Since they were not 
always friends, it is considered that a decision bias for idea selection was not much. 

Table 2 shows the proposed ideas in the Game 2. Some innovators combined two 
cards for creating a new idea, and the others combined one card and their own idea 
proposed in the previous turns (examples are idea O and idea S). 

We surveyed the following three relations.  
(1) Relation between the social creativity of ideas and the number of utterances. 
(2) Relation between the social creativity of ideas and transition of positive/negative 

labels. 
(3) Relation between the social creativity of ideas and the rate of positive labels. 
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Table 1. Summary of data sets for experiment 

 # of innovators # of consumers # of utterances # of proposed ideas 
Game 1 3 3 317 16 
Game 2 4 3 453 20 

Table 2. Proposed ideas and cards used for a new idea in Game 2 

Id  Proposed idea Card 1 Card 2 
A 3D-radar for jet plane 3D-rader Jet Plane 
B Barber service with dancing Barber Dancing robot 
C Package design for cup noodle Photo printer Mug 
D Control system of human resource PDO system RFID system 
E Bath putting bath salt automatically Unit bath Pump  
F Robot saving environment Dancing robot Eco system 
G Recycle system using a jet plane Jet plane Eco system 
H Propeller with carbon heater Partition  Carbon heater 
I Towel and make up kit Make kit Towel 
J Extraordinary sofa Carbon cloth Cleaner 
K Electronic ruler Ruler Static electricity 
L Wood work kit for children Microscope Paper craft 
M Nano-ruler Ruler Laser pointer 
N Robot for controlling temperature Dancing robot Carbon heater 
O Bath for relaxation Carbon cloth J: extraordinary sofa 
P Bath for massaging Unit bath Vibrating bed 
Q Health check kit at home Tongue cleaner Health check kit 
R Big EL-theater made of glass Partition All in one projector 
S Cleaning robot  Dancing robot K: electronic ruler 
T Bar in tunnel Map of great spot Tunnel 

5   Results and Discussion 

We show the analysis results and discuss the relations between the social creativity of 
ideas and the negative comments. 

5.1   Relation between the Number of Utterances and the Social Creativity of 
Ideas 

Fig. 1 shows the correlation between the number of utterances and the amount of 
earnings of each idea. The amount of earnings was a product of the price of idea and 
the number of its sales. The value of correlation was 0.64. The value was high be-
cause ideas with the high earnings were obtained after a long communication. In such 
communications, the innovators and the consumers discussed the weakness of ideas 
and the innovators improved their ideas using comments from the consumers. There-
fore, the correlation between the number of utterances and the social creativity of 
ideas was obtained. It was verified that there is a relation between the number of ut-
terances and the social creativity of ideas. 
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Fig. 1. Relation between the number of utterances and social creativity of ideas 

5.2   Relation between the Social Creativity of Ideas and the Transition of 
Positive/Negative Labels 

We surveyed the transitions of labels for utterances. Fig. 2 and Fig. 3 show the transi-
tions of the labels in sub texts. Fig.2 was obtained from a sub text in which the idea 
obtained high earnings (idea T in Table 2), and Fig. 3 was obtained from a sub text in 
which the idea obtained low earnings (idea A in Table 2). In Fig. 2 and Fig.3,  
 

 

Fig. 2. Transition of the positive/negative labels given to each utterance in a proposal of idea T 
in Table 2. The horizontal axis denotes the time series. i, c1, c2, and so on denote the players. 
The vertical axis denotes the label. Number 1, number 2, number 3, and number 4 denote the 
Negative label. Number 5 denotes the Neutral label. Number 6 denotes the Positive label. 
Number 7 denotes laugh of players. The idea was about a bar in a tunnel. The idea obtained 10 
dollars from the consumers. 

 

Fig. 3. Transition of the positive/negative labels given to each utterance in a proposal of idea A 
in Table 2. The idea was about radar of jet plane. The idea obtained 1 dollar from a consumer. 
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divergences (between the positive label and the negative labels) and convergence (to 
the positive label and the negative labels) are observed. 

In Fig. 2, the transition begins with a divergence from upside to downside, and 
ends with a convergence to upside. On the other hand, in Fig. 3, the transition begins 
with a divergence from downside to upside, and does not end with a convergence. 
From the examples, the transitions are divided with the four features: the divergence, 
the convergence, upside, and downside. Therefore, we set four patterns as follows: 

 Pattern 1: Divergence from upside. 
 Pattern 2: Divergence from downside. 
 Pattern 3: Convergence to upside. 
 Pattern 4: Convergence to downside. 

Table 3 shows the results of dividing the transitions. The transitions for ideas obtain-
ing high earnings had two patterns, Pattern 3 after Pattern 1. Table 4 shows an exam-
ple of the transitions. Pattern 1 is observed from 1st utterance to the 4th utterance and 
Pattern 3 is observed from 5th utterance to 8th utterance after the innovator (I) agreed 
with the consumer (C2) at the 4th utterance. It is considered that the Pattern 1 denotes 
acceptance of the negative comments from consumers, and the Pattern 3 denotes 
agreement of the social creativity of ideas. The change from Pattern 1 to Pattern 3 was 
made by the 3rd comment from the consumer C2. The comment improved the idea to 
be useful and novel for many people. After the 4th utterance from the innovator, the 
consumers (C2, C3) commented positively to the innovator. Therefore, the idea was 
bought by many consumers. From the results, it is verified that the convergence to 
upside is observed after the observation of the divergence between positive labels and 
negative labels for obtaining ideas with the social creativity. 

5.3   Relation between the Social Creativity of Idea and the Rate of Positive 
Labels 

We surveyed the relation between the social creativity of ideas and the rate of positive 
labels. Table 5 shows the results. The higher earnings the ideas obtained, the more the 
rate of the positive labels was. It is because the ideas with social creativity are thought 
up and improved in a comfortable communication between the innovators and the 
consumers. It is verified that ideas with social creativity are obtained in a frank com-
munication in which positive comments for ideas are uttered.  

Table 3. Dividing results of transitions using patterns and the number of ideas. The high earn-
ing idea is the idea obtaining less than three dollars. The low earning idea is the idea obtaining 
more than three dollars. 

 # of high earning ideas # of low earning ideas 
Pattern 1: divergence from upside 1 4 
Pattern 2: divergence from downside 0 2 
Pattern 3: convergence to upside 6 2 
Pattern 4: convergence to downside 1 0 
Pattern 5: Pattern 3 after Pattern 1 12 2 
Pattern 6: including Pattern 5 2 1 
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Table 4. Example of transitions Pattern 5 (that denotes the transition of Pattern 3 after Pattern 
1). C denotes the consumer and I denotes the innovator. The discourse text is obtained a part of 
idea presentation shown in Fig. 2. 

# Player Utterance Label 
1 C 1 Why do not use the real tunnel? It is boring only to show the 

view of tunnel on the screen. 
Negative 2 

2 I It is difficult to use the real tunnel for this business, because 
tunnels are not shown in the center of city. 

Negative 2 

3 C 2 Would you use the tunnels in dead track? Though you think 
the tunnel bar only for bar, I think the tunnel bar will become 
one of the tourist spot like hot spring in Japan. 

Negative 2 

4 I I see. That is interesting idea. I agree your comment. Positive 
5 C 2 Do you make one tunnel bar? That is very waste. Negative 2 
6 I OK. I make tunnel bars as many as possible. I also sell a map 

for traveling tunnel bars. 
Positive 

7 C 3 It is very exciting to drink in the real tunnel. If the tunnel bars 
are built, I certainly visit some tunnel bars in holidays. 

Positive 

8 I The safety in tunnels are guaranteed by helmet for construc-
tion.  

Positive 

9 (Players are laughing)  

Table 5. Rate of positive labels for each idea in Game 2 

Id Price # of sales # of earnings Rate of positive comments 
A 0 0 0 0.32 
B 2 3 6 0.85 
C 2 2 4 1.00 
D 3 1 3 0.65 
E 1 2 2 0.52 
F 2 1 2 0.72 
G 1 2 2 0.71 
H 2 2 4 0.50 
I 0 0 0 0.11 
J 2 3 6 0.51 
K 1 3 3 0.52 
L 1 2 2 0.50 
M 2 1 2 0.33 
N 2 2 4 0.78 
O 2 5 10 0.64 
P 3 6 18 0.79 
Q 1 2 2 0.55 
R 2 2 4 0.58 
S 2 1 2 0.70 
T 3 3 9 0.66 

6   Conclusion 

In this paper, we analyzed discourse texts of communication generating social creativ-
ity. The analysis method focuses on the negative comments.  



8 Y. Nishihara, Y. Takahashi, and Y. Ohsawa 

We have developed a table game named Innovation Game for people to think up 
ideas with social creativity. In the Innovation Game, negative comments to ideas are 
encouraged. Therefore, we focused on negative comments to ideas obtained from the 
consumers in the Innovation Game, and prepared a method for discourse analysis. We 
used the method and analyzed two data sets of discourse texts that were obtained from 
the Innovation Games. We discovered that it is important for the innovators to accept 
the negative comments from the consumers, and to improve their ideas referring to 
the negative comments.  

We will search conditions that encourage the negative comments from the con-
sumers. The conditions are considered that combinations of the players, prices of the 
proposed ideas, and so on. We will design the environment of communication gener-
ating social creativity using the conditions. 
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Abstract. Value cognition system (VCS) is a human-centric system to enable 
value cognition, i.e., sensing, understanding, and taking advantage of latent  
values of entities. Here, human’s talents for value cognition are elevated and ac-
tivated using tools such as sensors, software for social simulation and data visu-
alization, etc., we will develop newly. The mechanism of this system will be 
characterized by the spiral process of four phases: (1) sense: experience scenes 
in the real world (2) recollect: recollect scenes relevant to a confronted situa-
tion, (3) scenarization: imagine scenarios to live/work with entities high-lighted 
via recollection and visualizing the data taken in (1), and (4) co-elevation: 
communicate the imagined scenarios and create a scenario to take advantage of 
values of entities. The scenario obtained shall be put into action, returning to 
step (1). Studies on chance discovery so far correspond to VCS applied for tran-
sient events.  

Keywords: Value, human-machine-environment interaction, physical sensors, 
human sensors, visualization, meta-cognition, communication, scenarization.  

1   Brief Introduction: Value Cognition System 

Let us first define value as the measure of preference when human makes a decision. 
Without the cognition of latent values, we cannot create innovative products such as 
an i-Pod or Electronic cars. For example, the user of i-Pods looks stylish due to the 
modern outlook and the way of manipulation by the user, and an electronic car en-
ables easy recharging by replacing batteries (on the side of a user) and inexpensive 
producing (on the side of a car manufacturer). These values, i.e., stylishness, ease, and 
production cost, came to be introduced in the industrial domains thanks to the hu-
man’s sense of values rather than solely on the computational technologies for the 
analysis of business data. The thought of designers in the background of such an in-
novation is not easy, however: The recent introduction of exchangable batteries is said 
to have come from the design of a mobile PC, and came to be combined with elec-
tronic cars to enable easy and quick recharge of power. This combination came from 
designers’ keen attention to customer opinions, and after all hard discussions about 
alternative ideas for quickening the power recharge, which enabled their awareness 
and realization of the new value. We cannot expect all designers can survive the over-
all process and satisfy the hasty requirement of users, so we need a systematic method 
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for enabling ordinary people to realize value cognition. In this paper, I describe the 
current vision for creating a Value Cognition System (VCS). 

2   The Current State of Sciences and Technologies for VCS 

Human and the process for value cognition: Usama Fayyad proposed a clear model of 
the process of knowledge discovery and data mining in 1995, as summarized in Fig.1 
[3]. Here, novel, useful, and non-trivial knowledge is expected to be obtained from 
data by the spiral of human-machine interaction. Human was positioned as the inter-
preter of patterns put out from a computer, and also as the evaluator of the novelty, 
utility, and non-triviality of the acquired knowledge.  

On the other hand, Chance Discovery initiated in the early 2000 challenged to dis-
cover transitive events significant for the decision making of human. Since 2003 users 
began to apply methods of chance discovery to real business, and Ohsawa etc noticed 
it is humans rather than a machine, who run as the driver of the process in successful 
cases. See Fig.2, which shows the difference of chance discovery from knowledge 
discovery and data mining in Fig. 1. As shown here, human’s spiral of the revised 
focus on chance events is emphasized [1].  

It is noteworthy that Ikujiro Nonaka modeled the process to create not only explicit 
but also tacit knowledge, in the area of management science, which is called SECI 
(Socialization, Externalization, Combination, and Internalization) [2]. The lower half 
of Fig. 2 corresponds to SECI, in that, the process involves the transplantation of tacit 
knowledge from/to humans via non-verbal communications in workplaces (Socializa-
tion), verbal explanation about the tacit knowledge in an explicit representation (Ex-
ternalization), creating new knowledge by combining pieces of explicit knowledge 
(Combination), and making of body-fit and context-fit knowledge by putting the new 
knowledge into action (Internalization). The point of this theory is that the process for 
creating knowledge can be positioned as a central engine of a company. In other 
words, the activity to catch latent values in the market, on which to create new strate-
gies for business, can be modeled by the spiral process as SECI, which is another 
aspect of chance discovery where the understanding of the utility of a chance is  
desired.  

 

Fig. 1. The process of knowledge discovery and data mining (Fayyad 1995 [3], reformed to 
compare with Fig.2) 

[ 
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Fig. 2. The relation of processes of KDD, SECI, and Chance Discovery (Ohsawa 2002, re-
formed) 

This point, i.e., the significance of value cognition, still stands in the extension of 
chance discovery to not only discovering transitive events but also sensing the latent 
value of entities staying still but not noticed. Donaldson’s theory [4] defined value 
sensing as to feel associated with the content of one’s awareness. We can say value 
cognition is expected to be a spiral process starting from value sensing, to reach the 
realization of the value via understanding and communication of the value. 

3   The Process of Value Cognition 

Following the process of chance discovery in Fig.2, we can say now that the fruits of 
chance discovery went beyond knowledge discovery, in that it enabled the detection 
of low-probability but useful entities which may be transient and cannot be general-
ized as knowledge.  

However, we have to do at least three significant leaps for realizing a value cogni-
tion system as: (1)  change human’s viewpoint for catching not only transient events 
and situations, but also objects, people, and cultures which existed long and may 
embrace a latent value, (2) take care of the huge amount of information in the envi-
ronment, which have not been included in data (3) develop and integrate tools such as 
new sensors, tools for training and aiding skills for meta-cognition (cognition of one’s 
own cognition, for noticing the latent criteria of value in the mind) of human(s) , as 
well as visualization tools as introduced so far in chance discovery, in a way where 
tools are chosen at suitable timing in the process as in Fig. 3. 
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Fig. 3. The hypothetical process of value sensing 

These three jumps mean to overcome the problems in the current state of technologies 
stated in Section 1. That is, for realizing a VCS, we should realize the process of the 
interaction of decision makers with the environment where the society, nature, and 
tools (sensing devices, computers, and stationary) surround. This system, having even 
human as the components, is the VCS composed of three parts:  

(1) Human’s process of value sensing, where human sense entities in the external 
world in daily life, recollect and externalized the experiences, make scenarios (sece-
narize) of the future based on the knowledge acquired from recollected experiences, 
and communicate with colleagues to co-elevate the values of scenarios presented by 
each other.  

(2) Machine’s process of data collection via sensing devices, projection to fit the data 
space so that analysis tools can deal with essential data, computational analysis, 
visualization, and simulation.  

(3) The interaction of (1) and (2), where (a) human’s sense and sensing devices col-
laborate for data collection, (b) human’s recollection compensate for the collected 
data, for the projection of real world to data, (c) human’s scenarization is aided by 
visualization tools, and (d) human’s co-elevation is aided by technologies for aiding 
communication and collaboration, so that the latent values noticed via communica-
tion are introduced as variables in the sensing step in following cycles. 



 Value Cognition System as Generalization of Chance Discovery 13 

4   The Development of Value Cognition System 

Based on our experiences in studies on chance discovery for 8 years, we are now 
aware it is necessary to divide the research activities into subjects of human factors 
and subjects of developing tools, where the latter are divided in a step-oriented man-
ner, i.e., into teams developing tools to be employed in the steps in the process. Thus, 
we divide the process into sub-processes, corresponding to research subjects as  
follows:  
 

Sub-process 1:  Elevating human’s power: Here, elevating means both training of 
human’s latent and employment of human’s talents in the overall systematic process. 

Subject 1) Environment for elevating human’s cognitive power, alents of analogical 
thinking, insight, empathetic and creative communication will be developed. 
Methods in the extension of the Analogy Game [5] is expected to contribute to 
this. 

 

(a) 

(b) 

Fig. 4.  Innovation game in play (a), and a room in the VCS (b)(just an image) 
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Subject 2) Methods for elevating human’s emotional dimensions, such as sensitivity 
of the environmental changes, activity, endurance, imagination, empathy, etc. are 
studied and developed. 

 

Sub-process 2:  Value awareness of individual human aided by computers: For 
elevating the steps of recollection and scenarization, methods should be developed 
for: 

Subject 3) Meta-cognition, where human’s consciousness of one’s own cognition 
are mined. 

Subject 4) Data-based analysis and visualization of data, and social simulation, so 
that human can think and discuss about a value gaining/losing scenario in the fu-
ture. 

Subject 5) Discoveries of hidden variables in the real market, in case one notices 
new value criteria from awareness of the one’s own desire. 

 

Sub-process 3: Co-elevation of values 
Subject 6) Design of communication environment for elevating the value of inte-

grated scenarios: For example, we can extend the Innovation Game [6] we have 
been developing so far, to collaborate with methods for extracting and reusing 
high-value utterances from communication. 

 

Sub-process 4: Humans behavior in and with the real space:  
Subject 7) Identification of the target (customers, items, etc) of sensing, in applying 

the scenario acquired in sub-process 3. 
Subject 8) Intelligent sensors: Real time detection of significant signs of value 

emergence, such as human’s and object’s noteworthy movements and human’s 
vacillation, using RFID tags, video cameras, etc, based on the model of human be-
haviors obtained in sub-process 3. Also, the sensor of human cognition such as 
tracker of human’s eye-movements e.g. salesclerk looking at the video of cus-
tomer’s movements, medical doctors looking in a display of patients’ image, stock 
dealers reading news papers, etc, should be developed. However, an essential part 
of this subject is the software: method to optimization of the sensors’ location, and 
a quick algorithm for deductively inferring human’s actions 

 

VCS will work in various workplaces in the real life and businesses of humans. For 
example, in a supermarket, RFID sensors attached on items have enabled to detect 
customers’ actions. By VCS, the sensitivity of these sensors comes to be controlled by 
the salesclerk pointing on attention-worthy parts of the store, by a pointing device on 
the floor map. This decision can be made, based on the meetings of workers in the 
store introducing the Innovation Game with the game board visualizing the relations 
between sales items, where new scenarios of sales and customers behaviors are to be 
obtained. Thus, the sales of products responding to latent customer demands are to be 
enabled. For example, the salesclerk may re-enforce the sensitivity of RFID sensors at 
the shelf of cheese, based on the created scenario that in-store customers may increase 
by showing high-quality cheeses. Then, running the process for value cognition (men-
tioned in f. Research proposal) again, it comes to be clear that customers desire a 
combo of cheeses and tea as a gift for aged family. By simulating the market based on 
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the data from test marketing, the sales performance can be predicted and the new 
project of selling the combo gets started. 

5   Conclusions 

The cognition of value has been discussed in philosophy and ethics, e.g. Edmond 
Husserl’s value feeling, Max Scheler’s value acquisition [7, 8]. Other domain such as 
design (of products, market, and systems) and service sciences also came to  raise 
discussion relevant to the creation of value. In studies on VCS, we assume no value 
can be created from true nothing, and focus on the process from the sensing to the 
realization of the values of events, situations, people, and objects.  We regard hu-
man’s preference in the decisions of daily actions and business as a reflection of value 
cognition, which makes value (at least indirectly) observable via the decisions of 
people. This also means that we position the value not only as an attribute of an entity 
eternal to human, but also as a viewpoint in the mind of human. And, the effects of 
tools and environments onto human’s cognition of values are put into our frame of 
evidence-based studies on the emergence of value.  

As a result, the value sensing system shall increase the total value of the market 
because it enables to make existing items more valuable for people, as well as to pro-
duce new items which are valuable. This goes beyond the traditional approach of 
management science standing on the basis that values cannot be created without pro-
ducing new entities with consuming physical resources. 
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Abstract. The paper investigates1 a new temporal logic LT LZ
DU com-

bining operations of the linear temporal logic LTL, the operation for

discovery and operation for logical uncertainty. Our main aim is to con-

struct a logical framework for modeling logical laws connecting tempo-

ral operations and operations of discovery and uncertainty. We consider

questions of satisfiability and decidability for LT LZ
DU . Our principal re-

sult is found algorithm which recognizes theorems of LT LZ
DU (which im-

plies that LT LZ
DU is decidable, and the satisfiability problem for LT LZ

DU
is solvable).

Keywords: temporal logic, chance discovery, uncertainty, decidability

algorithms, Kripke/Hintikka models.

1 Introduction

This paper attempts to embed the notion of Chance for Discovery (CD) in logical
framework based on linear temporal logic LTL. CD (cf. Ohsawa and McBurney
[10], Abe and Ohsawa [1], Abe et al. [2]) is a contemporary direction in Artificial
Intelligence (AI) which analyzes important events with uncertain information,
incomplete past data, so to say, chance events, where a chance is defined as
some event which is significant for decision-making in a specified domain. We
aim to characterize logical properties of CD within approach based at the linear
temporal logic LTL and study interconnections of CD and logical uncertainty.

Temporal logics were first suggested to specify properties of programs in the
late 1970’s (cf. Pnueli [11]). The most used temporal framework is the linear-time
propositional temporal logic LTL, which has been extensively studied from the
point of view of various prospects of applications (cf. e.g. Manna and Pnueli [9],
Barringer, Fisher, Gabbay and Gough [3]). Model checking for LTL formed a
strong direction in logic in computer science, which uses, in particular, appli-
cations of automata theory (cf. Vardi [22]). Temporal logics themselves can be
considered as a special cases of hybrid logics, e.g. as bimodal logics with some
laws imposed on the interaction of modalities to imitate the flow of time.
1 This research is supported by Engineering and Physical Sciences Research Council
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The mathematical theory devoted to the study axiomatizations of temporal
logics and development of their semantic theory based on Kripke/Hintikka-like
models and temporal Boolean algebras formed a highly technical branch in non-
classical logics (cf. van Benthem [21,20], Gabbay and Hodkinson [6], Hodkin-
son [7]). Axiomatizations of various (uni)-temporal linear logics are summarized
in de Jongh et al. [5].

At this paper we study a new temporal logic LT LZ
DU combining operations

of LTL, operation D for logical discovery, and operation Ucn for logical un-
certainty. Motivation for introduction this logic is its high expressive power,
which combines the ones from all background logics and, therefore, may model
all inherent properties, and, besides, describe possible interaction of combined
logical operations. The logic is defined as the set of all formulas valid at all
Kripke/Hintikka like models ZC based on time indexed by the set Z of all integer
numbers. The problems of satisfiability and decidability for LT LZ

DU are of pri-
mary interest; we find an algorithm which recognizes theorems of LT LZ

DU (which
implies that LT LZ

DU is decidable, and the satisfiability problem for LT LZ
DU is

solvable). The algorithm works as follows: an arbitrary formula in the language
of LT LZ

DU is, first, transformed into a rule in a special normal reduced form,
which, then, is checked for validity on special models (of size efficiently bounded
by the size of the rule) w.r.t special kind valuations. The general methodology
of this paper is borrowed from the paper [18] (and from the research reported
recently at the conference KES 2008) where first time logical operation for dis-
covery where first time joined to operations of modal logics Main our aim is
to model logical properties of CD and Uncertainty within logical framework of
the liner temporal logic LTL. Our results may be classified as theoretical ones
concerning mathematical models for CD; they might be useful for researchers
interested in logical properties of CD within AI paradigms.

2 Language and Semantics of LT LZ
DU, Notation

At the beginning we describe sematic structures motivating our introduction
of the logical language for LT LZ

DU . The basic semantic objects upon which we
ground our logic are the following Kripe/Hintikka models. A frame

ZC := 〈
⋃
i∈Z

C(i), R, Next, Prev〉

is a tuple, where Z is the set of all integer numbers, all C(i) are disjoint nonempty
sets (C(i) ∩ C(j) = ∅ if i �= j), R is a binary linear relation for time, where

∀a, b ∈
⋃
i∈Z

C(i)(aRb) ⇔ [a ∈ C(i)&b ∈ C(j)&i < j] ∨ ∃i ∈ Z[a, b ∈ C(i)].

The relation Next is defined by a Next b ⇔ [∃i((a ∈ C(i))&(b ∈ C(i+1))]. And,
a Prev b ⇔ b Next a. The intuitive perception of these frames may be as follows.
Any frame ZC represents some possible unbounded (in time) computation with
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multi-possessors as members of C(i); any i ∈ Z (any integer number i) simulates
time tick i, any C(i) consists of processors (computational units) evolved in the
computation in time i. Next possible interpretation of models czC might be as
a representation of a network (web, local net, etc.), where Z models time ticks
(clicks) in future for net navigation; for negative integers from Z, they represent
rollback.

To built logical language, we start from the language of LTL, and (to handle
possibility for discovery and uncertainty), add the new (unary) logical opera-
tions D (discoverable) and Unc (uncertain). Also, together with the standard
language of LTL (with operations N (next) and U (until)), we will use new bi-
nary logical operations Uw (weak until), Us (strong until), S (since), Sw (weak
since), Ss (strong since) and N−1 (previous).

The formation rules for formulas are as usual, and the intended meanings of
the operations are as follow:

Dϕ means the statement ϕ is discoverable in the current state of
the current time cluster;
Uncϕ means the statement ϕ is uncertain in the current state of
the current time cluster;
Nϕ has the meaning ϕ holds in the next time cluster of states (state);
N−1ϕ means ϕ holds in the previous time cluster of states (state);
ϕUψ can be read: ϕ holds until ψ will hold;
ϕSψ ϕ says that since ψ was true, ϕ holds until now;
ϕUwψ has the meaning ϕ weakly holds until ψ will hold;
ϕUsψ has the meaning ϕ strongly holds until ψ will hold;
ϕSwψ ϕ says that since ψ was true, ϕ weakly holds until now;
ϕSsψ ϕ means that since ψ was true, ϕ strongly holds until now.

For any collection of propositional letters Prop and any frame ZC , a valuation
in ZC is a mapping which assigns truth values to elements of Prop in ZC . Thus,
for any p ∈ Prop, V (p) ⊆ ZC . We will call 〈ZC , V 〉 a model (a Kripke/Hintikka
model). For any such model M, the truth values are extended from propositions
of Prop to arbitrary formulas as follows (for a ∈ ZC , we denote (M, a) V ϕ to
say that the formula ϕ is true at a in MC w.r.t. V ). The rules are as follows:
∀p ∈ Prop, (M, a) V p ⇔ a ∈ V (p); (M, a) V ϕ ∧ ψ ⇔ (M, a) V ϕ ∧
(M, a) V ψ; (M, a) V ¬ϕ ⇔ not[(M, a) V ϕ].

For computation truth values of the logical operation to be discoverable, we
apply the rule:

(M, a) VDϕ ⇔∃i[a ∈ C(i) ∧ ∃b ∈ C(i)(M, b) V ϕ].

Hence, we say ϕ is discoverable at a state of a time cluster C(i) if there is a state
in C(i), i.e. in time i, where ϕ is true. In another words, CD for a statement ϕ
may be satisfied if ϕ holds at least in one state of the current time cluster.
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Further, to compute uncertainty we use:

(M, a) VUncϕ ⇔∃i[a ∈ C(i) ∧ ∃b ∈ C(i)(M, b) V ϕ ∧

∃c ∈ C(i)(M, c) V ¬ϕ].

That is, we say ϕ is uncertain at a state of a time cluster C(i) if there are two
states in C(i), i.e. in time i, where ϕ is true at one of these states and is false
at the another one. This looks as quite plausible way to express uncertainty of
ϕ (though, clearly, one of possible ones, it could be many ways to talk about
uncertainty).

Next, we give the rules to compute truth values of logical operations of the
linear temporal logic.

(M, a) VNϕ ⇔∀b[(a Next b)⇒(M, b) V ϕ];

(M, a) VN−1ϕ ⇔∀b[(a Prev b)⇒(M, b) V ϕ];

(M, a) V ϕUψ ⇔∃b[(aRb) ∧ ((M, b) V ψ)∧

∀c[(aRcRb)&¬(bRc)⇒(M, c) V ϕ]];

(M, a) V ϕUwψ ⇔∃b[(aRb) ∧ ((M, b) V ψ)∧

∀c[(aRcRb)&¬(bRc)&(c ∈ C(i))⇒∃d ∈ C(i)(M, d) V ϕ]];

(M, a) V ϕUsψ ⇔∃b[(aRb) ∧ b ∈ C(i)∧

∀c ∈ C(i)((M, c) V ψ) ∧ ∀c[(aRcRb)&¬(bRc)⇒(M, c) V ϕ]];

(M, a) V ϕSψ ⇔∃b[(bRa) ∧ ((M, b) V ψ)∧

∀c[(bRcRa)&¬(cRb)⇒(M, c) V ϕ]];

(M, a) V Swψ ⇔∃b[(bRa) ∧ ((M, b) V ψ)∧

∀c[(bRcRa)&¬(cRb)&(c ∈ C(i))⇒∃d ∈ C(i)(M, d) V ϕ]];

(M, a) V Ssψ ⇔∃b[(aRb) ∧ b ∈ C(i)∧

∀c ∈ C(i)((M, c) V ψ) ∧ ∀c[(bRcRa)&¬(cRb)⇒(M, c) V ϕ]].

Given a Kripke structure M := 〈ZC , V 〉 and a formula ϕ, (i) ϕ is satisfiable in
M (denotation – M Satϕ) if there is a state b of M (b ∈ ZC) where ϕ is
true: (M, b) V ϕ. (ii) ϕ is valid in M (denotation – M ϕ) if, for any b of M
(b ∈ ZC), the formula ϕ is true at b ((M, b) V ϕ).

For a frame ZC and a formula ϕ, ϕ is satisfiable in ZC (denotation ZC Satϕ)
if there is a valuation V in the frame ZC such that 〈ZC , V 〉 Satϕ. ϕ is valid
in ZC (notation ZC ϕ) if not(ZC Sat¬ϕ).
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Definition 1. The logic LT LZ
DU is the set of all formulas which are valid in all

frames ZC .

We say a formula ϕ is satisfiable iff there is a valuation V in a Kripke frame ZC
which makes ϕ satisfiable: 〈ZC , V 〉 Satϕ. Clearly, a formula ϕ is satisfiable iff
¬ϕ is not a theorem of LT LZ

DU : ¬ϕ �∈ LT LZ
DU , and vice versa, ϕ is a theorem of

LT LZ
DU (ϕ ∈ LT LZ

DU ) if ¬ϕ is not satisfiable. Using the operation U we, in the
well known way, can define all standard modal and temporal operations, e.g. �

(possible), � (necessary), F (holds eventually), G (holds henceforth), etc.
The logic LT LZ

DU , introduced above, is much more expressive compared to
standard LTL. We handle variations of the operation Until and Since: the new
temporal operations Us and Uw bring new unique features to the language. For
instance the formula �wϕ := ¬(�Us¬ϕ) codes weak necessity, it says that in
any future time cluster C(i) there is a state where ϕ is true. So, this formula
way code the non-vacuity for a task p computation: in any tick in future at least
one possessor unit works with p. The formula (¬ϕUw�ϕ) ∧ ��ϕ codes that,
there is a minimal time point i since which ϕ holds in all states of all future time
clusters, but before the time point i the formula ϕ is false in a state of any time
cluster. Such properties are problematic to be expressed in standard modal or
temporal operations.

Operations to handle CD and Uncertainty also show general interdependencies
in chosen approach. For instance,

Uncϕ → Dϕ LT LZ
DU ,

Dϕ ∧ D¬ϕ → Uncϕ LT LZ
DU .

3 Key Results, Decidability Algorithm for LT LZ
DU

For any logical system, one of most fundamental questions is the decidability
problem: if there is an algorithm computing theorems of this logic. We address
this problem to our logic LT LZ

DU . The basic technique we use is based on the
reduction of formulas in the language of LT LZ

DU to special inference rules and
the verification of the validity these rules in frames ZC . This approach uses
techniques to handle inference rules from [12] – [19] (where [19] solves decidabil-
ity of LTL w.r.t. admissibility and again decidability of LTL itself). Recall, a
(sequential) (inference) rule is a relation r := ϕ1(x1,...,xn),...,ϕl(x1,...,xn)

ψ(x1,...,xn) , where
ϕ1(x1, . . . , xn), . . . , ϕl(x1, . . . , xn) and ψ(x1, . . . , xn) are formulas constructed
out of letters x1, . . . , xn. The letters x1, . . . , xn are the variables of r, we use
the notation xi ∈ V ar(r).

Definition 2. A rule r is said to be valid in a Kripke model 〈ZC , V 〉 (notation
ZC V r) if [∀a ((ZC , a) V

∧
1≤i≤l ϕi)] ⇒ ∀a ((ZC , a) V ψ). Otherwise we

say r is refuted in ZC , or refuted in ZC by V , and write ZC�� V r. A rule r
is valid in a frame ZC (notation ZC r) if, for any valuation V , ZC V r.
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For any formula ϕ we can convert it into the rule x → x/ϕ and employ a
technique of reduced normal forms for inference rules as follows. Evidently,

Lemma 1. A formula ϕ is a theorem of LT LZ
DU iff the rule (x → x/ϕ) is valid

in any frame ZC .

A rule r is said to be in reduced normal form if r = ε/x1 where

ε :=
∨

1≤j≤l
(

∧
1≤i,k≤n,i�=k

[xt(j,i,0)i ∧ (Dxi)t(j,i,1) ∧ (Uncxi)t(j,i,2) ∧ (Nxi)t(j,i,3)∧

(N−1xi)t(j,i,4) ∧ (xiUxk)t(j,i,k,0) ∧ (xiUwxk)t(j,i,k,1) ∧ (xiUsxk)t(j,i,k,2)∧

(xiSxk)t(j,i,k,3) ∧ (xiSwxk)t(j,i,k,4) ∧ (xiSsxk)t(j,i,k,5)])

all xs are certain letters (variables), t(j, i, z), t(j, i, k, z) ∈ {0, 1} and, for any
formula α above, α0 := α, α1 := ¬α.

Definition 3. Given a rule rnf in reduced normal form, rnf is said to be a
normal reduced form for a rule r iff, for any frame ZC , ZC r ⇔ ZC rnf .

By following verbatim to Lemma 3.1.3 and Theorem 3.1.11 in [13] we obtain

Theorem 1. There exists an algorithm running in (single) exponential time,
which, for any given rule r, constructs its normal reduced form rnf .

Decidability of LT LZ
DU will follow (by Lemma 1) if we find an algorithm recog-

nizing rules in reduced normal form which are valid in all frames ZC . We need
one more construction on Kripke frames given below. For any frame ZC and
some integer numbers k1, m1, k2, m2, where m2 > k2 > k1 + 3, k1 > m1 we con-
struct the frame ZC(k1, m1, k2, m2) from ZC as follows. ZC(k1, m1, k2, m2) :=
〈
⋃
m1≤i≤m2

C(i), R, Next〉, where R is the accessibility relation from ZC ex-
tended by pairs (x, y), where x ∈ C(i), y ∈ C(j) and i, j ∈ [m1, k1], or i, j ∈
[k2, m2].

Relations Next and Prev are taken from ZC and extended by ∀a ∈ C(m2)∀b ∈
C(k2)(a Next b = true); ∀a ∈ C(m2)∀b ∈ C(k2)(b Prev a = true); ∀a ∈
C(m1)∀b ∈ C(k1)(a Prev b = true); ∀a ∈ C(m1)∀b ∈ C(k1)(b Next a = true).
For any valuation V of letters from a formula ϕ in ZC(k1, m1, k2, m2) the truth
value of ϕ can be defined at elements of ZC(k1, m1, k2, m2) by the rules similar
to the ones given for the frames ZC above (just in accordance with the meaning
of logical operations). Due to limitations on the length of the paper we omit a
detail description of these rules.

Lemma 2. A rule rnf in reduced normal form is refuted in a frame ZC iff rnf

can be refuted in a frame ZC(k1, m1, k2, m2) by a valuation V of special kind,
where the size of the frame ZC(k1, m1, k2, m2) is triple exponential in rnf .

From Theorem 1, Lemma 1 and Lemma 2 we derive.
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Theorem 2. The logic LT LZ
DU is decidable. The algorithm for checking a for-

mula to be a theorem of LT LZ
DU consists in verification of validity rules in re-

duced normal form at frames ZC(k1, m1, k2, m2) of size triple-exponential in the
size of reduced normal forms w.r.t. valuations of special kind.

It is possible also to apply the technique from this paper to weakened versions
of the logic LT LZ

DU , say with omitted strong or weak versions of the operations
U or S, with omitted N or N−1 and to obtain similar results about decidability.

4 Conclusion, Future Work

The paper develops a technique to construct mathematical models for investi-
gation of logical operations for CD and Uncertainty. Technically our main aim
is to find an algorithm which can compute logical laws of the proposed logic
LT LZ

DU based on the linear temporal logic LTL. The problem is resolved via
model theoretic constructions on special Kripke/Huntikka models and usage of
special sequents (inference rules in the reduced form).

There are many prospective avenues of research on logic LT LZ
DU and its vari-

ants. For instance, the question of finding axiomatization for LT LZ
DU is open

yet. The problem of computation admissibility of inference rules in LT LZ
DU is

not investigated. Another interesting problem concerns complexity issues and
possible ways of refining the complexity bounds in the algorithm. The problem
of describing bases for rules admissible in LT LZ

DU logics is also open to date.
The results of this paper might be useful for scientists interested in logical prop-
erties of CD and Uncertainty and their applications in AI. Tools developed in
our paper seem to be promising for investigation properties of logical operations
in other similar logics originating in AI.

References

1. Abe, A., Ohsawa, Y. (eds.): Readings in Chance Discovery. International Series on

Advanced Intelligence (2005)

2. Abe, A., Hagita, N., Furutani, M., Furutani, Y., Matsuoka, R.: Exceptions as

Chance for Computational Chance Discovery. KES Journal 2, 750–757 (2008)

3. Barringer, H., Fisher, M., Gabbay, D., Gough, G.: Advances in Temporal Logic.

Applied logic series, vol. 16. Kluwer Academic Publishers, Dordrecht (1999)

4. Crestani, F., Lalmas, M.: Logic and uncertainty in information retrieval. In: Agosti,

M., Crestani, F., Pasi, G. (eds.) ESSIR 2000. LNCS, vol. 1980, pp. 179–206.

Springer, Heidelberg (2001)

5. de Jongh, D., Veltman, F., Verbrugge, R.: Completeness by construction for tense

logics of linear time. In: Troelstra, A.S., Visser, A., van Benthem, J.F.A.K., Velt-

man, F.J.M.M. (eds.) Liber Amicorum for Dick de Jongh. Institute of Logic, Lan-

guage and Computation, Amsterdam (2004), http://www.illc.uva.nl/D65/

6. Gabbay, D.M., Hodkinson, I.M.: An axiomatisation of the temporal logic with Until

and Since over the real numbers. Journal of Logic and Computation 1, 229–260

(1990)

http://www.illc.uva.nl/D65/


Temporal Logic for Modeling Discovery and Logical Uncertainty 23

7. Hodkinson, I.: Temporal Logic and Automata. In: Gabbay, D.M., Reynolds, M.A.,

Finger, M. (eds.) Temporal Logic: Mathematical Foundations and Computational

Aspects, vol. 2, pp. 30–72. Clarendon Press, Oxford (2000)

8. Elvang-Goransson, M., Krause, P.J., Fox, J.: Acceptability of arguments as logical

uncertainty. In: Moral, S., Kruse, R., Clarke, E. (eds.) ECSQARU 1993. LNCS,

vol. 747, pp. 85–90. Springer, Heidelberg (1993)

9. Manna, Z., Pnueli, A.: Temporal Verification of Reactive Systems: Safety. Springer,

Heidelberg (1995)

10. Ohsawa, Y., McBurney, P. (eds.): Chance Discovery (Advanced Information Pro-

cessing). Springer, Heidelberg (2003)

11. Pnueli, A.: The Temporal Logic of Programs. In: Proc. of the 18th Annual Symp.

on Foundations of Computer Science, pp. 46–57. IEEE Computer Society Press,

Los Alamitos (1977)

12. Rybakov, V.V.: Rules of Inference with Parameters for Intuitionistic logic. Journal

of Symbolic Logic 57(3), 912–923 (1992)

13. Rybakov, V.V.: Admissible Logical Inference Rules. Series: Studies in Logic and the

Foundations of Mathematics, vol. 136. Elsevier Sci. Publ., North-Holland (1997)

14. Rybakov, V.V.: Construction of an Explicit Basis for Rules Admissible in Modal

System S4. Mathematical Logic Quarterly, vol. 47(4), pp. 441–451 (2001)

15. Rybakov, V.V.: Logical Consecutions in Discrete Linear Temporal Logic. Journal

of Symbolic Logic 70(4), 1137–1149 (2005)

16. Rybakov, V.V.: Logical Consecutions in Intransitive Temporal Linear Logic of

Finite Intervals. Journal of Logic Computation 15(5), 633–657 (2005)

17. Rybakov, V.V.: Until-Since Temporal logic Based on Parallel Time with Common

Past. In: Artemov, S., Nerode, A. (eds.) LFCS 2007. LNCS, vol. 4514, pp. 486–497.

Springer, Heidelberg (2007)

18. Rybakov, V.V.: Logic of Discovery in Uncertain Situations – Deciding Algorithms.

In: Apolloni, B., Howlett, R.J., Jain, L. (eds.) KES 2007, Part II. LNCS (LNAI),

vol. 4693, pp. 950–958. Springer, Heidelberg (2007)

19. Rybakov, V.: Linear Temporal Logic with Until and Next, Logical Consecutions,

August 2008. Annals of Pure and Applied Logic, vol. 155(1), pp. 32–45 (2008)

20. van Benthem, J., Bergstra, J.A.: Logic of Transition Systems. Journal of Logic,

Language and Information 3(4), 247–283 (1994)

21. van Benthem, J.: The Logic of Time. Kluwer, Dordrecht (1991)

22. Vardi, M.: Reasoning about the past with two-way automata. In: Larsen, K.G.,

Skyum, S., Winskel, G. (eds.) ICALP 1998. LNCS, vol. 1443, pp. 628–641. Springer,

Heidelberg (1998)



Evaluation of a Classification Rule Mining
Algorithm Based on Secondary Differences

Shusaku Tsumoto and Hidenao Abe

Department of Medical Informatics, Shimane University, School of Medicine

89-1 Enya-cho, Izumo, Shimane 693-8501, Japan

tsumoto@computer.org, abe@med.shimane-u.ac.jp

Abstract. Rule mining is considered as one of the usable mining method

in order to obtain valuable knowledge from stored data on database sys-

tems. Although many rule mining algorithms have been developed, al-

most current rule mining algorithms only use primary difference of a

criterion to select attribute-value pairs to obtain a rule set to a given

dataset. In this paper, we introduce a rule generation method based on

secondary differences of two criteria for avoiding the trade-off of coverage

and accuracy. Then, we performed an evaluation of the proposed algo-

rithm by using UCI common datasets. In this case study, we compared

the predictive accuracies of rule sets learned by our algorithm with that

of three representative algorithms. The result shows that our rule min-

ing algorithm can obtain not only accurate rules but also rules with the

other features.

Keywords: Rule Mining, Secondary Difference, Rule Evaluation Index.

1 Introduction

In recent years, enormous amounts of data have been stored on information
systems in natural science, social science, and business domains. People have
been able to obtain valuable knowledge due to the development of information
technology. Beside, data mining has been well known for utilizing data stored on
database systems. In particular, if-then rules, which are produced by rule mining
algorithms, are considered as one of the highly usable and readable outputs of
data mining. Considering tradeoff of two criteria when selecting an attribute-
value pair for a closure of rules, primary difference is so naive to obtain an
adequate volume of rules. Since such rule mining method searches attribute-
value space1 exhaustibly [1], their outputs become enormous number of rules.
Considering above mentioned issue, Tsumoto [2] proposed a search strategy to
obtain rules, which treat the tradeoff of accuracy and coverage using secondary
differences. Therefore, we implemented the idea as a rule mining method. In
this paper, we describe the difference between our proposed method and other

1 The maximum number for n binary attributes is 2n. Almost of actual datasets have

more than 2n possible rules.
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representative rule mining method in Section 2. Then, the detail of our method
is described in Section 3. In Section 4, we show a result of evaluation by using
an implementation of our method. Finally, we conclude this paper in Section 5.

2 Related Work

There are many conventional studies about rule learning algorithms, which are
most popular learning algorithms in the machine learning field. As rule min-
ing algorithms, there are the following major approaches: separate-and-conquer
[3], methods based on divide-and-conquer, reinforcement learning. Their stud-
ies of separate-and-conquer algorithms, which are also called covering algo-
rithms, include many famous algorithms such as AQ family of algorithms [4]
and Version Space (VS) [5]. C4.5Rule [6] is based on the decision tree learned
with information gain ratio called C4.5, which is classified as the divide-and-
conquer approach. Although separate-and-conquer approach has been developed
for decades, many new algorithms are developed introducing ideas from the other
viewpoints such as APRIORI-C [7]. These algorithms share the following top-
level loop: an algorithm searches for a rule that explains a part of its training
instances, separates these examples, and recursively conquers the remaining ex-
amples by learning more rules until no examples remain. Focusing on the search
strategy of rule learning algorithms, they use one simple criterion, such as preci-
sion as shown in VS and old AQ family of algorithms. Besides, to treat multiple
criteria, other groups of algorithms use combined criterion such as strength of
each rule and information gain as shown in Classifier Systems [8], ITRule [9],
C4.5 Rule, and PART [10]. There is no algorithm handling two different criteria,
because it is a hard work to treat the tradeoff between generality and speci-
ficity when an algorithm obtains each rule. APRIORI-C (or so-called predictive
Apriori) can use two criteria to search rules from possible rule space. However,
they do not treat the tradeoff of generality and correctness of obtained rules,
but searching the space exhaustively.

3 A Rule Mining Algorithm Using Secondary Differences
of Two Criteria

Tsumoto proposed a rule generation algorithm using secondary differences of
two different criteria, α and κ, to generate rules holding both of high accuracy
and high coverage. The search space of the algorithm is shown in Fig.1(a) as
the gray colored region. Fig.1(b) shows the search space of exhaustive search. To
similar, Fig.1(c) shows the search space of the algorithms, which donft consider
the tradeoff of generality and correctness of obtained rules.

Fig.2 shows the search strategies of our proposed algorithm. In this figure,
Δα(i, i+1) and Δκ(i, i+1) are the primary differences of α and κ. Also, Δ2α(i, i+
1, i + 2) and Δ2κ(i, i + 1, i + 2) are the secondary differences of α and κ. For
each R, these differences are calculated the following equations to dataset D,
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Fig. 1. Search spaces (gray colored) of the three search strategies

Strategy-I: Selecting rules with Δα > 0 ∩ Δκ = min(Δκ)

Strategy-II: Selecting rules with Δ2α = min(Δ2α ∩ Δ2κ > 0

Fig. 2. Search strategies of our rule learning algorithm using secondary differences
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Fig. 3. An overview of the steps of the rule generation with the search strategy using

secondary differences of two criteria.

where i means the length of the consequents of R. These primary differences
and secondary differences are defined as the followings:

Δα(i, i + 1) = αR(i+1)(D) − αR(i)(D) (1)

Δκ(i, i + 1) = κR(i+1)(D) − κR(i)(D) (2)

Δ2α(i, i + 1, i + 2) = Δα(i + 1, i + 2) − Δα(i, i + 1) (3)

Δ2κ(i, i + 1, i + 2) = Δκ(i + 1, i + 2) − Δκ(i, i + 1) (4)

The overview of the algorithm is shown in Fig.3. Using given two criteria and
their lower threshold values, α and κ, by a user, the algorithm firstly obtains the
rules with one clause in their consequent. Then, another clause is added to these



Evaluation of a Classification Rule Mining Algorithm 27

Input: Dataset,Attributes=An-1+Class, Alphamin, Kappamin
Output: Ruleset

Begin:
for(class=0; class<ClassNum; class++){
for(i=0; i<n-1; i++){

inclementAntecedent(Ai, Ruleset, Cclass);
calculateAlpha(Dataset, Ruleset);
calculateKappa(Dataset, Ruleset);
selectRules(Ruleset, =>Alphamin);
selectRules(Ruleset, =>Kappamin);
for(j=i+1; j<n-1; j++){
inclementAntecedent(Aj, Ruleset, Cclass);
calculateAlpha(Dataset, Ruleset);
calculateKappa(Dataset, Ruleset);
selectDelta(Ruleset, Alpha,>0);
selectDelta(Ruleset, Kappa, min);
selectRules(Ruleset, =>Alphamin);
selectRules(Ruleset, =>Kappamin);
for(k=i+2; k<n-1; k++){

inclementAntecedent(Ak, Ruleset, Cclass);
calculateAlpha(Dataset, Ruleset);
calculateKappa(Dataset, Ruleset);
selectDelta2(Ruleset, Alpha, min);
selectDelta2(Ruleset, Kappa, >0);

selectRules(Ruleset, =>Alphamin);
selectRules(Ruleset, =>Kappamin);

}
}

}
}

End;

Fig. 4. Pseudo code of the rule learning algorithm using secondary differences

rules. The rules, which donft satisfy the strategy-I in Figure 2, are pruned. The
remaining rules are stored in to the rule set, and go to next step. In the next step,
the rules are added another clause again. Then, the rules, which donft satisfy
the strategy-II, are pruned. Storing rules, which satisfy αmin and κmin, on each
step, the algorithm iterates these steps for each attribute i(i = 1, 2, ..., A − 2)2

and class value. Fig.4 shows a pseudo code of this algorithm.

4 Evaluation by Using UCI Common Datasets

In this section, we describe about a case study of an implementation of the
algorithm explained in Section 3. We implemented the algorithm in Java, com-
bining a rule evaluation index calculation module called COIN [11]. Using the
implementation, we generated rule sets to the five datasets from UCI Machine
Learning Repository [12]. Table1 shows the descriptions of the nine datasets that
are used in this evaluation.

The numerical attributes in these datasets, we discretized each attributes
into ten bins with equalized width. For example, the number of possible rules

2 A is the number of attributes in a dataset D.
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Table 1. Description of the nine UCI datasets

Datasets # of Att. # of Class Size

iris 4 3 150

labor 16 2 57

breast-cancer 9 2 286

hepatitis 19 2 155

heart-statlog 13 2 270

balance-scale 4 3 625

lymph 18 4 148

glass 9 6 214

diabetes 8 2 768

Table 2. The lower threshold values of the nine UCI datasets obtained by 1000 time

bootstrap iterations for PART rule sets

Dataset Precision Recall

iris 0.43 0.09

labor 0.54 0.27

breast-cancer 0.00 0.00

hepatitis 0.01 0.01

heart-statlog 0.00 0.00

balance-scale 0.00 0.00

lymph 0.00 0.00

glass 0.00 0.00

diabetes 0.00 0.00

of iris, which has four numerical attributes, is 104 × 3. Then, the accuracies of
the rule sets are compared with that of OneR [13], PART, and unpruned J4.8,
which are implemented in Weka [14]. In this experiment, we specified precision
and recall to search for rule sets. Precision shows the correct rate of the pre-
diction of each rule as shown in Equation 5. In similar, recall shows the rate
of correctly predicted instances in the dataset D for each class, as shown in
Equation 6.

PrecisionR = P (D|R) (5)

RecallR = P (R|D) (6)

Our rule learning method also needs lower thresholds, αmin and κmin. We set up
these lower thresholds as Precisionmin = 0.5 and Recallmin = 0.3 as ‘Setting1’.
As for more comparable lower thresholds, we used the averaged lower values
of the rule sets obtained by PART. These values are gathered by 1000 time’s
bootstrap iterations of PART for each dataset. The threshold values of ‘Setting
2’ are shown in Table2.

Table3 shows the averaged accuracies of each algorithm to the nine datasets.
These accuracies are obtained with 100 times repeated 10-fold cross validation.
The highest accuracies for each dataset are emphasized as the oblique numbers.
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Table 3. The average accuracies (%) of the four rule learning algorithms and standard

deviations (SDs) of the accuracies

Acc. SD Acc. SD Acc. SD Acc. SD Acc. SD

iris 77.3 12.1 76.0 13.4 96.0 4.7 94.8 5.5 96.0 4.7

labor 75.4 20.2 76.7 20.5 68.9 14.8 71.2 12.5 68.6 11.7
breast-cancer 71.3 9.1 55.3 15.8 67.1 5.9 69.7 7.1 73.9 5.6
hepatitis 79.5 11.3 72.6 12.0 83.1 8.2 80.3 8.6 82.8 8.0
heart-statlog 80.7 6.2 64.7 8.5 71.6 7.8 79.1 7.6 80.3 7.7
balance-scale 69.5 5.6 44.1 18.0 57.7 3.5 76.3 4.7 64.5 4.6
lymph 78.1 9.5 59.5 7.6 74.6 10.6 80.6 9.7 78.6 10.0
glass 44.1 10.8 41.8 14.2 50.8 9.5 55.7 9.5 57.6 8.8

diabetes 65.1 3.1 65.1 4.6 74.4 4.3 73.3 4.8 74.0 4.0
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Fig. 5. Scatter plots of the obtained rules to Precision-Recall plane. (a):the rules ob-

tained by PART (n=19). (b):the rules obtained by our rule mining algorithm (n=1417)

Although J4.8 achieved most accurate result for these datasets, our rule mining
algorithm achieved the highest accuracies for ‘labor’ and ‘heart-statlog’ datasets.
This result indicates that our rule mining method can outperform to other ac-
curacy oriented rule mining algorithms, when an adequate minimum thresholds
are given.

The disadvantage of the accuracies is caused by the two major reasons: lower
threshold values and the confliction avoid strategy. The given lower threshold
values were not optimized to obtain accurate rule sets. In addition, we avoid
conflictions of rules using “better precision first”, when predicting the class for
each test instance. The strategy should be selected an adequate one to predict
test instances more correctly.

Focusing on the feature of the obtained rules, Fig.5 shows the scatter plots
of obtained rules for ‘breast-cancer’ dataset by using PART and our proposed
algorithm with Setting 1. Although the minimum thresholds for our method are
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Precisionmin = 0.00 and Recallmin = 0.00, the rules have more high Precision
and Recall values. The shape of the plot of Fig.5 (b) shows trajectories of the
search iterations from initial rules that have only one condition in their an-
tecedent to the rules with longer antecedent.

5 Conclusion and Future Work

In this paper, we described a rule mining algorithm using secondary difference
of two objective rule evaluation indices. The result of the case study in Section
4 shows that our proposed algorithm can obtain the rule sets with different
features, comparing with the four representative rule learning algorithms. The
differences appeared not as the correctness of rule sets, but as rules with both
high generality and high accuracy. In the future, we will evaluate usefulness of the
proposed method with actual medical data, comparing with the other metrics.
Then, we will also obtain rule sets with pairs of objective rule evaluation indices,
which have different functional behaviors [15].
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Abstracts. Knowledge of living means information that people have obtained 
from their daily lives, and skills and wisdom that they have acquired through 
everyday experience or tradition. This paper aims to clarify three issues: (1) the 
uniqueness of living and scientific knowledge, (2) the significance of communi-
cation in these two kinds of knowledge, (3) the potentiality of a double helix 
structure for the two types knowledge in chance discovery, i.e. collaboration be-
tween lay subjects and specialists. These tasks were approached through theo-
retical and empirical research using concrete data obtained from a questionnaire 
and a case study. As a result, specialists and lay subjects were found to have 
outstanding knowledge in mutually different contexts even though they had 
limitations; solutions to problems were obtained through collaboration using 
mutual knowledge that was obtained on an equal footing.  

Keywords: knowledge of living, scientific knowledge, lay subjects, specialists, 
communication, collaboration. 

1   Introduction  

We spend our everyday lives with various and abundant knowledge gained from liv-
ing. Knowledge of living (LK) consists of information that people have obtained from 
their daily lives, and skills and wisdom that they have acquired through everyday 
experience or tradition. Scientific knowledge (SK), in this paper, is defined as knowl-
edge gained though working in science.  

LK and SK seem to have been treated separately in the fields of science and policy 
making. They might have been adapted for modern and present-day societies to deal 
with issues separately, and developed by promoting separation from individual stand-
points such as the views of teachers and students, specialists and citizens, and produc-
ers and consumers.  

We have recently been exposed to more complicated problems in society. More-
over, the stakeholders have also been diversified. It is therefore necessary to find new 
ideas and methods of solving problems related to various types of stakeholders and 
communication between various values, various standpoints, and different kinds of 
knowledge is now needed. This communication seems to have become especially 
important in solving problems such as those concerning the environment, consumers, 
communities, security, and safety.  
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There are three main aspects in the relationships between LK and SK: (1) Lay sub-
jects include existing SK in their daily lives. (2) Lay subjects working in science or 
specialists positively implement SK that is needed in their daily lives, even in helping 
to create new SK. (3) Lay subjects contribute to solving problems using their LK 
equally with SK.  

Ordinary lay subjects in these three aspects are regarded as “trustworthy partici-
pants” within the framework of solving problems who use their LK as one form of 
chance discovery. This can be expected to function as double helical processing be-
tween LK and SK. The double helix model, for the process whereby we discover a 
chance (as a new opportunity), was conceptualized by Ohsawa (Ohsawa 2001; 2003) 
and has been applied and developed in various kinds of cases. Subjective data (hu-
man) and objective data (from data mining systems such as KeyGraph) work together, 
each progressing spirally toward finding and creatively reconstructing ideas. It is 
difficult to obtain chance neither by only machinery view nor by only human view; 
same relationship could be applied to SK and LK.    

Based on the above, this paper discusses three issues: (1) the uniqueness of LK and 
SK, (2) the significance of communication between LK and SK, and (3) the form and 
potentiality of the double helix model in chance discovery, i.e., the cooperation of LK 
(ordinary lay subjects) and SK (specialists) with concrete data obtained from a case 
study and a questionnaire. 

2   Approach toward Knowledge of Living and Scientific 
Knowledge  

2.1   Studies on and Practice in Relationship between Science and Technology 
(S&T) and Society  

Japan has been entering a new era as a knowledge-based society. The subsystems in 
this society, such as industry, academia, government, and citizens are under great 
pressure to change with this innovation. According to The Third Science and Tech-
nology Basic Plan of the Japanese Government (March 2006), innovation is described 
as advanced scientific findings and technical inventions combined with human in-
sights that evolve and generate new ideas, methods, or devices that are valuable to 
society and the economy.  

The role and impact of science and technology (S&T) have also been evolving in a 
complex manner. Our lives have certainly been enriched by access to abundant 
knowledge and technologies. Some of these, however, despite being developed and 
used with the best of intentions, have unintended consequences, creating major social 
problems. As a result, scientific and technological developments are a growing source 
of concern even though they are essential parts of our society. Under such circum-
stances, we must not only take advantage of S&T but also construct a new relation-
ship between them and society based on various values at the individual, local, na-
tional, and global levels.  

Science and technology is the main research area where such problems are ex-
plored. The Japanese Society for Science and Technology Studies (JSSTS) was estab-
lished with the aim of providing a forum for genuine cross-disciplinary, critical, and 
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constructive academic studies into questions related to S&T and society. There are 
also international societies such as the Society for Social Studies of Science (estab-
lished in 1976) and the European Association for the Studies of Science and Technol-
ogy (in 1981). Science and technology for society involves solving social problems, 
and managing society smoothly (Horii 2006). The Research Institute of Science and 
Technology for Society (RISTEX), for instance, promotes practical research, and 
formulates networks with various stakeholders to solve social problems. 

There have been significant approaches to communication between different types 
of knowledge. Communications between specialists and citizens are called “science 
communication” or “science and technology communications”; some studies that 
have tried to implement these have also been conducted in Japan. Support by the 
government given to science and technology communications began in 2005. There 
are also some programs such as the “Science and Technology Interpreter Training 
Program (The University of Tokyo)” and the “Communications Design Center (Osaka 
University). “Science cafés” were held at 21 locations initiated by the Japan Society 
for the Promotion of Science in 2006, and their number has been increasing through-
out the country. Research on skills to promote S&T communications at educational 
sites (primary through to higher education) has also been done (Chiba 2007).  

2.2   Conceptualization and Uniqueness of LK and SK  

Science involves work to acquire systematic knowledge based on certain rules, which 
is called scientific methodology. A certain kind of objectivity and rationality are guar-
anteed by SK, which enables close examination with scientific methodology. How-
ever, LK has a certain subjectivity and irrationality in the sense that it has not been 
obtained though examination with scientific methodology. This is one of its most 
typical peculiarities, which is in contrast to SK. 

Science tries to approach problems from the viewpoint of researching and under-
standing objects; fields related to living such as policy of science are not exceptions 
either. The problems are arranged from a viewpoint, which the object should be ex-
amined from. The problems for LK, on the other hand, appear at the actual living site. 
The knowledge that is used to understand and solve the problems is also created at the 
actual living site. The problems are understood from the standpoints of individuals 
who actually live there.  

SK is unique in three respects: (1) As SK has demonstrated its strong influence in 
contributing to modern civilization and society, it tends to be treated as entire knowl-
edge. (2) Only things that are systematized and shared by using scientific methodol-
ogy are included in SK. (3) The ranges of problems being investigated by scientific 
methodology is expanding, and contains numerous things. SK is subdivided, special-
ized, and it is very difficult to look at the whole. 

LK has three features: (1) LK is important knowledge and wisdom concerning 
one’s life experienced by all people. They cannot live without it. (2) LK is based on 
individual experience. It is difficult to generalize one's LK to others. It is also difficult 
to express one's LK with words. Consequently, LK tends to be personal, and is sel-
dom shared among others. (3) As daily life consists of overall activities (working, 
consuming, nursing, child raising, cooking, resting, etc.) and elements (monetary  
resource, time, space, interpersonal resource, etc.) that maintain one's life as it adjusts 
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to environments, LK is also formulated with overall elements related to such activi-
ties. Moreover, one individual understands the whole. 

2.3   Significance of Communication between LK and SK  

It is difficult to cover both forms of knowledge within the same context when these 
differences in features are singled out. LK and SK have actually been treated sepa-
rately, especially in modern society. The whole of society is currently structured by 
extremely detailed sub-systems that divide work and activities. It has become more 
difficult to understand or assess others' work or activities. It is not easy for non-
specialists to access and understand the work of specialists. Even when specialists and 
non-specialists discuss the same problem, LK is not easily understood by the former. 
The relation between specialists and lay people is that between people who teach and 
those who are taught. The more SK has been produced, the greater the separation 
between specialists and lay people has become.  

There is a model of communication that characterizes this phenomenon called the 
“deficit model”, which is based on the idea that as citizens lack knowledge about 
science and technology, it is important for specialists to give them accurate knowl-
edge that is easy for them to understand. According to the deficit model, the reason 
ordinary people feel anxious and are opposed to social problems such as the accep-
tance of nuclear power plants is only because they are ignorant about science and 
technology. If accurate knowledge were given, unease and repulsion would be re-
versed, and people would accept them without any emotional fuss. The “Public Un-
derstanding of Science: PUS” was advocated based on this idea.  However, the deficit 
model actually came to be criticized strongly in the mid 1990s; it was too simple to 
enable the views and actions of people to be understood who were encountering social 
problems at real sites such as those experiencing bovine spongiform encephalopathy 
(BSE) or genetically modified products (Wynne 1995. As a result, interactive conver-
sation and communications came to be more valued and a movement involving "Pub-
lic Engagement with Science and Technology” (PEST) appeared (Hirakawa 2003). 

Furthermore, specialists and lay people have outstanding knowledge in mutually 
different contexts even though they have mutual limitations. The possibility of ap-
proaching and solving problems in our complex world might occur if they faced each 
other on an equal footing, and used their mutual knowledge to complement that of 
each other. The communications between the two kinds of knowledge, i.e., LK and 
SK, may fulfill such expectations. 

3   Examination into Potentiality of Communication between LK 
and SK  

3.1  Questionnaire to Lay Subjects  

This section discusses an examination into the potentiality of communication between 
LK and SK assessed with some empirical data. First, the views of lay and specialist 
subjects toward LK and SK as well as their relationships had to be obtained. To clar-
ify this, the author conducted a social survey with a questionnaire. 
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Index of Main Variables 
The 10 main statements (a–j) subjects had to respond to were: 

a. Scientific developments have more of a positive effect on human beings than 
negative.  

b. Scientific developments have contributed enormously to my daily life.  
c. Statements by scientists and professionals are credible. 
d. There are still many things in life and society that cannot be solved, even by 

applying scientific knowledge.  
e. Knowledge acquired through actual experience is in fact more important to hu-

man beings than that acquired through scientific methods.  
f. Knowledge that is useful in daily life and that used in science are quite different.  
g. Scientists and professionals should value the knowledge from the general pub-

lic or ordinary citizens and apply that to their studies. 
h. The general public or ordinary citizens cannot argue with what scientists and 

professionals say. 
i. Statements by scientists and professionals are too difficult to comprehend. 
j. Statements by scientists and professionals have had no effect on my life.  

They were asked the same question for each of the statements, i.e., “How much do 
you agree with the following statements? (‘Strongly Agree’, ‘Somewhat Agree’, 
‘Somewhat Disagree’, or ‘Strongly Disagree’) Circle one for each statement.” 

Outline of Survey 
This survey was carried out within the following six-part framework: (1) The popula-
tion and subjects were males and females who were 20–69 years old and lived 
throughout Japan. (2) The questionnaire was returned by mail, and (3) the sampling 
ledger was the NOS list. In the entire country, subjects were sampled randomly ac-
cording to sex, age, and population percentage. (4) The number of useable samples 
was 1,050. (5) The survey period was February 13–29, 2008. (6) The organization 
implementing the investigation was the Nippon Research Center. The basic attributes 
of the respondents were as follows. Females comprised 54.6% of the subject and 
males 45.4%. Ages (average 45.65 years old) ranged from 20–29, (14.1%), from 30–
39 (23.5%), from 40–49 (21.1%), from 50–59 (20.3%), and from 60–69 (20.9%). 

Status Quo of Views by Lay Subjects toward LK and SK 
Only the results for frequencies of variables have been listed in Table 1 due to space 
limitations. 

The results revealed that lay subjects accepted SK as essential to improve their 
quality of life. At the same time, almost 80% of respondents felt that the statements 
by scientists and professionals were too difficult to comprehend; this reveals how 
necessary and important it is for specialists to give lay people accurate knowledge in 
simple form that they can clearly understand.  If just this finding were focused on, it 
would remain as PUS based on the idea of the deficit model.  

However, we had to focus on other reactions by respondents, i.e., the confidence 
they had in their LK. They thought that knowledge acquired through actual experi-
ence was in fact more important to human beings than that acquired through scientific 
methods, and they even felt that scientists and professionals should value the knowl-
edge obtained from the general public or ordinary citizens and apply this to their  
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Table 1. Views of lay subjects toward LK and SK 

(%)
Strongly
Agree

Somewhat
Agree

Somewhat
Disagree

Strongly
Disagree

a. Scientific developments have more of a positive effect on human beings
than a negative one.

12.0 58.8 26.3 2.8

b. Scientific developments have contributed enormously to my daily life. 16.1 64.1 18.4 1.4

c. Statements by scientists and professionals are credible. 3.4 56.0 37.5 3.0

d. There are still many things in life and society that cannot be solved, even
by applying scientific knowledge.

38.4 53.2 7.8 0.6

e. Knowledge acquired through actual experience is in fact more important
to human beings than that acquired through scientific methods.

16.4 58.1 24.9 0.7

f. Knowledge that is useful in daily life and that used in science are quite
different things

17.0 55.0 26.0 2.0

g. Scientists and professionals should value the knowledge from the general
public or ordinary citizens and apply that to their studies.

17.8 60.8 19.0 2.4

h. The general public or ordinary citizens cannot argue with what scientists
and professionals say.

4.8 18.4 58.6 18.3

i.
Statements by scientists and professionals are too difficult to
comprehend.

16.6 53.2 27.3 2.9

j. Statements by scientists and professionals had no effect on my life. 3.6 25.7 59.5 11.3

 
studies. This finding indicates the possibility of germinating PEST and communica-
tions between LK and SK. 

3.2   Case Study on Crime-Prevention Activities in Sakai-City  

This section discusses an examination into the potentiality of communication between 
LK and SK using a case study.  

The environment around children has recently been changing and serious crimes 
have been committed against them as victims. Approaches that have defended chil-
dren against crime have been taken by families, schools, local communities, and 
NPOs. However, many of these have been conducted individually and experientially, 
and have not been based on tangible data or scientific methods. Then, it had to be 
recognized that people who work on this problem introduce scientific findings and 
methods into the crime-busting measure while receiving the specialists’ co-working, 
in order to solve social problems effectively and continuously. A case is discussed 
here that was aimed at achieving this goal, i.e., crime-prevention activities in the city 
of Sakai to protect children.  

Framework of Activities 
Figure 1 shows the stakeholders who joined in these activities. The main lay subjects 
were residents of the city of Sakai (Tomioka district) and members of the NPO Sakai 
hill-front forum. This NPO is an organization that consists of residents of the Tomi-
oka district. The specialists were experts in crime prevention such as police, and engi-
neers who developed an Information and Communication Technology (ICT) system,  
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Fig. 1. Stakeholders in crime-prevention activities in Sakai 

and university professors who cooperated in these activities. Within this framework, 
RISTEX (Chap.2.1) also played an important role as it aimed to induce and support 
the types of innovation that addressed the needs of the public, such as ensuring the 
safety and security of residents and increasing their quality of life. 

The purpose of these activities was to “alleviate residents’ concerns and create a 
safe regional society in which crimes against children would not be tolerated to con-
struct a new social system.” The three main pillars of the activities to achieve this 
purpose were the: (1) hardware aspect, i.e., the complimentary use of ICT (confirming 
the whereabouts of children with a location information system, sharing this informa-
tion on monitored children through an information sharing system, and providing 
emergency contact among residents with an information delivery system). The (2) 
software aspect involved the activities of residents (going on patrols, giving precau-
tionary information at fixed points, and sending out information from FM stations). 
(3) Collaboration involved the strengthening of regional alliances (e.g., cooperation 
among organizations such as schools and the police, and activities by young support 
corps and women's groups to prevent crime.) 

Interviews with Lay Subjects and Specialists 
Comments by four stakeholders, as qualitative data, are given here. The interviews 
were carried out in August, 2008. 

Mr. A (a representative of NPO: a lay subject) 
“Problems with living have occurred at sites where people live. First, only resi-
dents notice these. There are many things that only residents who live in the re-
gion understand. Furthermore, problems in our region need to be solved here, 
because our own children and grandchildren might be future victims of crime. 
The problems in our community, such as those regarding welfare and education, 
became evident during our activities to prevent crime. It is possible to solve 
these through cooperation and collaboration even though individual efforts are 
minimal. Continuing activities by using individual strengths is important. We, as  
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residents, and also school teachers, police officers, and ICT engineers, have had 
numerous discussions to analyze the situation in our community and methods of 
improving this.” 

Mr. B (a patrol member: a lay subject) 
“I have been doing these activities for more than two years. I want to repay the 
kindness the region, where I grew up, has given me. We have continued patrols 
into the night as well as in the morning, and have found they have had a certain 
positive effect. I feel the patrols are beneficial.  It is good that safety and security 
have been improved in my community. I am going to continue these activities 
and I want to enlist an even larger group of patrol members.” 

Mr. C (An ICT systems engineer: a specialist) 
  “I am a professional and specialist in systems development. However, residents 

know how the ICT system is used in the Tomioka district better than I do, i.e., 
who to use it with, where to use it at, and when and how to use it. Information 
literacy also varies according to residents. Although I developed the original 
specifications for the system, residents express their opinions according to con-
ditions in actual use. I then give them feedback on their opinions, and the resi-
dents make additional comments. The system is customized in this way though 
intercommunication and we have obtained a system that is tailor-made for the 
Tomioka district.” 

Dr. D (A Professor majoring in crime prevention: a specialist) 
  “The main factor responsible for the success of these activities has been collabo-

ration. Specialists do not one-sidedly offer knowledge, and residents do not con-
tinue to experience activities at random. Various subjects with certain strengths 
cooperated in these activities. Moreover, the devices for group participation op-
erated really well. The effect crime-prevention activities have had in the Tomi-
oka-district has steadily increased. The incidences of bag snatching and loitering 
have sharply declined. There are not that many regions where crime-prevention 
activities are continuing as they are here. The methods and techniques we have 
used can be used as references by other regions.” 

Dynamics of Interaction between LK and SK 
Further collaboration among not only residents but also specialists such as engineers, 
police, schools, and crime-prevention researchers was found to have developed using 
the data obtained from the interviews and the observation of actual activities. Individ-
ual subjects in such collaboration send their knowledge through continuous inter-
communication.  

Figure 2 shows the flows of interactions between LK and SK in the crime-
prevention activities in the city of Sakai. Specialists such as engineers and professors 
develop theories and methods within a scientific framework: however, the society or 
region moves as a whole. Lay subjects, on the other hand, have experiential percep-
tions or wisdom. It is the wisdom and experience of residents who live in the region 
that ties the whole together. Ideas and knowledge are re-designed according to 
movements within real societies or regions.  
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Fig. 2. Interaction between LK and SK in crime prevention activities in Sakai 

There are four main factors that enabled communication between LK and SK in 
Sakai: (1) Lay subjects and specialists alike had a strong sense of consciousness in 
recognizing themselves as people concerned with the welfare of others. LK demon-
strated its enormous influence in raising a strong sense of consciousness about  
people’s concerns. It was important in communications between LK and SK for lay 
subjects to participate with a high degree of subjectivity. (2) An appropriate mecha-
nism for further collaboration should be developed. (3) It is crucial to establish trust 
not only among lay subjects but also between lay subjects and specialists. The verac-
ity of information, the honesty of the sender, and sharing of the same values are 
needed to generate trust. (4) Not depriving the region of potential problem-solving 
capabilities is important. Problem solving could not be sustained if specialists merely 
gave regions equipment or knowledge. 

4   Conclusion and Future Work  

This paper tried to clarify the uniqueness of LK and SK as well as the significance of 
communication between them, and to examine the potentiality of and problems with 
communication between the two kinds of knowledge as chance discovery with some 
empirical data. Specialists and lay subjects were found to have outstanding knowl-
edge in mutually different contexts even though they had mutual limitations. A ques-
tionnaire revealed that although most lay subjects were proud of their own LK, they 
accepted SK as indispensable and helpful. The case study in the city of Sakai actually 
demonstrated that the quite real and complicated problem of crime prevention could 
be solved with the collaboration of lay subjects and specialists using their mutual 
knowledge on an equal footing.  

The conditions under which lay subjects form their views and their methods of 
communication that depend on attributes such as their age, occupation, and family 
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structure should be clarified in future work. Cross-cultural studies on communication 
between LK and SK also have to be conducted. Moreover, significance of “trust” in 
the double helical model should be examined. It can be argued that the deficit is not 
just a deficit in knowledge but more a deficit in trust that the necessary procedures are 
followed correctly. 
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Abstract. This paper presents an integrated intelligent system being capable of 
automatically estimating and updating large-size input-output tables. The sys-
tem in this paper consists of a series of components with the purposes of data 
retrieval, data integration, data analysis, and quality checking. This unique sys-
tem is able to interpret and follow users’ XML-based query scripts, retrieve data 
from various sources and integrate them for the following data analysis compo-
nents. The data analysis component is based on a unique modelling algorithm 
which constructs the matrix from the historical data and the spatial data simul-
taneously. This unique data analysis algorithm runs over the parallel computer 
to enable the system to estimate a large-size matrix. The result demonstrates the 
acceptable accuracy by comparing a part of the multipliers with the correspond-
ing multipliers calculated by the matrix constructed by the surveys. 

1   Introduction 

In the theoretical economics, the input-output model of economics uses a matrix rep-
resentation of a nation's (or a region's) economy to predict the effect of changes in one 
industry on others and by consumers, government, and foreign suppliers on the econ-
omy [1]. Because the economic constantly evolves, the input-output model needs to 
be updated at least annually to reflect the new circumstance. Unfortunately, in most 
countries such as Australia, the input-output model is only constructed every 3-4 
years, because the large amount of monetary and human cost is involved. The Centre 
for Integrated Sustainability Analysis (ISA), University of Sydney, is developing an 
integrated intelligent system to estimate and update the input-output model at differ-
ent level on a regular basis.  

The input-output model often consists of a time series of matrices which may have 
temporal stability or temporal patterns. At the same time, within a given time period, 
extra information regarding certain parts of the matrix is often available from various 
government departments or other public or private organizations. However, most of 
this information is often incomplete and only gives a snapshot of a part of the  
underlying model. Apart from the massive data, hundreds of years of research has 
accumulated substantial amount of general knowledge of the national economic. Any 
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researcher could utilize this public knowledge to facilitate their discovery. On the 
contrast, other knowledge discovery activities often do not have such rich resource. 

A time series of input-output models represents the evolution of industry structure 
within and between regions, where the region is defined as a geographic concept. It is 
a spatio-temporal knowledge discovery process with the help of rich domain knowl-
edge. Including time introduces additional complexity to the geographic knowledge 
discovery [2]. This paper presents a novel algorithm which estimates and updates the 
economic matrix for the general equilibrium theory. 

2   System Design 

The whole system consists of functional components: data retrieval, data integration, 
data modelling and model presentation. The row data is retrieved from various data 
sources, and restructured and integrated into a data mining model. Then the data 
model is fed into the data modelling algorithm and consequently solved by the opti-
mization engine. The result from the data modelling algorithm is the final result that is 
an estimated matrix.  

The data retrieval component acts as interfaces to all types of datasets including 
macro and micro economic data that are stored in various formats such as Excel files, 
databases etc. The data integration component unifies these heterogeneous datasets to 
a single format, integrates and restructures the data retrieved by the previous compo-
nent and presents the result for data mining. The data modelling component is the 
core of the whole system. In this component, a unique data modelling algorithm is 
designed to estimate the matrix. 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1. System Architecture 

2.1   Data Integration 

The data integration component includes two main sub-modules: the structure builder 
and the model constructor (See Figure 2). Within the model constructor, there are two 
processes to restructure the data: 1) require the interfaces to retrieval data from vari-
ous sources and integrate them, and 2) restructure and assign the meaning to the data 
according to the previous tree structure and users’ specification and populate the min-
ing model.   
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Fig. 2. Data Integration Component  
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Fig. 3. An Example of the Matrix Defined by the 3-level Tree and the 2-level Tree 

The first step is to construct the tree structure. The tree structure is pre-required for 
restructuring data collected from various sources. An example of the tree structure 
(See Fig 3) is a three-level tree representing the Australian Economic, one branch of 
which represents the sheep industry section within the New South Wales, a state of 
Australia. If the numerical indices are employed instead of their names, the sheep 
industry section within the New South Wales, a state of Australia can be written in 
[1,1,1] which means the first leaf in the first branch of the first tree. 

The row and column of the matrix is defined by this tree structures, thereby the 
matrix is defined by the tree structures.  The tree structure is unnecessarily with three 
levels. For example, a matrix (see Figure 3) can be organized by one three-level tree 
at the row side and one two-level tree at the column side. The coordinate of one entry, 
say 1X , can be defined as by [1,1,1] at the row side and [1,1] at the column side. That 

means the entry, 1X , defined by a three-level tree structure and a two-level tree struc-

ture at the column side. The tree structure is crucial to assign the meaning to the data 
retrieved from various sources, since the coordinates of entries are completely deter-
mined by it. 
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Considering the difference between applications, a dynamical structure of resultant 
matrix provides the flexibility to expand this software system to different application. 
On the other hand, the flexibility of the structure makes the system to be available to 
various level of implementation. For example, there is huge difference between the 
structures of resultant matrix at the national and at the corporate level, as the opera-
tions within a corporate are much simpler than those of a nation in the most cases. 
The dynamic of the structure is introduced by a multi-tree structure in Figure 3.  

Considering the complexity of the model, a Meta language is introduced to provide 
users’ an easy way to organize their data. The Meta language must be compact and 
accurate to make the description to be readable and useful. It is unrealistic to write 
hundred thousands of code to describe a single model at a daily base. The meta lan-
guage we create is based on the coordinate of the valuable in the resultant matrix. For 
example, the coordinates of one entry is written as [1, 1, 1 -> 1, 1]. The value of this 
entry 1X  is indicated as the (0.23) [1, 1, 1 -> 1, 1] (See Figure 3). The system will fill 

the 0.23 in the cell with the coordinate [1, 1, 1] at the row side and [1, 1] at the col-
umn side. Consequently, this script indicates that 0.23m dollar worth of sheep prod-
ucts are transferred to the shoe industry in China.   

2.2   Spatio-temporal Modelling with Conflict Information 

The data analysis component is the core engine of the whole system. In this compo-
nent, a unique modelling algorithm is designed to estimate the matrix. This modelling 
algorithm utilizes two types of information: the historical information which contains 
the temporal patterns between matrices of previous years, and the spatial information 
within the current year. For example, this spatial information can be the total output 
of the wool industry in Australia within the current year, or the total greenhouse emis-
sion of the car manufacture industry in Australia. The previous tree structure is em-
ployed here to represent the geographic concept hierarchies within the spatial infor-
mation. The modelling algorithm can be written in the format of an optimization 
model as below:  
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where X  is the target matrix to be estimated , X  is the matrix of the previous year, 

E  is a vector of the error components T
iee ],...,[ 1 , dis is a distance metric which quan-

tifies the difference between two matrices, e.g. 
2

)(∑ − ii XX in this case.  G  is the 

coefficient matrix for the local constraints, and C  is the right-hand side value for the 
local constraints. The idea here is to minimize the difference between the target ma-
trix and the matrix of the previous year, while the target matrix satisfies with the local 
regional information to some degree. For example, if the total export of the sheep 
industry from Australia to China is known as 1c , then CEGX =+  can be 
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introduced is to solve the conflicting information. Very often the data collected from 
different sources is inconsistent between each other, and even conflicting. Here ie  is 

introduced to balance the influence between the conflicting information, and reaches a 
tradeoff between the conflicting information. This modelling algorithm assumes the 
temporal stability, which assumes the industry structure of a certain region keeps 
constant or has very few changes within the given time period. By this assumption, 
this algorithm considers the matrix for the previous year as a reasonable proxy to the 
current year. Within two successive years, dramatic change of the industry structure is 
relatively rare, and this assumption has a good ground. 

The reason why the spatio-temporal modelling algorithm is suitable to this system 
is due to the unique characteristics of the datasets that the system aims to process. The 
datasets often contain the temporal patterns between years, such as the trend of the 
production of certain industry sections, and also much spatial information regarding 
the total production within a certain region such as national total emission and state 
total emission. Even more, the datasets also contains the interrelationship between the 
industries within a given region or between regions. On the other hand, it is very 
common that either of datasets is not comprehensive and imperfect and even the con-
flicts between the datasets exist. Thereby, the modelling algorithm is required to con-
solidate the conflicted datasets to uncover underlying models, and at the same time, 
the modelling algorithm is required to incorporate the spatial information and keep 
the spatial relationship (such as dependency and heterogeneity [3]) within datasets.  

2.3   Parallel Optimization 

In real world practice, the previous modeling algorithm often processes matrix with 
dimensions over 1000-by-1000.  In the foreseeable future, the size of estimated matrix 
will increase over 100,000-by-100,000. This requires the algorithm to have extremely 
outstanding capacity of processing large datasets. In order to address this problem, 
one parallel optimization algorithm is designed as the solver. The key idea is to divide 
the constraints into a few subsets of constraints, and then to do optimization against 
the subset of constraints respectively instead of the whole set of constraints. The sim-
plest case is that the original optimization problem is rewritten as a set of sub-
problems.  

Sub-problem 1 (soft  
constraints):  

Sub-problem 2 (hard 
constraints): 

Sub-problem 3  
(nonnegative constraints): 
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Fig. 4. Results from the CPLEX (Blue Cross Points) vs. results from the Parallel Optimization 
(Red Dot Points) by comparing with the real input-output data. The x-axis represents the real 
input-output table. 

The results from the sub-problems are combined as a weighted sum which  
consequently acts as a start point for the next iteration. Suppose the result from the  
ith sub-problems is )( ni XP , the weighed sum is written as 

])([*1 nniinn XXPwLXX −+= ∑+ , where L is the relaxation parameter. This 

method is a special case of the parallel projection method [4]. Because the objective 
function of this particular problem is quadratic, thereby convex and the constraints are 
linear thereby convex as well, the optimization process is simpler than general projec-
tion methods. This parallel optimization algorithm is implemented over the Message 
Passing Interface (MPI). For the purpose of demonstration, the performance is com-
pared with a commercial optimization package, the CPLEX by using the same test 
dataset concluding 12-by-12 entries with 57 constraints.  

According to the experiments (see Figure 4), the parallel optimization estimates the 
underlying the matrix better as the linear relationship between its estimated result and 
the real matrix are very clear. The drawback is that the parallel optimization does not 
prevent the estimated value from becoming negative. The first sub-problem requires 
the estimation to be positive or zero. However in Figure 4, some estimated values are 
very small negative.  

3   Experimental Results 

The direct evaluation of a large-size matrix is a rather difficult task. A thousand-by-
thousand matrix contains up to ten million numbers. Simple measurements such as the 
sum do not make too much sense, as the important deviation is submerged by the total 
deviation which normally is far larger than the individual ones. The key criterion here 
is the distribution or the interrelationship between the entries of the matrix: whether  
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Fig. 5. Comparison between two series of multipliers 

the matrix reflects the true underlying structure, not necessary the exactly right value, 
at least the right ratios.  

The multipliers in the input-output framework reflect the aggregated impacts of the 
final demand changes on the upstream industries [1]. The information contained by 
the multipliers is very similar to the sensitivity analysis in general statistics. The gen-

eral formula of constructing the multipliers is: 1)( −−= AIDM where M is the multi-

plier, I is the identity matrix, D is the change in the final demand, and A is the matrix, 

each entry of which is ∑
=

n

i
ii XX

1

/ . Here, iX  is a value from the matrix estimated by 

the equation (1).  
This sensitivity multiplier counts the impact of any change of outputs on the whole 

upstream inputs, and not only the direct inputs. Any deviation occurring in the up-
stream inputs from the underlying true structure will be amplified and reflected on the 
multipliers. Thereby, the multipliers send an indirect warning signal to imply the 
structural deviation occurring on the upstream inputs.  

As a case study, a matrix aims to calculate the total water usage of the different in-
dustries in Australia. A part of the data is collected from the Water Account reports 
produced by the Australian Bureau of Statistics [5]. The full Australian economy 
consists of 8 states with 344 industry sections plus7 final demands and 6 value added 
sections. Totally, the Australian input-output table is a 2808-by-2800 matrix, contain-
ing 7,862,400 entries. In order to estimate the matrix, more than 260,000 constraints 
are included.  

From the below plot (see Figure 5) comparing the two series of the multipliers, two 
series basically follow the same trends, which indicate the industry structure is esti-
mated properly. However the estimated multipliers are more volatile than the true 
underlying multipliers. This phenomenon indicates the estimated multipliers amplify 
the errors introduced to the upstream industries.  Another reason of the difference is 
the underlying structure change within a given industry. In Figure 5, the big gap be-
tween two series at 8 indeed indicates from 1999 to 2004, the Australian rice industry 
dramatically reduces its rice production due to the continuous draught, but imports 
more and more rice from other nations. As the price has been inflated and the water 
usage is dropping, the ratio of the water usage by price is dropping.  
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4   Conclusion 

This system is an integrated data analysis system for updating a large-scale matrix. 
The unique characteristics of the data determine the data analysis system must be 
capable of dealing the temporal and spatial data simultaneously. At the same time, the 
large size of the estimated matrix requires the system to process a large amount of 
data efficiently. This paper presents a completed data analysis system starting from 
data collection to data analysis and quality checking. According to the result of the 
experiments, the system successfully produces the matrix, and makes it a rather easy 
task without a huge amount of work to collect and update both data and model. Be-
fore this system, this kind of collection and updating work costs months of work, but 
now it takes only a few days with the consistent quality.   

As the temporal stability is a major assumption, the further developments will em-
phasis on how to deal with the major structure changes. This research can be applied 
to broader horizon such as the Markov transient matrix.  
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Abstract. Context-aware applications allow service providers to adapt

their services to actual user needs, by offering them personalized services

depending on their current application context. Hence, service providers

are usually interested in profiling users both to increase client satisfac-

tion, and to broaden the set of offered services.

Since association rule extraction allows the identification of hidden

correlations among data, its application in context-aware platforms is

very attractive. However, traditional association rule extraction, driven

by support and confidence constraints, may entail either (i) generating

an unmanageable number of rules in case of low support thresholds,

or (ii) discarding rare (infrequent) rules, even if their hidden knowledge

might be relevant to the service provider. Novel approaches are needed to

effectively manage different data granularities during the mining activity.

This paper presents the CAS-Mine framework to efficiently discover

relevant relationships between user context data and currently asked

services for both user and service profiling. CAS-Mine exploits a novel

and efficient algorithm to extract generalized association rules. Support

driven opportunistic aggregation is exploited to exclusively generalize

infrequent rules. User-provided taxonomies on different attributes (e.g.,

a geographic hierarchy on spatial coordinates, a temporal hierarchy, a

classification of provided services), drive the rule generalization process

that prevents discarding relevant but infrequent knowledge.

Experiments performed on both real and synthetic datasets show the

effectiveness and the efficiency of the proposed framework in mining dif-

ferent types of correlations between user habits and provided services.

Keywords: Generalized association rules, knowledge discovery, context-

aware data.

1 Introduction

Context-aware systems acquire and exploit information on the user context to tai-
lor services to the particular user, place, time, and/or event. Research activities
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on context-aware computing have been devoted both to exploring the different
dimensions of context-awareness [8], and to implementing different context-aware
applications (e.g., in the medical domain [15], for mobile phones [6]). Context could
consist of any circumstantial factors or application context users are involved in.
Thus, context-awareness means that the system is able to exploit context informa-
tion. A system is context-aware if it can extract, interpret and use context infor-
mation and adapt its functionalities to the current usage context [9]. Provided ser-
vices could be personalized by exploiting either the current context of the user [4]
or historic context and behavior of the user [5]. An in-depth literature review on
context-aware systems has been presented in [8].

Authors in [16] first proposed to exploit statistical machine learning techniques
(e.g., rule induction, neural networks, Bayesian networks) to build predictive user
models. These models have been exploited in different context-aware settings
(e.g., a smart home [12], or a smart office [11]). Application and user profiling,
instead, have been addressed in [10]. The proposed solution exploits rule based
and naive Bayesian classifiers. In particular, different service and application
models are tailored to the user and to the situation in which she is involved.
These models are then exploited to suggest applications and services on what
the user might interest in her current situation.

Association rule extraction [1] is a widely used exploratory technique allowing
the discovery of hidden correlations among data. Its application in context-aware
platforms to profile both users and services is very attractive. However, tradi-
tional association rule algorithms are not effective in mining context datasets be-
cause of the high detail level of the information (e.g., GPS coordinates). When
low support thresholds are enforced, an unmanageable number of rules is ex-
tracted, while high support thresholds discard rare rules even if their knowledge
might be relevant for the service provider. To address this issue, rules should be
extracted at a higher abstraction level (i.e., generalized).

This paper presents the CAS-Mine framework to efficiently discover rele-
vant relationships between user context data and currently requested services.
Extracted rules may be exploited both for user and service profiling. To this
aim, CAS-Mine exploits a novel and efficient algorithm, called GenIO, to ex-
tract generalized association rules. The GenIO algorithm extends the concept
of multi-level rules [7] by performing an opportunistic extraction of generalized
itemsets. It exploits (user provided) taxonomies to drive the itemset generaliza-
tion process and efficiently extract generalized itemsets. Instead of extracting
itemsets for all levels of the taxonomy and post-pruning them [7], the gener-
alization step over the taxonomy is support driven, i.e., it generalizes an item
climbing up the taxonomy if and only if its support is below the support thresh-
old. The generalization process stops when the newly generalized item is above
the support threshold.

Preliminary experiments performed on both real and synthetic datasets show
the effectiveness and efficiency of the CAS-Mine framework in highlighting in-
teresting rules to characterize users and services.
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The paper is organized as follows. Section 2 motivates our work. Section 3
presents an overview of the CAS-Mine framework and describes its main fea-
tures. In Section 4 preliminary experiments to validate the proposed framework
are reported, while Section 5 draws conclusions and discusses future work.

2 Motivations

A structured context dataset holds information on service requests performed
by users and the corresponding application context. Each data element is a set
of items describing a service request and its context. Each item is a couple (At-
tributeName,Value). The AttributeName describes the represented information
(e.g., user identifier, service, time), while Value is the actual value of the corre-
sponding attribute (e.g., ID54, weather, 4:06pm). A generalized item is defined
by means of a user-defined hierarchy of aggregation (i.e., taxonomy) over val-
ues in the attribute domain. For example, the position attribute may describe
GPS coordinates (e.g., 45.438:12.335). The couple (position, 45.438:12.335) is
an item (at the lowest level in the hierachy), while the couple (position, office)
is a generalized item. Thus, office aggregates all GPS coordinates related to the
office physical location.

Generalized association rules are represented in the form A ⇒ B (s%,c%),
where A and B are sets of (possibly generalized) items, and s% and c% represent
support and confidence. The support is the prior probability of A and B (i.e., its
observed frequency in the dataset). The confidence is the conditional probability
of B given A and characterizes the “strength” of a rule. User activity may be
characterized by the following association rule

user: John, time: 6.05 p.m. ⇒ service: Weather (s = 0.005%, c = 98%)
This specific rule is characterized by a very low support and is not extracted,
because the extraction process would become unfeasible. By generalizing the
time attibute on a time period, and the user on a user category, the following
generalized rule may be obtained.

user: employee, time: 6 p.m. to 7 p.m. ⇒ service: Weather
(s = 0.2%, c = 75%)

If the obtained rule is still below the support threshold, the generalization process
performs a further aggregation step on the time hierarchy.

user: employee, time: Evening ⇒ service: Weather (s = 1.5%, c = 65%)
The generalization process greedily continues until the obtained rule is above the
selected support threshold. Thus, generalization allows highlighting interesting
correlations which would be lost because of their low support at the lowest level
of the hierachy.

3 The CAS-Mine Framework

CAS-Mine is a framework to efficiently profile both users and services. Thus,
it allows shaping service supply by considering the context to which the user
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belongs. By discovering recurrent patterns involving user habits and requested
services, providers may partition users into a set of well-known categories for
which supplied services may be modeled and personalized.

CAS-Mine exploits the GenIO algorithm, a novel and efficient algorithm
to discover generalized association rules. The mining process is driven by a set
of (user-provided) taxonomies which allow the conceptual aggregation of items
in more abstract categories. The main blocks of the CAS-Mine framework are
reported in Figure 1, while a more detailed description of each block is presented
in the following.

Fig. 1. The CAS-Mine Framework Architecture

3.1 Data Collection and Pre-processing

The data collection and pre-processing block manages data collection from a
large number of mobile devices which provide information on the user context
and on the supplied services (e.g., temporal information, GPS coordinates, ser-
vice description).

The data collection block receives in input the raw context data provided by dif-
ferent, possibly heterogeneous, sources and integrates them into a common data
structure. During this process, irrelevant and redundant information is also re-
moved. Cleaned and integrated data are finally stored into a common repository.

3.2 Generalized Association Rule Mining

This block performs the extraction of generalized association rules. Extraction is
performed in two steps: (i) frequent generalized itemset extraction and (ii) rule
generation from the extracted frequent itemsets. Since itemset mining is the
most computationally intensive step [1], the novel contribution of the GenIO
algorithm focuses on itemset mining. The second step exploits Goethal’s Rules
software [3], possibly enforcing confidence constraint.

Given a dataset, a set of user-provided multi-level taxonomies (at most one
for each attribute) and a minimum support threshold, the GenIO algorithm
extracts all the frequent not-generalized itemsets and the set of generalized
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itemsets which represent the generalization of the knowledge associated to infre-
quent not-generalized itemsets.

GenIO performs a support-driven opportunistic aggregation of infrequent
itemsets, thus avoiding exhaustive multi-level extraction followed by post-pruning.
Hence, the GenIO algorithm reduces the cardinality of mined itemsets with re-
spect to well-known traditional multi-level algorithms [7]. GenIO successfully
tackles both excessive pruning and computationally hard exhaustive multi-level
extraction, thus providing a good trade-off between itemset specialization and
aggregation.

The itemset mining process, driven by the generalization step, is shortly de-
scribed in the following. A detailed description of the GenIO algorithm is pro-
vided in [2]. GenIO is an Apriori-like [1] extraction algorithm, which performs
level-wise itemset mining. In general, Apriori-like algorithms, at a generic level i,
extract all the frequent itemsets of length i. Candidate itemsets of level i+1 are
generated by combining all the frequent itemsets of length i. Frequent itemsets
of level i + 1 are then obtained by enforcing the support constraint.

The GenIO algorithm exploits rule generalization to extract knowledge on in-
frequent, but possibly interesting, itemsets. At each extraction level, before prun-
ing itemsets not satisfying the support threshold, generalizes them by climbing
up the generalization hierachy of the corresponding items. A generalized entry is
a conceptual aggregation of different items at a lower level (e.g., Communication
service represents lower level items SMS service and CALL service), thus it is more
likely to be frequent. Taxonomies are exploited to drive the generalization process
(see Section 2). GenIO climbs up each taxonomy in a stepwise fashion, until either
support constraint is satisfied, or the highest generalization level is reached.

3.3 Rule Classification

The rule classification block categorizes generated rules in classes to effectively
exploit them for different context-aware profiling. Since service providers are tipi-
cally interested in profiling both users and services, the CAS-Mine framework
currently identifies two classes of association rules: (i) User rules and (ii) service
rules. User rules characterize user habits at any aggregation level. These rules
allow service providers to offer personalized services tailored to the current con-
text of the user. Hence, provided services can be adapted to actual user needs.
Service rules describe service characteristics, at any hierarchical level, without
specific user information. These rules allow service providers to adapt service
provisioning to the current context, independently of the requesting user (e.g.,
by providing a different bandwidth in different time periods).

4 Preliminary Experimental Results

We evaluated the CAS-Mine framework by analyzing (i) the characteristics and
interestingness of extracted patterns on a real dataset, and (ii) the scalability,
in terms of execution time, of the proposed approach on a synthetic dataset. All
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experiments were performed on a 3.2-GHz Pentium IV system with 2 GB RAM,
running Ubuntu 8.04.

4.1 Characterization of Extracted Rules

The real dataset, denoted as mDesktop, has been provided by Telecom Italia
Lab (Tilab). The trial version of the Tilab mobile desktop application provides
different services to users (e.g., weather forecast) on mobile devices. The mDesk-
top dataset is characterized by 4487 records with information on each requested
service and the context of the requesting user (e.g., time, location). The dataset
is characterized by the following taxonomies:
– date → month → year
– timestamp → hour → day period (AM/PM)
– service → class of service
– latitude:longitude → city → country
– phone number → call type (PERSONAL/BUSINESS)

Figure 2 reports statistics about the mining activity performed on the mDesk-
top dataset. By setting high minimum support thresholds (e.g., 10%), only very
frequent rules are extracted. In particular, only the generalized rules composed
by the top levels of the taxonomies are extracted (e.g., location: ITALY ⇒
date: 2008). These rules are usually too general to provide interesting knowl-
edge. Differently, when lower threholds are enforced, the extracted generalized
rules include non-top level elements of the taxomonies, which may provide more
actionable knowledge.

In the following, we analyze two different rule subsets, which show the effec-
tiveness of the GenIO algorithm in supporting both user and service profiling.

User profiling rules. These rules deal with context-aware profiling for specific
users whose habits show some kind of recurrence. In particular, for an arbitrary
user, the GenIO algorithm highlights the service type the user is mainly inter-
ested in, the context in which requests are commonly submitted, and the service
parameters. The following two rules (support threshold=1%, absolute thresh-
old=45) discover valuable knowledge about an anonymous client, denoted here
as Rossi :
A) user: Rossi ⇒ service: CALL (s = 1.27%, c = 53%)
B) user: Rossi ⇒ service: SMS (s = 1.14%, c = 47%)
The above rules highlight that user Rossi is interested in two specific services,
CALL and SMS, with confidence close to 50%. Thus, they provide a relevant
knowledge on this user preferences. When the (higher) support threshold 2% is
enforced (absolute threshold = 90), the following generalized rules are extracted.
A) user: Rossi ⇒ hour: PM (s = 2.25%, c = 94%)
B) user: Rossi ⇒ service: Communication (s = 2.41%, c = 100%)
The first rule shows an intensive system usage for user Rossi, especially during
the afternoon/evening (confidence 94%). Furthermore, the second rule, with con-
fidence 100%, shows that Rossi is exclusively interested in the Communication
service class, which contains the CALL and SMS services. A traditional mining
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Fig. 2. Rule statistics Fig. 3. Scalability on TPC-H datasets

algorithm would lose the above knowledge by pruning the lower level infrequent
itemsets. GenIO capability of automatically climbing up the service taxonomy
allows the extraction of these interesting high level rules.

Service profiling rules. These rules characterize frequently used services, in-
dependently of the specific user requesting them. The following generalized rules
are extracted with support threshold 1% (absolute threshold = 45).
A) date: August, hour: PM ⇒ service: HOME (s = 7.09%, c = 94%)
B) service: CALL ⇒ inout: OUT (s = 1.14%, c = 89%)
The first rule shows that 94% of service requests submitted in the evening during
the month of August are related to the HOME service. This knowledge may be
exploited both to size system resources, hence providing a more efficient HOME
service, and to select the first service to suggest to connected users. The second
rule highlights the correlation between the service type and its parameters. In
this case, call services are mainly exploited to perform outgoing calls.

4.2 Scalability

We analyzed the scalability of the GenIO algorithm with respect to the cardi-
nality of transactions on syntethic datasets generated by means of the TPC-H
generator [13]. By varying the scale factor parameter, tables with different car-
dinalities are generated. We generated datasets of size ranging from 6,000 to
100,000 transactions with 8 categorical attributes. We mined generalized item-
sets from the lineitem table and we exploited the part, nation, and region tables
to define taxonomies on line items.

Figure 3, which plots the extraction time for various supports, shows that
the proposed algorithm scales well also for large datasets. Since the number
of extracted itemsets grows for low supports (e.g., 2%), the process becomes
computationally more expensive. However, the overall CPU time is still low, less
than 730s for the lowest considered support and largest dataset.

5 Conclusion and Future Works

Context-aware applications exploit implicit context information (e.g., environ-
mental conditions, location, time) to enhance the fulfillment of explicit user
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requests by providing personalized services tailored on the current application
context of the user. In this paper we presented the CAS-Mine framework to
support context-aware user and service profiling. CAS-Mine exploits a novel
algorithm to efficiently mine generalized association rules. The mining process
is driven by user-provided taxonomies on different attributes, which prevent dis-
carding relevant but infrequent knowledge.

Future extensions of the framework will address (i) the automatic inference of
taxonomies from the input context dataset, (ii) the exploitation of multiple tax-
onomies over a single attribute, and (iii) the application of the opportunistic gen-
eralization approach to more efficient rule extraction algorithms (e.g., LCM [14]).
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Abstract. In this paper we propose a system supporting the semi-automatic def-
inition of inter-attribute mappings and transformation functions used as an ETL
tool in a data warehouse project. The tool supports both schema level analy-
sis, exploited for the mapping definitions amongst the data sources and the data
warehouse, and instance level operations, exploited for defining transformation
functions that integrate data coming from multiple sources in a common rep-
resentation. Our proposal couples and extends the functionalities of two previ-
ously developed systems: the MOMIS integration system and the RELEVANT
data analysis system.

1 Introduction

Enterprise Information Systems provide a technology platform that enables organiza-
tions to integrate and coordinate their business processes1. The data warehouse repre-
sents definitely one of the most important components of information systems, since
it enables business intelligence analysis on data coming from multiple sources. Tradi-
tional architectures of data warehouse systems rely on extraction, transformation and
loading (ETL) tools for building and populating the data warehouse. Such tools support
(a) the identification of relevant information at the source side, (b) the extraction of
this information, (c) the customization and integration of the information coming from
multiple sources into a common format, (d) the cleaning of the resulting data set on
the basis of database and business rules, and (e) the propagation of the data to the data
warehouse and/or data marts [10].

ETL processes are crucial for the data warehouse consistency, and are typically based
on constraints and requirements expressed in natural language in the form of comments
and documentations. Consequently, the aforementioned tasks are manually performed

� This work was partially supported by MIUR co-funded project NeP4B (http://www.
dbgroup.unimo.it/nep4b) and LISEA Laboratory (Italy, Emilia-Romagna Region -PRRIITT,
measure 3.4).

1 From Wikipedia, http://en.wikipedia.org/wiki/Enterprise Information System
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by the designer or the administrator of the data warehouse. In the context of traditional
databases, this fact does not represent a real big issue: 1) the processes requiring the
manual user intervention involve data source schemata that are generally fixed. Thus,
designers are asked to set up the ETL processes once per data source (during the start
up phase); 2) all the data sources collected in the data warehouses typically belong to
the same company and are known and managed by the same designers. Thus, technical
documentations and personal knowledge are available and may be usefully exploited
for building the data warehouse.

Nowadays, the actual business needs require enterprise information systems to have
a great flexibility concerning the allowed business analysis and the treated data. Tempo-
rary alliances of enterprises, market analysis processes, the data availability on Internet
push enterprises to quickly integrate unexpected data sources for their activities. There-
fore, the reference scenario for data warehouse systems extremely changes, since data
sources populating the data warehouse may not be directly known and managed by the
designers. We have classified four major critical activities:

– Automating Extraction processes. Designers may no longer rely on internal doc-
uments, comments and previous knowledge on the data source contents. Moreover,
the manual exploration of the data source contents may be really time-consuming.
Techniques for identifying the information held by the data sources and extracting
the relevant data for populating the data warehouse are required.

– Automating Transformation processes. Data from different sources may not be
homogeneous, i.e. different metrics may be used for expressing similar values, syn-
onyms may be used for representing the same values (and vice-versa the same value
in different sources may describe a different concept), and values may be expressed
with different granularity levels. Therefore, the data transformation processes are
crucial for making attribute values from different data sources comparable: tech-
niques to automatically perform data transformations are needed.

– Relaxing the Transformation processes. Deeply homogenizing transformations
risk to flatten data warehouse structure and contents, thus allowing less accurate
data analysis on such data. A balance should be pursued between ability of in-
troducing new sources and preservation of structural and contents homogeneity
allowing accurate business intelligence processes.

– Speeding-up and easying ETL process execution. Fast and simple ETL execution
is a crucial competition factor when the sources populating the data warehouse are
dynamic. Moreover, ETL tools should be able to manage different kinds of data
sources, ranging from DBMS, to flat file, XML documents and spreadsheets.

In this paper we propose a tool for automating the extraction process and the formu-
lation of transformation functions which provides a real support in dealing with the
above issues. By means of a semantic analysis coupled with clustering techniques, the
tool performs two tasks: 1) it works at the schema level, identifying the parts of the
schemata of the data sources which are related to the data warehouse, thus supporting
the extraction process; 2) it works at the instance level, grouping the attribute values
semantically related thus defining a transformation function for populating with “ho-
mogeneous” values the data warehouse.
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The work relies on the union and extension of two previously developed systems:
the MOMIS integration system, that will be exploited for the semantic analysis of the
source schemata and the semantic clustering techniques of the RELEVANT system that
will be exploited for recognizing related schema elements and similar attribute values
(see [4,6] and related work section).

The paper is organized as follows: next section introduces some related work and an
overview of both the previously developed MOMIS and RELEVANT systems. Section 3
describes the new tool along with a running example on a real application scenario; in
Section 4, some conclusion and future work are sketched out.

2 Related Work

Many approaches have been proposed for modeling ETL processes both at the logical
and conceptual level. Several methods propose extensions of UML in order to describe
ETL processes [8]. The advantage of those methods relies on the fact that they are
based on a well-accepted, standard modeling language. Other approaches are based
on ’ad hoc’ techniques having the benefit of representing ETL processes without any
restriction imposed by a previously defined, generic language [10].

Recently, techniques exploiting ontologies to manage the heterogeneity of the data in
the mapping and transformation processes [9] have been proposed . As our approach,
they follow an hybrid approach, where each schema is represented by its own ontology
and a common shared vocabulary is provided, while the annotation process is manual
and the vocabulary has been done by the designer.

Apart from research efforts, currently, there is a variety of ETL tools available in
the market (see [7] for a survey). All major database vendors provide ETL solutions
bundling them with their DBMS [1,3,2].

Our proposal relies on two previously developed systems: MOMIS and RELEVANT.
The Mediator EnvirOnment for Multiple Information Sources (MOMIS)2 [4]) is a

semiautomatic data integration system that follows a global-as-view approach to pro-
vide an intelligent access to heterogeneous, structured and semi-structured information
sources. MOMIS is based on clustering techniques applied to a set of metadata collected
in a Common Thesaurus in the form of relationships describing inter- and intra-schema
knowledge about classes and attributes of the local source schemata. The relationships
are: 1) extracted from descriptions of local schemata; 2) obtained from the relation-
ships existing in the WordNet database between the meanings associated to the source
elements; 3) inferred by means of Description Logics techniques.

RELEVANT [6] is based on the idea that an attribute domain includes values which
may be clustered because strongly related. Providing a name to these clusters, i.e. the
relevant values, we refer to a relevant value name which encompasses a set of values.
More formally, given a class C and one of its attributes At, a relevant value for it,
rvAt is a pair rvAt = 〈rvnAt ,valuesAt〉. rvnAt is the name of the relevant value set, while
valuesAt is the set of values referring to it. For computing the relevant values, the user
may combine three different similarity measures (namely (1) syntactic, mapping all the
words of the attribute values in an abstract space, and defining a syntactic similarity

2 See http://www.dbgroup.unimo.it/Momis/ for more details and publications.
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function in such space; (2) dominance, introducing a sort of generalization relationship
between values; (3) lexical, which identifies semantically related values expressed with
a different terminology) and select between two clustering algorithms (a hierarchical
and an overlapping algorithm) .

3 Making Semantic ETL with MOMIS and RELEVANT

The data integration methodologies implemented in the MOMIS and RELEVANT
systems are extended for supporting the automation of ETL processes. Section 3.1 de-
scribes how the coupling of the two systems is exploited for implementing the extraction
process, and in section 3.2 we focus on supporting the semi-automatic definition of a
new transformation function for the data warehouse population.

3.1 Semantic Extraction from Data Sources

Our approach takes as input the data warehouse and the data source schemata (more
than one source may potentially be added to the data warehouse with a unique extrac-
tion process) and computes the mappings between those schemata. Figure 1 shows the
functional architecture of the proposed tool. We identify three main phases: firstly, by
exploiting the methodology implemented in MOMIS the descriptions of the sources
are extracted and a thesaurus of relationships between the schema elements is com-
puted. Schema descriptions and the thesaurus are then exploited by an extension of
RELEVANT for computing clusters of similar elements. Finally, by means of a cluster
analysis tool, mappings between the data warehouse schema and the new data sources
are defined. For each phase, a software component has been built with the following
features:

1. The schema descriptions of data sources are extracted by means of wrappers. A
wrapper-based technology allows the tool to deal with several kinds of data sources
such as spreadsheets, xml documents, text files and databases.

Fig. 1. Functional architecture of the semantic extraction tool
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2. The annotation according to a reference ontology / database (in our tool, the Word-
Net3 lexical database) allows the specification of a unique meaning to the schema
description. In this way, it is possible to exploit the relationships among the refer-
enced concepts to infer relationships between the annotated elements. We support
this process by means of automatic techniques (see [5] for more details).

3. The knowledge engine is the component in charge of creating a thesaurus of rela-
tionships between the schema elements (in terms of classes and attributes). Three
types of relationships are generated: relationship connecting synonym (SYN),
broader terms/narrower terms (BT/NT) and generic relationships (RT). The process
for extracting relationships is borrowed from MOMIS and is based on structural
analysis (exploiting primary and foreign keys, attribute memberships), annotations
and Description Logics techniques.

4. RELEVANT is applied to the descriptions of sources extracted in the first step with
the aim of computing clusters of related attributes. RELEVANT has been extended
by adding new similarity measures exploiting: 1) syntactic similarity, which com-
pares the alphabets used for describing the attribute values; 2) memberships, which
represents the closeness of attributes belonging to the same table; 3) semantic sim-
ilarity, which takes into account the thesaurus of relationships between classes and
attributes. Each similarity measure is represented by an affinity matrix, where a
similarity value is computed for each attribute with respect to all other attributes
according to the selected semantics. The combination of the values of each affinity
matrix is parametric, thus allowing a setup phase where the user assigns an impor-
tance degree to some specific similarities. The application of a clustering algorithm
(with a user-select threshold) generates clusters of similar elements.

5. Mappings are automatically generated by analyzing the clustering result. The fol-
lowing cases are possible:
(a) A cluster contains attributes from the data warehouse schema and the new data

sources: for each data warehouse attribute a mapping to each attribute in the
cluster is generated.

(b) A cluster contains only attributes of the new data sources: it is not exploited
for the mapping generation. This cluster is due to the choice of a too selective
clustering threshold.

(c) A cluster contains only attributes of the data warehouse schema: it is not ex-
ploited for the mapping generation. This kind of cluster indicates that there are
attributes in the data warehouse schema which are very close and may, perhaps,
be fused into a unique table.

Running example The real scenario we refer to is an ongoing experiment within the
LISEA lab project, funded by Italian Emilia Romagna region. It concerns the ETL pro-
cess for the creation of a data warehouse in the field of beverage and food logistics
software. A new system, called Bollicine Community business Intelligence (BCI), has
been proposed to a consortium of companies for: 1) the analyzing and planning the en-
terprise market starting from its past data; 2) developing a performance benchmarking
with respect to general indexes (KPI) obtained by aggregating data of all the members.
To reach this goal it is necessary to load all the data about the consortium members in

3 http://wordnet.princeton.edu/
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Fig. 2. The mappings for the attribute CATEGORY DESCRIPTION

the BCI data warehouse. We experimented our tool in this context: preliminary quali-
tative results show that the enterprises considerably save human resources. In order to
explain the approach, we describe the process for inserting into the data warehouse the
data of three new companies. The result is that correct mappings has been found, thus
improving time and result quality of the extraction process. In particular, let us con-
sider the SALES fact table of the data warehouse, consisting of 3 analysis dimensions
(ARTICLE, BRANCH, TIME) (see figure 2):

Let us focus on the attributes FAMILY DESCRIPTION, CATEGORY DESCRIPTION,
CLASS LABEL of the new sources. The designer may set the tool in order to take into
account only the syntactic similarity measure, thus obtaining two clusters, one made of
the FAMILY DESCRIPTION(S1), CATEGORY DESCRIPTION(S2), CATEGORY DESCRIP-
TION(DW) attributes and the second one with only the CLASS_LABEL attribute.

Since the attributesFAMILY DESCRIPTION(S1),CATEGORY DESCRIPTION(S2),CA-
TEGORY DESCRIPTION(DW) are annotated with the same ‘‘description” concept in Word-
Net and CLASS LABEL is annotated with “label” that is a hyponym term of ‘‘description”
in WordNet, the knowledge engine generates this set of SYN relationship in the thesaurus.

ARTICLE.CATEGORY_DESCRIPTION(DW) SYN MERCHANDISE.FAMILY_DESCRIPTION(S1)
ARTICLE.CATEGORY_DESCRIPTION(DW) SYN ARTICLE.CATEGORY_DESCRIPTION(S2)
ARTICLE.CATEGORY_DESCRIPTION(DW) BT PRODUCT.CLASS_LABEL(S3)
ARTICLE.CATEGORY_DESCRIPTION(S2) SYN MERCHANDISE.FAMILY_DESCRIPTION(S1)
ARTICLE.CATEGORY_DESCRIPTION(S2) BT PRODUCT.CLASS_LABEL(S3)
MERCHANDISE.FAMILY_DESCRIPTION(S1) BT PRODUCT.CLASS_LABEL(S3)

These relationships may be exploited with the semantic similarity thus obtaining a
unique cluster with all the attributes and consequently a set of mappings between the
DW CATEGORY_DESCRIPTION and the corresponding attributes in the new sources.
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3.2 A Transformation Function Based on RELEVANT Values

Transformation functions are typically implemented for homogenizing attribute val-
ues from different sources, thus allowing users to compare values and to perform data
analysis processes. Several functions are proposed by commercial ETL tools to trans-
form numeric data-types on the basis of mathematical functions. Very few transforma-
tion functions have been developed for string data-types. Such functions are frequently
based on concatenations of different attribute values, and on small syntactic changes,
such as case modifications and stemming operations.

We aim at providing a new kind of transformation function based on semantic analy-
sis for string values. By means of this function, semantically related values of a chosen
attribute in the new data source and the correspondent values into the data warehouse
target are grouped, thus providing a semantic reconciliation of the attribute values. The
transformation function is based on relevant values and on a temporary mapping table
stored in a staging area for preserving the original values, thus allowing precise data
analysis. The transformation function works according to the following steps:

– Attribute domains analysis. RELEVANT is used for evaluating if the domains of
the new source and the data warehouse attribute are compatible, i.e. they describe
similar properties for the attributes. The evaluation is based on the idea that for
similar domains, overlapped relevant values are computed. The overlapping degree
shows the compatibility of the domains.

– If the domains are not compatible, the user may select to transform and load into the
target attribute only the synthesized set of values represented by the relevant values.
In this case a temporary mapping table is built for preserving the possibility of more
accurate data analysis. The advantage of such solution is a reduced cardinality and
consequently a more synthetic representation of the object with a reduced loss of
semantics.

– If the domains are compatible, it is possible to completely replace the attribute do-
main with its relevant values. By means of this function, the values of such attribute,
typically an analysis dimension, will consist of homogeneous values thus allowing
OLAP analysis (i.e. drill down) on them.

Running example. Let us consider the BCI table describing articles sold by compan-
ies, ARTICLE(CODE,DESCR,CATEGORY_DESCRIPTION,SUBCATEGORY_DESCRIPTION),
where CATEGORY_DESCRIPTION is a dimension for BI analysis. Three sources are in-
volved in the data warehouse, and they use different values to describe similar article
categories. The following fragment shows some of the attribute values:

- Source: #1 Attribute: FAMILY_DESCRIPTION
Values: {NOT DEFINED, WATER, BEER, WINE, SOFT DRINK, FOOD)

- Source: #2 Attribute: CATEGORY_DESCRIPTION
Values: {HARD LIQUOR, BOTTLE WINE, NOT DEFINED, JUICE DRINK, MINERAL
WATER, BOTTLE BEER, SEVERAL ALCOHOLIC BEVERAGE)

- Source: #3 Attribute: CLASS_LABEL
Values: {NOT DEFINED, MINERAL WATER, BEER, WINE, ALCOHOLIC DRINK,
FOOD, BOOZE, FOOD CATERING)
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The RELEVANT application to these values defines a set of 8 clusters whose names
are loaded into the data warehouse attribute instead of the 22 original values:
RV1: NOT DEFINED {NOT DEFINED}
RV2: WATER {MINERAL WATER, WATER}
RV3: FOOD {FOOD, FOOD, FOOD CATERING}
RV4: SEVERAL {SEVERAL}
RV5: BEER {BEER, BOTTLE BEER}
RV6: WINE {WINE, BOTTLE WINE}
RV7: ALCOHOLIC DRINK {ALCOHOLIC DRINK, ALCOHOLIC BEVERAGE, HARD LIQUOR, BOOZE}
RV8: SOFT DRINK {SOFT DRINK, JUICE DRINK}

The original values are stored in a temporary table and they may be exploited to update
and revise the values of the data warehouse attribute.

4 Conclusion and Future Work

In this paper we proposed to couple and extend our previous research on data inte-
gration and data analysis for creating an ETL tool. In particular, we focused our work
on the extraction phase, by implementing a technique that semi-automatically defines
mappings between a data warehouse schema and a new data source, and on the transfor-
mation phase, by proposing a new function based on relevant values, particularly useful
for supporting drill down operations. We experimented our approach on a real scenario,
thus obtaining qualitative results on the effectiveness of the approach.

Future work will be addressed on identifying a benchmark and a set of measures in
order to perform a complete technique evaluation.
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Abstract. This paper describes our continuing research on ontology-

based knowledge source discovery on the Semantic Web. The research

documented here is focused on discovering distributed knowledge sources

from a user query using an Artificial Neural Network model. An expe-

rience using the Wordnet multilingual database for the translation of

the terms extracted from the user query and for their codification is

presented here. Preliminary results provide us with the conviction that

combining ANN with WordNet has clearly made the system much more

efficient.

1 Introduction

The web grows and evolves at a fast speed, imposing scalability problems to web
search engines [1]. Moreover, another ingredient has been recently added: data
semantics represented by means of ontologies [2]. Ontologies have shown to be
suitable for facilitating knowledge sharing and reuse. Thus, the new Semantic
Web allows searching not only information but also knowledge. The knowledge
source discovery task in such an open distributed system presents a new challenge
due to the lack of an integrated view of all the available knowledge sources [3].

The web of the future will consist of small highly contextualized ontologies
developed with different languages and different granularity levels [4]. The dis-
tributed development of domain-specific ontologies introduces another problem:
in the Semantic Web many independently developed ontologies co-exist describ-
ing the same or very similar fields of knowledge. This can be caused, among
other things, by the use of different natural languages (Paper vs. Art́ıculo), dif-
ferent technical sublanguages (Paper vs. Memo), or the use of synonyms (Paper
vs. Article). That is why, ontology-matching techniques are needed, that is to
say, semantic affinity must be identified between concepts belonging to different
ontologies [2].

In this work, we propose an ANN-based ontology-matching model, and the use
of WordNet for codifying terms as an appropriate domain data representation
within the ANN-based model. The main contribution of this paper is to share
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with the community the results of an experience in: a) using WordNet multi-
lingual corpus to codify the domain data, which is useful for improving a tra-
ditional web search by considering (indirectly) terms synonyms and translation
into different languages; and b) using this appropriate codified data to achieve
the benefits of the application of an ANN-based ontology-matching model.

The paper is organized as follows. In section 2, the knowledge source discovery
task is explained. Section 3 presents the proposed ANN-based ontology-matching
model in detail. The results of the model evaluation and comparison against
an ontology-matching algorithm called H-Match as well as a discussion of the
experiments are shown in Section 4. Finally, section 5 presents the conclusions.

2 Knowledge Source Discovery: A Motivating Scenario

In open distributed systems such as the Semantic Web, several nodes (domains)
need resources and information (i.e. data, documents, services) provided by other
domains in the net. Such systems can be viewed as a network of several indepen-
dent nodes having different roles and capacities. In this scenario, a key problem
is the dynamic discovery of knowledge sources that, in a given moment, respond
well to the requirements of a node request [3].

In [5], an architecture for discovering knowledge sources on the Semantic Web
was proposed, composed by mobile agents, the Knowledge Source Discovery
(KSD) agent and the domains. The mobile agents receive the request from the
user and look for an answer visiting the domains according to a list generated
by the KSD. The KSD agent has the responsability for knowing which domains
can provide knowledge inside a specific area, and it indicates a route to mobile
agents that carry a user request. The KSD agent knows the location (url) of the
domains that can provide knowledge, but it does not provide the knowledge nor
the analysis of what the domain contains (files, pictures, documents, etc.).

The other components of the architecture are the domains. Each domain has
its own ontology used to semantically markup the information published in their
websites. Suppose there are three domains (A, B, and C ) which belong to the
Research & Development field of knowledge (figure 1). The domain A uses the
KA-ontology1. The domain B uses the SWRC ontology2. Finally, the domain
C uses an own highly-specialized model. As can be seen, each domain may use
a different ontology to semantically annotate the provided information even if
they belong to the same field of knowledge.

Resource Description Framework (RDF) is used to define an ontology-based
semantic markup for the domain website. Each RDF-triplet assigns entities and
relations in the text linked to their semantic descriptions in an ontology. For ex-
ample, in the domain A, the following RDF-triplets: <O.C., interest,Semantic
Grid>, <O.C., interest, Semantic Web> and <O.C., interest,
Web Services> represent the research interests of O.C. described in the text.

1 http://protege.cim3.net/file/pub/ontologies/ka/ka.owl
2 http://ontoware.org/projects/swrc/
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Fig. 1. Domains belonging to the R+D field and their semantic annotations

The KSD agent must be capable of dynamically identifying which domains
could satisfy a request brought to it by a mobile agent. This dynamic knowledge
discovery requires models and techniques which allow finding ontology concepts
that have semantic affinity among them, even when they are syntactically dif-
ferent. In order to do this, the KSD agent has to be able to match (probably
different) domain ontologies. To face this ontology-matching problem, we pro-
pose the use of an ANN model with supervised learning stored in the KSD agent
Knowledge Base and trained (and re-trained periodically) off-line.

The KSD agent must also be capable of understanding the natural-language-
based query received from the client, which is translated into an RDF-triplet
(this process is out of the scope of this work). The resultant RDF-triplet is
codified before entering the ANN-based matching model. A WordNet Corpus,
which could be composed of different-languages WordNet databases, is used by
the KSD agent for this task. WordNet is a lexical database for the English
language [6]. It groups English words into sets of synonyms called synsets. Every
synset contains a group of synonymous words or collocations (sequence of words
that together form a specific meaning); different senses of a word are in different
synsets. The meaning of the synsets is further clarified by short defining glosses.
Most synsets are connected to other synsets via a number of semantic relations
that vary according to the type of word, and include synonyms, among others.
This research uses WordNet3 1.6 since different wordnets for several languages
(such as Spanish are structured in the same way.

3 Ontology-Matching: ANN-Based Model and Training

This section presents, through an example, the proposed neural network model
for ontology matching and its training strategy.
3 http://wordnet.princeton.edu/
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3.1 The ANN-Based Model

ANNs are information processing systems inspired by the ability of the human
brain to learn from observations and to generalize by abstraction. Knowledge is
acquired by the network through a learning process, and the connection strengths
between neurons, known as synaptic weights, are used to store this knowledge [7].

For neural networks, a matching problem can be viewed as a classification
problem. Our ANN-based matcher uses schema-level information and instance-
level information (RDF-triplet instances belonging to the RDF annotations of
the ontology domain) inside the X ontology to learn a classifier for domain X,
and then it uses schema-level information and instance-level information inside
the Y ontology to learn a classifier for domain Y. It then classifies instances
of Y according to the X classifier, and vice-versa. Hence, we have a method
for identifying instances of X

⋂
Y. The same idea is applied to more than two

domains.
For building a classifier for Domain X, its RDF-triplets are extracted. Each

part of the triplet corresponds to an input unit for the neural model. This way,
the proposed model has 3 inputs, each input corresponding to each triplet com-
ponent. The proposed model is a multilayer perceptron (MLP) neural network
model. The outputs of the model are as much neurons as domains. For example,
having domain X, Y and Z, the ANN-model has 3 output neurons. The first
neuron will be activated each time a RDF-triplet belonging to the domain X is
presented to the model. The second neuron will be activated each time a RDF-
triplet belonging to the domain Y is presented to the model, and so forth. The
activation of a neuron consists in producing a value of (near) 1 when the input
RDF-triplet exists in the corresponding ontology domain, and 0 otherwise.

3.2 Training Data

For training the ANN-based ontology matching model, training examples must
tell the network that a certain RDF-triplet can be found in a certain domain.
This is done through training patterns, which must be numbers.

Once the RDF-triplets are identified for each domain, they have to be cod-
ified from string to numbers. To do this, we propose the use of the WordNet
database, where a term is associated with a code named synset offset. This code
is represented by an 8 digit decimal integer. In this way, an appropriate pattern-
codification schema can be achieved because all terms can be codified with an
invariant-length code.

However, most of the terms represented in WordNet are single words, not
collocations. For example, in English WordNet 1.6 the term Semantic Web is not
a collocation. This is a problem for term codification that is addressed assuming
the collocation as two independent words. Then, a triplet term can be represented
as a pair of codes, whose values will vary if the term has a) a single word: the
term code will be formed by the synset code associated with the word, including
an 8-zero-code in the first position, representing the absence of another word;
b) two words: the term code will be formed by the composition of a synset code
associated with each word.
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Fig. 2. ANN-based ontology-matching model and its training patterns example

The proposed model uses the standard backpropagation algorithm for super-
vised learning, which needs {input/output target} pairs named training patterns
[8]. They are formed by showing to the model, during training, an input pattern
of the form: InputPattern = <rdf:subject; rdf:predicate; rdf:object>,
with its corresponding target value, indicating to which domain is belongs:
OutputPattern = <Dx; Dy; Dz> (see Figure 2).

The training data are normalized into the activation function domain of the
hidden neurons, before entering the model, since this significantly improves train-
ing time and model accuracy.

3.3 Training Example

A simple example of one training pattern is presented in figure 2. Considering the
ontologies of figure 1, a training pattern indicating that the triplet <project; is-
about; ontologies> can be found on the Domain B ontology but not on A or C is:
InputPattern=<project;is-about;ontologies>and TargetPattern=<0;1;0>.

This means that, given the fact that there are projects in the domain B
whose research interest is about ontologies, its corresponding triplet would be
<project; is-about; ontologies> and its corresponding output target would
be <0; 1; 0>: only the second vector value (that represents Domain B) is equal
to 1, indicating that this triplet can be found on domain B ontology.

The Figure 2 shows also the triplet codification. The code related to is-about is
formed by is code 01811792 and about code 00006065: <01811792; 00006065>.
For project the code is formed as a combination of zero and 00508925:<00000000;
00508925>. In summary, this training pattern would be:
InputPattern= <<00000000;00508925>;<02579744;00006065>;<00000000;
04680908>> and TargetPattern = <0;1;0>.

An interesting fact related to the use of different language ontologies arises as a
consequence of using the WordNet database for triplet term codification. Because
all of the words and their translations are codified with the same code in the
WordNet database, the process of identifying the right domain for a particular
triplet can be significantly improved. There is some sort of automatic triplet
expansion and translation as a consequence of using the WordNet codification
scheme for ANN model training. That is to say, a term in a triplet has the
same code in English WordNet as well as in Spanish WordNet. For example, the
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English term project and its Spanish translation proyecto has the same code:
00508925. Using this unique code, it is possible to consult all domains, without
taking each domain language into account. Similar conclusions can be drawn in
the case of synonyms.

4 Evaluating the Proposed Strategy against H-Match

Results of an experience using the ontologies shown in Section 2, the WordNet
use for codifying triplet terms from the original queries, and the ANN-based
ontology-matching model application are reported in this section.

One very important aspect of evaluation is the data set used for the testing.
Datasets for matching ontologies are not easy to find. One problem is that they
require public and well-designed ontologies with meaningful overlap. The data
sets made for OAEI 4 (Ontology Alignment Evaluation Initiative) campaign can
be considered as correct by construction but they are not realistic nor very hard.
In addition, all data sets defined for evaluating matching algorithm are composed
by a pair of ontologies. In contrast, to evaluate the proposed method more than
two ontologies are required[9].

The MLP model parameters are set according to typical values, randomly
initialized. The number of input neurons for the MLP model is set to 6, consid-
ering a double-code for each triplet term. The hidden layer neuron number is
set empirically, according to the training data and the desired accuracy for the
matching. At the output, there is a specialized output neuron in the model for
each domain. The allowed values for each output neuron are 1 or 0, meaning that
the neuron recognizes or not a concept belonging to the domain it represents.

The ANN-based ontology-matching model is trained with each domain ontol-
ogy RDF-annotations and their corresponding instances. Since we need a popu-
lated ontology, we have semantic annotated three different web pages obtaining
134 patterns for the ANN model training.

It is difficult to make a comparison of our proposal against others matching
algorithm due to the fact that most matching algorithms work on structured
ontologies. That is to say, as we need a populated ontologies to train our model,
we cannot apply any of the matching algorithms to the problem because they
are focused on structured ontologies evaluation.

4.1 Comparison Results with H-Match Algorithm

The proposed ANN-based ontology-matching model has been compared with
the H-Match [10], an algorithm for matching populated ontologies by evaluating
the semantic affinity between two concepts considering both their linguistic and
contextual affinity.

In order to use this algorithm, a probe query (one word) is sent to each do-
main, which applies the algorithm to determine whether it has concepts match-
ing it or not. The six examples are later evaluated domain by domain setting
4 http://oaei.ontologymatching.org/
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Table 1. Ontology-matching results comparison

Query Domain ANN − model H − Match

1) <fellow,interest,semanticWeb> A A A

2) <miembro,tema,gobierno> C C A,C

3) <project,is-about,ontologies> A,B A,B A,B

4) <researcher,topic,web> B C A,B,C

5) <-,-,semanticGrid> A A A,B,C

the algorithm parameters as: matching model = intensive, mapping = one-to-
one, adopts inheritance = false, empty context strategy = pessimistic, matching
strategy = standard (asymmetric) and weight linguistic affinity = 1.0.

The H-Match algorithm provides a semantic affinity value (Si,D) for each
triplet-term i compared with each domain ontology D. These values are com-
bined to obtain an average matching measurement (Av) for each complete triplet
ti,j,k against a domain ontology, according to Av(ti,j,k,D) = Si,D+Sj,D+Sk,D

3 . To
determine if the triplet can be indicated as belonging or related to the analyzed
domain D, the semantic affinity measurement Av(ti,j,k,D), as well as two of the
semantic affinity values, have to be higher than an empirically set threshold of
0.7. If both conditions are satisfied, the triplet ti,j,k is considered to be ”matched”
to the domain ontology D.

The results of the analysis of the ANN-based model against H-Match al-
gorithm are reported in Table 1. The first column indicates the triplet query
considered in the test and the second column indicates which domain it should
be associated with. The third column reports the results obtained from the use
of the proposed ANN-model for the ontology-matching task, while the fourth
column reports the results from the use of the H-Match algorithm.

From the results shown in Table 1, it can be stated that the proposed model
can be quite accurate for indicating potential domains that can answer a query,
compared to a traditional matching algorithm. Note that the query triplet 3)
<project,is-about,ontologies> has a translation in both domain A and domain
B ontologies, and in fact the ANN model indicates that the domain ontologies
of A and B contain some ontology labels or instances that are similar to the
presented request.

Another interesting test queries are 2) <miembro, tema, gobierno> and 4)
<researcher, topic, web>. As can be noted, the two first triplets components
are translations of the same words and the ANN-based model provides the same
answer for both cases, showing the advantage of using a codification scheme for
words which is independent of the language. However, here the neural model
shows a flaw: the domain C is indicated as the final result because it is the
last domain examples the ANN model has seen during the training process. It
is an indication that some procedure must be used during training for assuring
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model independency of trainingg patterns order, such as bootstrapping, cross-
validation or leave-one-out algorithms. For all the remaining tests, the ANN-
based ontology-matching model has provided satisfactory results.

5 Conclusions

The ontology-based knowledge source discovery on the Semantic Web, focused on
discovering distributed knowledge sources from a user query using ANN models
and WordNet multilingual database, was experienced in this paper. Using the
Wordnet multilingual database for codifying the triplet terms, extracted from the
user query, some sort of automatic triplet expansion and translation arose, which
improved the traditional search task. This codification also allowed appropriately
representing the ANN-based ontology-matching model input data. This paper
has shown the benefits of including an ANN-based ontology-matching model
inside a KSD agent, whose capabilities for discovering distributed knowledge
sources have been improved. In addition, the combination of ANN with WordNet
has clearly made the system much more efficient.
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Abstract. This paper presents the initial steps followed in order to build an on-
tology about robot navigation (including specifically alternative navigation al-
gorithms). Tackling the problem from general to specific, we start analyzing the 
desired behavior for generic mobile robots, in order to get common tasks and 
methods. Then, we fix our attention into the agricultural spraying robot devel-
oped in the University of Almeria by a multidisciplinary team. Because the field 
of robot navigation is consolidated, there are many algorithms (methods) to per-
form same activities (tasks). Our goal is to build an ontology including all this 
alternative methods, applying the dynamic selection of methods to make deci-
sions in real-time depending on the environment conditions. Here we show the 
task-method diagrams with the parameterized description of some of alternative 
methods, using Fitorobot as testing case. 

Keywords: Knowledge management, Ontology, Dynamic selection of methods, 
Path planning, Spraying robots. 

1   Introduction 

For a long time, research centers and universities have been looking how to facilitate 
human work (releasing humans of the most dangerous tasks), applying robotic tech-
niques. In this sense, and given that most of the tasks require human displacements, it 
is required to design robots that incorporate navigation algorithms. One of the main 
income sources of the Province of Almeria is agriculture. In this context, a multidisci-
plinary research group of the University of Almeria is working in the design of a 
mobile robot (called Fitorobot) that permits movement between lines of crop, and the 
performance of several greenhouse tasks such as spraying, pruning, and crop transport 
(see Fig. 1).  

Initially, in order to control the robot navigation we considered two different ap-
proaches: a map-based deliberative technique and a pseudo-reactive technique. These 
approaches could be integrated as a two levels decision tree. At the first level it is 
fixed the task to be performed in order to reach the final objective (when it is required 
this decision). In the second level, it is selected the best method in order to achieve 
the objectives of the task (different methods suppose alternative ways to reach the 
task goal). The general idea is to assemble a navigation model of the mobile robot as  
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Fig. 1. Lateral view and back view of the mobile robot Fitorobot into a greenhouse 

general as possible, deciding between the different navigation alternatives on the fly. 
In order to do this, we must build a general ontology of navigation algorithms (and 
their components), that including all the tasks and methods, would constitute a battery 
of parameterized navigation elements as general and complete as possible. 

2   System Description 

Our testing robot, Fitorobot, has a differential-drive mechanism of locomotion. The 
system is composed of two rubber-tracks, which provide a larger contact surface with 
the soft ground of the greenhouses, making it more robust and stable. This robot has a 
mass of 756 kg (with the spray tank full), and it has appropriate dimensions for the 
typical corridors of greenhouses in south-eastern Spain. It is driven by a 20-hp gaso-
line engine. It also has a low-cost sensor system, including low-distance ultrasonic 
sensors, middle-distance ultrasonic sensors, magnetic compasses, incremental encod-
ers, radars, and security sensors (see Fig. 2a). Furthermore, for spraying control, a 
pressure sensor has been installed. 

About the navigation techniques, it starts evaluating if it is accessible a map of the 
greenhouse; in this case it applies a deliberative method. On the other hand, when 
there is no map, a pseudo-reactive algorithm is used. Moreover, a sensorial map is 
built along the path, to be employed by the deliberative method in later runs. The two 
previous approaches utilize a security layer to avoid collisions; this layer uses on/off 
sensors. Finally, it has a low-level (servo) control layer composed of two PID control-
lers that regulate the speed of the tracks. Fig. 2b shows the navigation strategy schema 
for the mobile robot proposed in [1] by R. González et al. 

Greenhouses are structured environments where the distribution of plants is at least 
partially known. The main obstacle to the movement of mobile robotics in green-
houses is related to the fact that navigation algorithms should take into account unex-
pected events (humans working in the greenhouse). Furthermore, appropriate filters 
for the sensor readings, and robust navigation strategies should be examined. 
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Fig. 2. Fitorobot: a) Sensorial system and b) Navigation strategy implementation (after the 
integration of the different methods, including lower level security) 

3   Methodology 

The knowledge model, about the navigation of mobile robots described in this works, 
was assembled using some elements of the CommonKADS methodology and the 
dynamic selection of methods (DSM). Now, we are going to introduce those tech-
niques and a short resume of the navigation algorithms included in the system. This 
knowledge model, despite it has been developed for Fitorobot, is general. 

3.1   Path-Planning Algorithms (Methods) 

From the highest point of view, planning the movements of a mobile robot can be 
done using two main approaches: global (deliberative) techniques and local (reactive) 
techniques. First group requires the knowledge of the robot environment, second 
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 group do not. In our work case, as the robot is moving into a given environment, a 
greenhouse, it would be possible to apply the global approach; but, some alterations 
(as a box in the path) force the application of a combination of map based algorithms 
with reactive ones.  

Fig. 3 shows most usual movement planning algorithms, classified following the 
previously given dichotomy: global and local planning algorithms. [2] offers a short 
description of these algorithms with a tool that let us to observe their behavior in 
different situations in a fully interactive way. This way it has been possible to evalu-
ate the suitability of the different methods for the specific situations to be used in the 
process of dynamic selection of planning methods. 

3.2   CommonKADS Methodology 

The CommonKADS methodology was consolidated as a knowledge engineering 
technique to develop knowledge based systems (KBS) at the beginning of the 90’s 
[3]. It includes a kernel set of models, which are summarized in Fig. 4a. In our case, 
we have worked in the knowledge model and specifically in the assembling of tasks, 
methods, inferences and domain knowledge elements, as presented in Fig. 4b. 
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Fig. 4. CommonKADS models: a) Set of models, b) Knowledge model components 

The most representative tools to model the problem solving mechanisms are the 
Task-Method Diagrams (TMD), that present the relation between one task to be 
 performed and the methods that are suitable to achieve this task, followed by the 
decomposition of these methods in subtasks, transfer functions and inferences (final 
implemented algorithms), as shown in a general way in Fig. 5. The main problem to 
be solved is represented by the highest level task [4]. 

3.3   Dynamic Selection of Methods 

A given task can be achieved by more than one method, and these can be applied 
only in specific environmental conditions. This way, it would be required that the 
robot selects one of the suitable methods on the fly (using data received from its 
sensors).  
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Fig. 5. Simple TMD 

Table 1. Suitability criteria of 4 alternative methods (for path-planning) 

Algorithm Minimum distance Computing time Obstacle proximity 
Wave-Front 1 1 3 
Voronoi Diagram 2 2 1 
Cell Decomposition (Quadtree) 2 2 4 
Irregular Cell Decomposition 1 3 4 

We proposed to assemble a general decision module that, taking account of the 
suitability criteria defined for each alternative method and actual data, would activate 
the most adequate method. These suitability criteria are assigned weights whose val-
ues can be update both manually and automatically [5]. Table 1 shows the main suit-
ability criteria for the methods that compute the most adequate path for the spraying 
task in a partially known greenhouse. The cost function considers the three criteria, 
using a higher weight for the third one (it is the most relevant); when there are near 
obstacles are preferable last two methods, if we have enough computing time. This 
technique was used previously in configurational design of greenhouses and aeronau-
tic conformation pieces as described in [5]. 

4   Modeling the Navigation System 

Modeling the knowledge, we try to explicit all the knowledge implicit in the texts 
written by field experts (in our case, the navigation of mobile robots). Assembling 
these models required of an intensive bibliographical evaluation. 

We propose a generic knowledge model about the navigation of robots, based in 
the CommonKADS methodology (mainly some modeling tools) and the dynamic 
selection of methods, to be used by the navigation subsystems of mobile robots. From 
a general point of view, within this area, we can find a huge casuistic, given different 
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environment characteristics (as the different obstacles) and the kinematic, dynamic 
and sensorial characteristics of the robot. As an extreme example, we could find dif-
ferent types of obstacles less o more “dangerous” for the robot (e.g. a less stable ob-
jects could easily fall on the robot when contacting it, causing different damages). For 
this reason, the knowledge model must include a very detailed specification of each 
one of the elements involved in the navigation tasks, in order to offer the robot the 
most appropriate alternative for each particular situation. 

This model of knowledge starts from a global problem, that it is navigating in its 
specific environment in order to achieve a specific objective (this is therefore the 
main task of our model). Achieving this general objective, under the specific condi-
tions of the system (in this level the availability of a map of the environment, that 
means that it is known or not), can be done activating two initial alternatives: global 
or local methods. First group supposes calculating an efficient path using a specific 
criterion (minimum distance, maximum distance to obstacles,...), rising new tasks 
(second order tasks). The second group of methods may require the application of an 
exploration task (recognition of the environment to generate a map) or the application 
of a task that starts the navigation of the robot detecting and avoiding obstacles on the 
road. If it is explored the environment, generating a map, the global method previ-
ously described would be applicable. As the description of this model is huge, Fig. 6 
shows the higher level elements of the associated TMD. 

The “Traverse-along-a-Path-Segment” task repeats iteratively the two subtasks that 
compose it, the “Planning-of-Path-Segment” and “Tracing-Calculated-Path-Segment” 
tasks, strictly in this order until reaching the goal position or finding that it is unat-
tainable. This iterative execution of a task is represented by an * on the top right of 
the task symbol. 
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The Convex-Hull inference evaluates the convex boundary for an obstacle or set of 
obstacles. It is used when the system detects an obstacle or set of obstacles near the 
robot with any concave vertex in its boundary. As shown in the CML description of 
this inference, this algorithm is not executed when the robot is located or must access 
an area inside a concave region of the obstacle (in order to avoid the inclusion of the 
trajectory inside the virtual object. 

Dynamic selection of methods is applied, for example, in the task of calculation of 
the efficient path. In this case, we show only two alternatives (from the wide set of 
alternatives found) for the achievement of the task goal; these alternatives have been 
assigned a set of suitability criteria and associated weights. These suitability criteria 
and weights let the system to decide which method must be activated. 

As proposed in CommonKADS, the different elements (tasks, methods and infer-
ences) of the previously defined TMD are modelled using CML schemas. These 
schemas formalize all the knowledge associated to each one of these elements. Next, 
we show some relevant parts of an inference used in the diagram. This is used to 
model one process (algorithm) that let the robot to reach some partial goal. 

A simplified description of the Convex-Hull inference would be: 

INFERENCE Convex-Hull; 
OPERATION-TYPE: calculate; 
ROLES: 
INPUT: 
visibility-graph: 
"formal description of a graph, that represents all the 
vertices of the obstacles and the initial and final  
configurations; these vertices are matched according to 
their visibility, ie whether the line that connects them 
do not intersect with any other obstacle"; 

OUTPUT: 
convex-visibility-graph: 
"formal description of the visibility graph, representing 
the obstacles as convex polygons; if the initial or final 
configuration is included into a concave area of an  
obstacle, this inference is not applicable"; 

SPECIFICATION: 
"1. Look for the vertices with higher and lower values of 
x and y (4 vertices). 
2. Order all the vertices by increasing value of x. 
3. Select the vertex with the lower value of x (x

min
). Put 

it in a stack and look for the extremes between vertices 
x
min
 and y

min
. 

a. Compute the slope of all the lines that start from 
the vertex which is at the top of the stack and go to 
all the vertices that are at the left of y

min
 and right 

and below of that located on top of stack. 
b. Select the vertex associated to the line with the 
more negative slope, and put it in the stack. 

4. Repeat step 3 with the new vertex on the stack until 
the vertex corresponding to y

min
 would be put on the stack. 

5. Repeat steps 3 and 4 drawing the lines between the y
min
 

and x
max
 vertices, looking for the vertices on the right of 

y
min
 and on the left and down of x

max
 with minimum positive 

slope. 
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6. Repeat steps 3 and 4 drawing the lines between the x
max 

and y
max
 vertices, looking for the vertices over x

max
 and 

right and down of y
max
 one, with maximum negative slope. 

7. Repeat steps 3 and 4 drawing the lines between the y
max
 

and x
min
 vertices, looking for vertices down of y

max
 and on 

the right and over the x
min
 one, with minimum positive 

slope" 
END INFERENCE Convex-Hull; 
 
This way, the CML schemas of all the elements (task, methods, inferences and trans-
fer functions), that configure the TMD for robot navigation, are assembled. 

5   Conclusions and Future Works 

Main objective of this work was to present a dynamic mechanism to order the differ-
ent/alternative algorithms for robot navigation. Main advantages were to facilitate 
further addition of new algorithm that could be developed in the future, and the capac-
ity of deciding on the fly the most adequate to be used in specific conditions (in a 
general way). We present a general planning system that would decide the most ade-
quate algorithm to be used, selecting one method from our repository of well param-
eterized methods. 

In order to evaluate the proposed mechanisms of dynamic selection of methods in 
robotics, actually we are preparing the use of these techniques in the field of social (or 
sociable) robots, where there are much more application opportunities with wider and 
more complex alternatives. 
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Abstract. Self-managing databases intend to reduce the total cost of

ownership for a DBS by automatically adapting the DBS configuration

to evolving workloads and environments. However, existing techniques

strictly focus on automating one particular administration task, and

therefore cause problems like overreaction and interference. To prevent

these problems, the self-management logic requires knowledge about the

system-wide effects of reconfiguration actions. In this paper we therefore

describe an approach for creating a DBS system model, which serves as

a knowledge base for DBS self-management solutions. We analyse which

information is required in the system model to support the prediction

of the overall DBS behaviour under different configurations, workloads,

and DBS states. As creating a complete quantitative description of exist-

ing DBMS in a system model is a difficult task, we propose a modelling

approach which supports the evolutionary refinement of models. We also

show how the system model can be used to predict whether or not busi-

ness goal definitions like the response time will be met.

1 Introduction

For several years, researchers and DBMS vendors have developed self-manage-
ment functions for particular DBMS components or administration tasks. Thus,
commercial DBMS today typically provide an index advisor, autonomic mem-
ory management, and automated maintenance functions. These self-management
approaches usually follow the feedback control loop (FCL) pattern, where a
controller continuously monitors a resource via sensors, analyses the observed
information, and immediately performs necessary reconfigurations via effectors.

Already at an early stage of autonomic DBS technology development it has
been noticed [1] that adding FCLs to a DBS entails severe problems. These
problems are primarily caused by the fact that the FCLs lack knowledge about
the components they manage: First, they cannot predict the performance effect
of planned reconfigurations on the managed resource. Autonomic memory man-
agement, for example, “guesses” the required memory adaptations in small steps
of fixed size. This trial-and-error bears the risks of overreaction, because DBS
reconfigurations may require a long time before the reconfigurations take effect.
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Second, the FCLs lack knowledge about the system-wide effects of their reconfig-
urations. For example, an autonomic connection management may increase the
number of DB agents to improve the overall system throughput. However, this
decision may also affect the performance of other components, as it reduces the
memory available for the system buffer. The lack of knowledge about side-effects
causes interference between the decisions of the FCLs. Third, the relationship
between the performance of the managed component and system-wide goals
(e.g. response time, availability) is unknown to the FCLs (goal-independency).
Knowledge about the relationship to system goals would allow the FCLs to re-
strict expensive reconfiguration analyses to situations when they are actually
required.

In this paper we present an approach towards system-wide, goal-driven DBS
self-management. In particular, we identify the knowledge that is required to
prevent the problems of overreaction, interference and goal-independency. We
propose the usage of a system model, which serves as a centralized knowledge
base for the self-management logic. By choosing the graphical modelling language
SysML for the system model, our approach is designed to be used for existing
DBMS. We show how knowledge about both the structure and the behaviour of
the DBMS can be expressed in this model, and how the system model can be
extended by objective functions that can be evaluated against goal definitions.

The paper is structured as follows: Section 2 discusses the necessary system
model contents and the relevant goal types. In Section 3 we describe how a system
model can be created for existing DBMS, using IBM DB2 as an example. The
objective functions for the goal-driven optimization is subject of Section 4. We
discuss related work in Section 5 before we conclude with an outlook in Section 6.

2 Goal-Driven Self-Management

In order to reduce the operation and maintenance costs, DBS should automat-
ically consider the users’ performance requirements (goals) during query pro-
cessing, e.g. by treating queries with high priority preferentially. However, as no
existing DBMS provides this functionality, our objective is to create an external
self-management logic, which can be applied to existing DBMSs. Hence, meet-
ing the goals must be accomplished by using the existing configuration options
of a DBMS only. For this purpose, it is essential for the self-management logic
to maintain a system-wide view on the DBS. As shown in Fig. 1, the workload
and the state of the DBS must be continuously monitored by a self-management
logic. The workload provides information on how a DBS is used in its particular
environment (e.g. CPU usage, SQL trace). The state information refers to inter-
nal characteristics like the average response time or the accuracy of optimizer
statistics. The self-management logic must compare the current state of the DBS
to the goals defined by a DBA, and start a reconfigurations analysis when there
is a risk of missing the goals. For the decision on which reconfigurations will meet
the goals under the current workload, the self-management logic needs detailed
knowledge about the DBS. We refer to this knowledge as the system model.
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database system

self-management logic

sensor sensor
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knobs

effector

phys. design
workloadDBA

Fig. 1. DBS Self-Management Overview

From the knowledge stored in the system model, it must be possible to decide
how the computing resources must be shared amongst the DBMS components.
In addition, the self-management logic must be able to assess configuration alter-
natives (access paths, number of bufferpools, tablespace design, ...) in a specific
environment. So the system model must comprise two main parts: a Hardware
Model describing the available computing resources, and a DBMS Model describ-
ing the DBMS components and their behaviour. It is the task of self-management
logic to evaluate the knowledge stored in the system model in order to decide
which reconfigurations are necessary to meet the goals. Hence, the system model
must also comprise goal functions. These functions must quantitatively describe
the values expected for the goals response time, throughput, CPU/disk usage,
availability, and operation costs, depending on the DBS configuration.

3 System Model

In the following, we describe our approach for storing the knowledge for DBS
self-management in a system model. Section 3.1 first identifies the necessary
model contents, before Section 3.2 describes the selected modelling technique.

3.1 Model Contents

As described in Section 2, the system model stores knowledge about the structure
of the DBMS and the available hardware. The DBMS model is hierarchically
structured (see Fig. 2), where every level refines the component structure. For
every component the sensors, effectors and constraints must be defined:

As the sensor data must be read and interpreted by the self-management logic,
the DBMS model must describe how the sensor value can be retrieved (avail-
ability, e.g. from system catalogue). Furthermore, the meaning of the sensor
information (semantics, e.g. counter, or high water mark), and its type (work-
load or state) have to be defined. For effectors it is necessary to describe their
type (e.g. configuration parameter, physical design, maintenance function) and
whether they can be manipulated online (changeability). The effector values of
DBMS components in many cases may not be changed arbitrarily, but are subject
to constraints. For example, there usually are rules for the allowed values (do-
mains). In addition, configuration parameters of one component may depend on
configuration values of another component (dependencies). The most important
constraints for the automatic deduction of reconfiguration actions is the descrip-
tion of the expected behaviour of the component. It must be described in terms
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Fig. 2. DBMS- and Hardware-Model

bdd DB2 Model [Structural Composition]

«block»
Connection Mgr

«block»
Rel. Data Services

«block»
Data Mgmt Services

: Agent: Catalog : Optimizer

: Run-Time Interpreter

: Table Mgr

: Index Mgr

: Data Protection Services

: Lock Mgr : Logging
: Bufferpool Mgr

«block»
Operating System Services

Fig. 3. DB2 Structure Example

of a mathematical model of the component, which quantifies the performance
of the component depending on its sensor and effector values. Only then it is
possible for the self-management logic to predict the effects of reconfigurations.

It is important to note that the description of the logical and physical design
of a DBS is not part of the DBMS model. This information is instead available
from the system catalogue as sensor information, and it can be adapted via
effectors in order to influence the performance of the DBMS components.

The hardware information in the system catalogue usually does not provide in-
formation on the performance characteristics and costs of using a particular piece
of hardware. However, this information will be required by the self-management
logic in order to minimize computation cost, while meeting the performance
goals. Hence, a separate hardware model must be maintained. This model will
also allow the explicit representation of resource competitions between DBMS
components (illustrated as dotted arrows in Fig. 2).

3.2 DBMS System Modelling

Due to the complexity of today’s commercial DBMSs, a complete and exact
mathematical model of the system behaviour is not feasible. But as noted by
Weikum et al. in [1], even an approximate, coarse-grained model would be a step
ahead. Hence, our approach towards a system model is to create a model outside
of the self-management logic. In contrast to implementing the knowledge about
the system structure and behaviour directly in the logic, placing it in a separate
model has the advantage that it can be easily extended, refined and adapted. So
a very coarse-grained model can be created in a first step, containing the most
important components, a subset of their actual sensors and effectors, and an
approximated quantification of their behaviour. After this model has proven to
sufficiently well predict the system behaviour, it should be refined incrementally.

For the definition of a system model we have chosen the SysML modelling lan-
guage [2], because it allows the representation of all the required model contents
identified in Section 3.1. SysML has been designed to support the specification,
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bdd DB2 Model [Sensors and Effectors]

«block»
Connection Mgr

«block»
Data Mgmt Services

connections_top : ConnTopSensor
appl_cur_cons : ApplSensor

max_appls : MaxApplEffector
maxcagents : MaxAgentsEffector

tb_reorg_req : ReorgSensor
logical_reads : LogReadsSensor

create_index : IndexEffector
bufferpool_sz : 
BufferpoolEfector

«block»
ConnTopSensor

source : Availablility = SystemMonitor
meaning : SensorValue = HighWaterMark
type : SensorType = Workload 

Counter
HighWaterMark
CurrentValue

«enumeration»
SensorValue

Fig. 4. Sensors/Effectors Example

bdd DB2 Model [Constraints]

«constraint»
DBS Memory

«constraint»
Agent Memory

{dbs_mem = 
db_global_mem + 
num_agents * agent_mem }

agent_mem = 
sort_heap + stmt_heap + 
appl_heap +  query_heap 

«constraint»
Hitratio Prediction

{pred_hitratio = 1 - e 
- k * size

}

«constraint»
Appl Queuing Time

{ queueing_time = 
1 / (a * max_agents – b* appls) –
1 / (a * max_agents) }}

Fig. 5. DB2 Constraints Example

analysis, design, and validation of a broad range of systems and systems-of-
systems, including hardware, software, information, and processes aspects [3].
For the definition of the structure of the system as well as the constraints on
effector values we use block definition diagrams and internal block diagrams. For
the quantification of the system behaviour we employ parametric diagrams.

We illustrate the usage of SysML for the definition of DBS system models
by describing an exemplary model for IBM DB2. A coarse-grained structural
model of DB2 is given in terms of a SysML block definition diagram in Fig. 3. It
shows the hierarchical structure of the main DB2 components: The Connection
Manager handles the connections to client applications by assigning Agents to
them, which execute the SQL statements in the DBS for the client. The agent
passes the statements to the Relational Data Services, where execution plans
are created for them using the Optimizer and System Catalog. These plans are
executed in the Run-Time Interpreter, where they use the Table Manager and
Index Manager components of Data Management Services to retrieve the data.
The Table Manager and Index Manager request the necessary pages from the
Bufferpool Manager, which accesses the files on disk via the Operating System
Services. Isolation and Durability are ensured by the Data Protection Services.

The block diagrams in Fig. 3 are well suited to depict the structural composi-
tion of a DBMS. For the definition of the components’ sensors and effectors we
use an additional block definition diagram. Examples for sensor and effector def-
initions of DBMS components are given in Fig. 4. The Connection Manager, for
example, has a sensor connections top for the highest observed number of client
connections. Every sensor and effector has to be represented by a separate block
in the model, as specific characteristics must be stored (e.g. ConnTopSensor).

In addition to the structural information about DBMS components, the DBMS
model has to describe the effectors’ domain constraints, dependencies, and the
component behaviours. For these purposes the SysML ConstraintBlock element
is used. The left part of Fig. 5 shows an example for two constraints DBS Mem-
ory and Agent Memory, which define the dependencies between the sizes of
different memory areas. It shows that the memory available in the DBS global
memory (e.g. bufferpools) depends on the number of agents. The right part of
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par DB2 Constraints

ConnectionManager.
connections_top

ConnectionManager.
maxcagents

:Appl Queuing Time

:Agent Memory

Memory.
available

... ... ... ...

:Global Memory

... DMS.bp_size ...

:DBS Memory

Fig. 6. Constraints Instances

bdd DB2 Model [Goals]

«constraint»
Response Time

«constraint»
Agent Provisioning Time

{resp_t = agent_prov_t +
stmt_compile_t + 
stmt_exec_t }

agent_prov_t = appl_queue_t
+ agent_assign_t

«constraint»
Agent Assign Time

par DB2 Constraints [Goals]

: Response Time

... ...: Agent Prov Time

... : Appl
Queuing Time

: Agent Assign 
Time

ConnectionMgr.
POOL_T

ConnectionMgr.
CREATE_T

ConnectionMgr.
maxcagents

ConnectionMgr.
connections_top

Fig. 7. Objective Functions Example

Fig. 5 depicts two examples for the quantification of the behaviour of DBMS
components: The Hitratio Prediction quantifies the expected hitratio for buffer-
pools depending on their size. The average time applications have the wait for
an agent is approximated by Application Queuing Time.

To evaluate the knowledge about dependencies and component behaviour in a
DBMS, the parameters of the constraints have to be mapped to the correspond-
ing sensors and effectors. This task is the subject of the SysML parametric
diagram shown in Fig. 6. A self-management logic evaluating this model would
find that the expected application queuing time could be reduced by increasing
the number of agents (maxcagents). However, as this effector is also subject to
the DBS Memory constraint, the logic would have to find a trade-off.

4 Objective Functions

The system model described in Section 3 serves as a knowledge base for the self-
management logic. It predicts the behaviour of the system under different DBS
configurations. However, in order to decide whether or not the goals defined by a
DBA will be met, the description of the system behaviour must be related to the
goal definitions. Hence, we extend the system model by objective functions. These
are modelled as additional constraints and represent the business goals response
time, throughput, resource usage, availability and operation cost. Each of these
objective functions must quantitatively describe how its value depends on the
DBS configuration. The block definition diagram in Fig. 7 illustrates an example
for a Response Time constraint, which is quantified as the sum of the waiting
time for an agent (agent prov t), the time required to determine an execution
plan (stmt compile t) and the time for executing the plan (stmt exec t). In order
to be able to actually predict the goal values, these objective functions must be
refined until they depend only on sensor and effector values. For this purpose
it is possible to either re-use the component behaviour descriptions, or add new
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constraints. An example for objective function refinement is described for the
response time goal in Fig. 7: In the block definition diagram we first define two
additional constraints Agent Provisioning Time and Agent Assign Time (time
for assigning an agent depending on whether or not an agent is available in the
pool). These constraints are then used in the parametric diagram in a hierarchy
of constraint instances, which define how the response time depends on a set
of sensor and effector values. As shown in this example, the objective function
constitutes the top of the constraint hierarchy, whereas the leaf nodes must be
sensors and effectors described in the system model.

With the objective functions being defined in the system model, the task
of self-management is to find an optimal set of effector values such that the
function values are minimized (e.g. response time, operation cost) or maximized
(throughput, availability). So the challenge of self-management is to find an op-
timal set of effector values for several, possibly opposing, objective functions.
Generally speaking, the self-management has to determine an optimal configu-
ration x for an objective vector F (x ) = (f1(x ), . . . fk(x )), where f1(x ) to fk(x )
define objective functions. In addition, it has to take into account the constraints
on effector values. Finding a solution to this type of problem is the subject of
multi-objective optimization (e.g. [4]).

5 Related Work

Research in the area of self-managing database systems focuses on the automa-
tion of individual administration tasks like memory management ([5]) or on-line
index selection [6]. These autonomic functions do not consider relationships to
other autonomic managers, side-effects, or high-level goals. Recently, also works
on meeting response-time goals for multiple service classes in DBS have been
published ([7], [8]). These approaches strictly focus on admission control for
queries, and do not consider the adaptation of the DBS configuration.

Models with quantitative descriptions of the managed resource behaviour by
now have only been used for bufferpool management in DBS. These models are
used to predict the bufferpool hit ratio ([9], [10]) depending on the bufferpool
size, thus allowing the definition of target service times for individual page re-
quests. Brown et al. extend their bufferpool hit ratio prediction model in [11]
by making the simplified assumption that there is a linear dependency between
the hit ratio and the overall DBS response time. Unlike our approach, all quan-
titative models for DBS strictly focus on the bufferpool component, and do take
into account the influence of the other DBS components and configuration pa-
rameters on the overall DBS perfomance.

The Common Information Model [12] provides standardized management of
IT systems, independent of the manufacturer and technology. Among others,
CIM defines an abstract model for database systems. However, the CIM da-
tabase system model only describes general information about the DBS, like
the instance name, version, the responsible DBA, and the current values of
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configuration parameters. The internal structure of the DBMS and a quantitative
description of the system behaviour are not part of the model.

The IBM Autonomic Computing Toolkit (ACT) [13] stores information about
the resource managed by an autonomic manager in a resource model. This re-
source model uses CIM classes to define the properties of resources, and stores
additional information like check cycles, thresholds, and dependencies. However,
reconfigurations cannot be automatically derived from the model, but a decision
tree script must be provided, which implements this knowledge.

In order to realize self-management of complex IT infrastructures, rule-based
frameworks like Accord [14] and iManage [15] have been developed. Like the
ACT, these frameworks require the system administrator to define a set of
actions and the conditions under which they are fired. The same approach is
taken in policy management frameworks like [16]. So the decision about which
reconfigurations have to be performed in order to meet business goals is not
derived from a quantitative behaviour description. To overcome this limita-
tion the Accord framework has been extended with a Limited-Look-Ahead-
Controller [17]. However, the controller is limited to the optimization of a single
objective function, and does not allow the creation and refinement of a system
model.

In the area of web service composition there has been research on the usage
of multi-objective optimization in order to meet SLAs, e.g. in [18] and [19]. De-
pending on the QoS requirements, multiple concrete web services are composed
to realize an abstract business process. Compared to databases, the objective
functions for web service composition are rather simple and the configuration
alternatives are limited. However, the results show that using multi-objective
optimization for meeting business goals is a feasible approach, and therefore
encourage our research in applying these techniques to databases.

6 Conclusions

Currently the knowledge about the sensors and effectors in a DBS, the rules that
apply to their values, and their expected effect on the system behaviour is either
documented in manuals or the experience of the DBA. Representing this knowl-
edge in a system model allows the creation of a system-wide self-management
logic, which can consider the dependencies between reconfiguration actions. In
addition, the quantitative description of the system behaviour can be used to
ensure that business goals are met. As creating an exact quantitative model of
today’s complex DBMSs is a difficult task, we have proposed a graphical mod-
elling approach, which allows the step-wise refinement of a coarse grained system
model. In the future we are going to realize various coarse-grained system models
for different DBMSs and evaluate the accuracy of their behaviour predictions.
By comparing the different system models, we are going to identify similarities
and common concepts, which will allow us the proposal of a domain-specific
modelling language for DBS system models.
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Abstract. Spatial database systems built on top of distributed and

heterogeneous spatial information sources such as conventional spatial

databases underlying Geographical Information Systems (GIS), spatial

data files and spatial information acquired or inferred from the Web,

suffer from data integration and topological consistency problems. These

issues make the globally-integrated spatial database incomplete, so that

effectively and efficiently answering range queries over such databases

represents a leading challenge for spatial database systems research. In-

spired by these motivations, in this paper we propose I-SQE (Spatial
Query Engine for Incomplete information), an innovative query engine

for answering range queries over incomplete spatial databases via mean-

ingfully integrating geometrical information and topological reasoning.
I-SQE finally allows us to enhance the quality and the expressive power

of retrieved answers by meaningfully taking advantages from the amenity

of representing spatial database objects via both the geometrical and the

topological level.

1 Introduction

In modern spatial database environments, data repositories collected and inte-
grated from different spatial information sources very often coexist. Conventional
spatial databases such as those underlying autonomous Geographical
Information Systems (GIS), raw data files storing geographical information, and
GIS-related Web pages are popular instances of these sources. Furthermore, the
proliferation of Web- and Grid-service-based applications and systems built on
top of spatial data repositories leads to an Internet-wide dissemination of spa-
tial information sources. This phenomenon makes dealing with integration issues
of spatial database systems more difficult. While the popularity of spatial data
repositories within modern complex information systems, such as Web, Grid and
P2P systems, is clearly an opportunity that puts the basis for further studies in
the field and, symmetrically, for the industrial proliferation of spatial database
systems, spatial data repositories collected and integrated from different spa-
tial information sources also pose several research challenges. These challenges
mainly concern with the presence of incomplete information [14,3,7] due to the
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heterogeneity of spatial data repositories according to several aspects, such as
data models, data formats, ranges of data domains, null values handling policies,
and so forth.

In heterogeneous spatial database environments like those illustrated above,
data integration is the first issue to be faced-off [5]. Data integration has been
extensively studied in the context of spatial databases (e.g., [6,10]). On the other
hand, another leading challenge in spatial database systems research is repre-
sented by the issue of extending the capabilities of conventional query engines
in order to make them able of dealing with the presence of several heteroge-
nous representations of spatial information (e.g., [18]), which very often arise
in actual GIS. This paradigm pursues the idea of representing the same spatial
information kept in spatial database objects according to different levels, or lay-
ers, in order to enhance the expressive power of both abstraction and reasoning
capabilities over spatial data. It should be noted that the latter one is a criti-
cal aspect in spatial database systems research, as modern complex information
systems are more and more heterogenous in nature and kind of underlying data
repositories, so that heterogeneous representations of spatial information arise
accordingly. As a consequence, spatial query engines interfacing these systems
have to cope with the deriving data integration issues.

Inspired by these considerations, in this paper we present I-SQE (Spatial
Query Engine for Incomplete information), a query engine for answering range
queries over incomplete spatial databases, like those that derive from integrating
distributed and heterogeneous spatial information sources. In particular, in the
context of I-SQE we investigate the problem of answering range queries over
spatial databases where spatial information is modeled and represented accord-
ing to two different levels, i.e. the geometrical level and the topological level,
respectively. Also, for a sub-set of spatial database objects stored in the target
spatial database interfaced by I-SQE, one of these two levels can be missing, so
that, as a consequence, incomplete spatial information occurs, and the spatial
database is incomplete. The main goal of I-SQE consists in devising intelligent
techniques for answering range queries over this kind of spatial databases while
overcoming incompleteness limitations.

In a conventional spatial database, spatial information is usually represented
by means of detailed geometrical properties of spatial database objects. This be-
cause geometrical one is the most complete representation one can provide about
spatial database objects. For instance, given a collection of spatial database ob-
jects, topological relations among these objects (e.g., containment relations) can
be derived from their geometrical properties. In I-SQE, we consider an applica-
tion scenario where spatial information can be incomplete, i.e. a sub-set of spatial
database objects is described by their topological relations with other spatial
database objects stored in the target spatial database, whereas the geometri-
cal information about these objects is missing. As a consequence, conventional
spatial query engines, which are based on the complete availability of geomet-
rical information about spatial database objects, are not able of effectively and
efficiently answering spatial queries involving such objects.
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To give an example, consider the simple case of a spatial database representing
streets of a given urban area, along their geometry (i.e., geometrical information
is available). Furthermore, assume that the spatial database also stores topolog-
ical relations about regional areas and streets, while the geometry of regional
areas is not known (i.e., topological information is available while geometrical
information is not available). The simplest case of topological relation is repre-
sented by the containment one, which models the fact that a regional area A
contains a set of streets {S0, S1, . . . , SN−1}, such that N > 0. If only the geomet-
rical layer is exploited to answer range queries over the spatial database, then
users only retrieve geometrical information about streets, whereas topological
information on regional areas is not exploited at all. It should be noted that, in
a scenario like the one described above, knowledge extracted from topological
relations represents a critical “add-in” value for modern GIS applications and
systems, as this information can be further exploited to enhance the knowledge
discovery phase from spatial databases.

Contrary to the example above, in I-SQE users are allowed to integrate knowl-
edge kept in both levels, i.e. the geometrical and the topological level, respec-
tively, thus taking advantages from both the different data representation mod-
els. Moreover, it should be noted that this paradigm is also “self-alimenting”,
meaning that new topological relations among queried spatial database objects
can be derived by means of simple yet effective composition rules over already-
extracted topological relations made available in the spatial database system via
the query task.

The remaining part of this paper is organized as follows. In Sect. 2, we briefly
review research efforts related to our research. Sect. 3 describes our technique
for answering range queries over incomplete spatial databases via integrating
geometrical information and topological reasoning. In Sect. 4, we present in
detail I-SQE, along its main principles, components and reference architecture.
Finally, Sect. 5 discusses conclusions and future work of our research.

2 Related Work

In recent years, the proliferation of spatial data repositories has posed several
challenges related to data integration issues from distributed and heterogeneous
spatial information sources. For instance, the huge quantity of spatial data avail-
able on the Web leads to the possibility of their acquisition and integration within
GIS, also in a semi-automatic manner [17]. Nevertheless, methods for spatial data
acquisition are manyfold, and each GIS software makes use of different and het-
erogenous formats for representing spatial data. As a consequence, inconsistency
and incompleteness arise in merged spatial data repositories, and a reasonable
solution to these issues is represented by data integration techniques over such
repositories.

In [13], authors propose a system for spatial data integration and sharing
throughout Web services technology, via using standard Web languages and
protocols such as Geography Markup Language (GML) [1] and Simple Object
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Access Protocol (SOAP) [2]. In [9], a method able of evaluating queries over
integrated spatial database systems is presented. Given an input spatial query
Q, this method finds an optimal query execution plan for Q from the different
plans computed for each feature of the integrated spatial data repository.

Models assuming the presence of different representation layers for spatial
information have been introduced in past research efforts. In [3], a model that
integrates multiple representations of geographical maps is presented. This model
is called Layered Spatial Data Model (LSDM). The peculiarity of LSDM relies in
the ability of representing incomplete maps, i.e. maps for which the geometry of
the contained objects is not completely known. In addition to this, in LSDM it
is also possible to represent combinatorial and topological relations among spa-
tial database objects that qualitatively represent maps regardless of geometrical
properties needed to compute them.

On the other hand, the wide availability of multi-level representation mod-
els, multi-resolution maps and spatial data mined from the Web [17] imposes us
new challenges with respect to check and validation of consistency of topologi-
cal relations in a spatial database system. Following this fundamental issue, [4]
introduces a model for evaluating the consistency of topological relations when
multi-resolution maps built on top of spatial databases are considered. As stud-
ied in [4], the main problem to be faced-off in this case relies on the fact that, in
collections of multi-resolution maps that one can find in a GIS, the same spatial
database object could be represented at various resolutions in different maps.
This poses data as well as knowledge integration aspects to be considered.

Without doubts, topological information plays a crucial role in spatial query
processing, as its semantics can be further exploited in order to improve the
query capabilities of GIS integrating topology-based query engines. Nevertheless,
the management of topological relations is space- and time-consuming [14]. As a
consequence, devising efficient methods for representing, managing and querying
topological relations plays a leading role in spatial query processing of modern
GIS architectures.

In line with the considerations above, [11] proposes reducing the number of
false positives that can be retrieved during the filtering phase of spatial selection
queries via equipping each spatial database object stored in nodes of the R-
tree indexing the spatial database with the so-called Internal Rectangle (IR).
IRs are used to meaningfully infer topological relations among spatial database
objects. For instance, if two IRs overlap, the actual spatial database objects
overlap too. Being based on IRs, this method significantly reduces computational
overheads due to computing topological relations among objects, and, as a nice
consequence, the time needed to answer spatial queries involving these objects.

In [15], authors try to answer the following question: “Which topological in-
formation on actual spatial database objects is possible to infer from topological
relations among their respective MBRs?”. They state that topological informa-
tion on spatial database objects can be inferred from the relative positions of
their respective MBRs. This fundamental insight puts the basis towards defining
novel optimization strategies for efficient spatial query processing.
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Finally, in [16] authors introduce a method for reducing the number of spatial
constraints of queries via discarding those constraints that can be inferred from
a sub-set of the whole (spatial) constraint set. Apart from improving the perfor-
mance of spatial query evaluation, reducing the number of spatial constraints can
be also useful to achieve a more compact storage representation of topological
information. In a similar research initiative ([12]), Multi-Scale Heuler Histograms
(MSHH) are proposed as a new technique for obtaining high-performance com-
pressed representations of topological information.

In all the research initiatives reviewed above, it is always assumed that geo-
metrical information is available for all the spatial database objects stored in the
target spatial database. This allows topological relations to be computed from
geometrical information in an easy manner. Contrary to this, in our research we
address the relevant challenge of answering range queries over spatial databases
in the presence of incomplete information, i.e. the case in which a sub-set of spa-
tial database objects are described in the target spatial database by means of
topological information only, while geometrical information associated to these
objects is missing. This connotes the whole spatial information associated to
these objects as incomplete.

3 Integrating Geometrical Information and Topological
Reasoning for Answering Range Queries over
Incomplete Spatial Databases

In this Section, we present our technique for integrating geometrical information
and topological reasoning in order to answer range queries over incomplete spa-
tial databases.This technique is implemented by algorithmevaluateRangeQuery,
which represents the core layer of I-SQE, our proposed query engine for incom-
plete spatial databases.

As highlighted in Sect. 1, in I-SQE we focus the attention on the challenging
case of dealing with incomplete spatial databases where geometrical information
associated to a sub-set of spatial database objects stored in the target spatial
database is missing, whereas a topological layer describing topological relations
among these objects is available. Let us denote as D the spatial database. We
denote as GD the set of spatial database objects for which geometrical informa-
tion is available, and as TD the set of spatial database objects for which only
topological information is available. For the sake of simplicity, we name as geo-
metrical objects spatial database objects belonging to GD, whereas as topological
objects spatial database objects belonging to TD, respectively. Also, we assume
that spatial database objects are indexed by means of classical MBRs embedded
in a high-performance R-tree indexing data structure, and that input queries
are modeled in terms of two-dimensional range (spatial) queries. For instance, a
typical spatial query Q belonging to this class of queries could ask if a certain
spatial object O is contained by or intersects the range R of Q.

In our reference spatial database scenario, topological information is stored in
the target spatial database by means of a simple yet effective two-dimensional
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Table 1. A 3× 3-array storing topological information on the spatial database objects

Oi, Oj , and Ok

Oi Oj Ok

Oi E I O

Oj Ct E I

Ok Ct Ct E

array such that each entry 〈Oi, Oj〉 contains the topological relation Ti,j among
the spatial database objects Oi and Oj , i.e. Oi ·Ti,j ·Oj . Table 1 shows an example
of a 3 × 3-array storing topological information on the spatial database objects
Oi, Oj , and Ok. Here, E denotes the topological relation Equal, I Inside, O
Overlap, and Ct Contain. For instance, Oi ·I ·Oj models the topological relation
stating that the spatial database object Oi is inside the spatial database object
Oj (i.e., Oj contains Oi); Oi · O · Ok means that Oi overlaps Ok, and so forth.

In a conventional spatial database system, topological information can be-
come very large, due to the fact that a huge number of topological relations
among spatial database objects can exist, as the number of topological relations
is quadratic in the number of spatial database objects. As a consequence, simi-
larly to proper spatial database objects that are indexed via high-performance
R-trees, topological relations are indexed via conventional B-trees that are suit-
able to categorical data, and also embed efficient search algorithms for retrieving
the desired information. Therefore, in our reference spatial database scenario we
assume that a B-tree indexing topological relations is available.

Given a range query Q over D involving a set of spatial database objects be-
longing to GD

⋃
TD, our goal is to integrate geometrical information and topo-

logical information in order to provide an answer to Q, denoted by A(Q). A(Q)
is composed by two kinds of objects: (i) geometrical objects in GD involved by
Q, for which topological relations among the geometry of these objects and the
range R of Q can be easily computed; (ii) topological objects modeling topo-
logical relations between topological objects in TD involved by Q and the range
R of Q, which, contrary to the previous case, must be inferred via the method
we propose in this research (recall that, for spatial database objects referred
by TD, geometrical information is not available). In more detail, answering Q
over D is performed according to a double-step approach. First, geometrical ob-
jects involved by Q are retrieved via the R-tree indexing data structure. Then,
topological objects involved by Q are retrieved by means of compositions of
topological relations between topological objects in TD and the range R of Q.
During this step, the B-tree is exploited to efficiency purposes.

Handling topological information represents a non-trivial engagement. In fact,
it should be noted that topological relations retrieved during the evaluation of
an input range query Q could be modeled in terms of a disjunction of (basic)
topological relations. For instance, given a topological object O and the range
R of Q, a possible disjointed expression could be: O · (Overlap ∨ Inside) · R,
which models the fact that O can alternatively overlap R or being contained by
R. Hence, we classify the topological objects retrieved by evaluating Q into two
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Input: The incomplete spatial database D; the range query Q.

Output: The answer to Q, A(Q).

Method: Perform the following steps:

1 A(Q) ← 〈∅, ∅〉;
2 A ← initializeArray();

3 G ← retrieveGeometricalObjects(D,Q);

4 A.add(G);

5 for each g in G{
6 R ← getTopologicalRelations(D,G,g);

7 T ← retrieveTopologicalObjects(D,R);

8 A.add(T );

9 }
10 A.add(Q);

11 R ← computeTopologicalRelations(A);

12 T ← retrieveTopologicalObjects(Q,R);

13 A(Q) ← 〈G, T 〉;
14 return A(Q);

Fig. 1. Algorithm evaluateRangeQuery

possible classes, namely certain topological objects, for which topological relations
with the range R of Q can be determined exactly, and uncertain topological
objects, for which topological relations with the range R of Q are described by a
disjunction of basic topological relations, i.e. an exact representation cannot be
retrieved.

In light of this, building compositions of topological relations in order to re-
trieve topological objects in A(Q) can be questioning, due to the presence of
incompleteness and uncertainty in spatial data. However, some intuitive opti-
mizations can be devised, in order to tame computational overheads introduced
by this task during the evaluation of Q. In fact, among all topological objects in
TD, those that can be exploited to model compositions to be retrieved with A(Q)
are those for which a topological relation different from Disjoint and Universal
with at least one geometrical object in GD involved by Q exists. Recall that,
given two spatial database objects Oi and Oj , Oi ·Disjoint ·Oj models the fact
that Oi and Oj do not have any spatial point in common (i.e., Oi

⋂
Oj = ∅),

whereas Oi·Universal·Oj models the fact that every topological relation between
Oi and Oj can exist, i.e. information about the topological relation between Oi

and Oj is null.
Algorithm evaluateRangeQuery (see Fig. 1) implements our proposed tech-

nique for answering range queries over incomplete spatial databases via integrat-
ing geometrical information and topological reasoning. Recall that, in our ref-
erence spatial database scenario, we assume that topological information about
spatial database objects stored in the target spatial database is already computed
and made available. evaluateRangeQuery takes as input an incomplete spatial
database D and a range query Q over D, and returns as output the answer to Q,
A(Q). In more detail, evaluateRangeQuery makes use of the following proce-
dures: (i) initializeArray, which initializes the two-dimensional array A used
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as a temporary data structure to store topological information in the vest of inter-
mediate results for the answer to Q, A(Q); (ii) retrieveGeometricalObjects,
which takes as input a spatial database D and a range query Q over D, and re-
turns as output the set of geometrical objects in D having a non-null intersection
with Q; (iii) add, which takes as input a set of geometrical objects G and, ap-
plied to a two-dimensional array A, adds to A appropriate identifiers of objects
in G; (iv) getTopologicalRelations, which takes as input a spatial database
D, a set of geometrical objects G and a geometrical object g, and returns as
output the set of topological relations between g and geometrical objects in G;
(v) retrieveTopologicalObjects, which takes as input a spatial database D
and a set of topological relations R, and returns as output the set of topological
objects in D having a topological relation different from Disjoint and Universal
with topological objects described by R; (vi) computeTopologicalRelations,
which takes as input a set of topological objects (those objects whose identi-
fiers are stored in A), and makes use of method [8] to compute compositions of
topological relations among these topological objects.

4 I-SQE: Architecture and Functionalities

I-SQE is characterized by a multi-layer architecture, which is shown in Fig.
2. Each layer of the I-SQE architecture deals with a specific abstraction of
the approach we propose for answering range queries over incomplete spatial
databases via integrating geometrical information and topological reasoning.

The main components of I-SQE are the following.

Data Integration Module (DIM). This component deals with the problem
of integrating spatial data coming from different and heterogeneous spatial in-
formation sources, such as conventional spatial databases, spatial data files, and
spatial information acquired or inferred from the Web. As highlighted in Sect.
1, integrating spatial data/information poses several issues, such as ensuring
the consistency of topological information over the globally-integrated spatial
database. The final goal of DIM is that of collecting spatial data from the

Fig. 2. I-SQE architecture
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different sources, and integrating them in a common (spatial) data format while
enforcing topological consistency.

Spatial Database with Topological Information (SDBT). In I-SQE, col-
lected and integrated spatial data repositories are materialized within a singleton
spatial database where topological information is explicitly represented, named
as SDBT. Storing topological information independently of geometrical one al-
lows us to represent in the spatial database even those spatial objects for which
the geometry is not known. Another important aspect to be highlighted is about
the fact that, in I-SQE, we assume that topological information about spatial
database objects is maintained (and indexed) within the spatial database, while
new topological relations among the range of the input query and the involved
topological objects are computed on-the-fly during query evaluation.

Query Module (QM). Like in a classical query engine, the component Query
Module of I-SQE embeds a query optimizer and a query executor, for query
efficiency purposes (see Fig. 2). In addition to this, I-SQE also embeds the com-
ponent Topological Reasoner that is in charge of inferring topological realtions
among topological objects and the range of the input query (see Fig. 3).

Summarizing, given a range query Q over an incomplete spatial database D,
I-SQE performs the following steps in order to retrieve the answer to Q, A(Q):

1. Q is parsed by the component Query Optimizer, which is in charge of finding
an optimal query execution plan for Q, said P(Q);

2. Q is evaluated against D, and a set of geometrical objects is retrieved from
the integrated spatial database SDBT;

3. the component Topological Reasoner adds to the set of geometrical objects
(retrieved according to the previous point) all the topological objects having
a topological relation with the geometrical ones;

Fig. 3. The component Topological Reasoner
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4. the answer to Q, A(Q), is retrieved in the vest of a collection of geometrical
and topological objects.

5 Conclusions and Future Work

In this paper, we have presented I-SQE, a query engine for answering range
queries over incomplete spatial databases via integrating geometrical information
and topological reasoning. In particular, we have investigated an application
scenario in which topological information exists regardless of geometrical one. We
have demonstrated that, in this challenging application scenario, a conventional
spatial query engine does not suffice to effectively and efficiently answer range
queries, as only geometrical properties of spatial database objects are exploited in
order to retrieve the final answers. Contrary to this, I-SQE is able of enhancing
the quality and the expressive power of final answers via taking advantages
from both the geometrical and the topological representation of spatial database
objects, thanks to a nice topological inference approach.

Future work is mainly oriented towards devising solutions for effectively and
efficiently answering spatial queries over incomplete spatial databases more com-
plex than simple range queries considered in this research, such as those embed-
ding complex statements like join and selection-partition.
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Abstract. This paper examines an agent-mediated collaborative negotiation 
framework for e-commerce. This paper specifically focuses on travel industry. 
Individual customers and travel agencies will both be able to benefit from the 
usage of the system, since its negotiation strategies will not depend on price 
only, but several attributes, such as the number of rooms, the required facilities, 
and so on. The key issues in automating negotiation are the negotiation proto-
col, the negotiation object, and the negotiation strategy. Our paper addresses 
these issues by discussing the development of an agent-mediated e-commerce 
system using the FIPA compatible agent development framework, the JADE 
platform. Finally we provide our conclusions and discuss possible future work.  

Keywords: Multi-agent systems, Intelligent Agent, Automated Negotiation, 
Contract-Net Protocol, JADE, FIPA, E-Commerce, Personal Travel Assistant. 

1   Introduction 

Agent-mediated electronic commerce (AMEC) is rapidly emerging as a new para-
digm to develop distributed and intelligent e-commerce systems. Agent-mediated e-
commerce systems are built upon the foundations of agent technology with a strong 
emphasis on the automatic negotiation [4, 6, 8, 9, 12].  We define negotiation in  
e-commerce as the process by which two or more parties multilaterally bargain re-
sources for mutual intended gain. Automated negotiation takes place when the negoti-
ating parties are represented by software agents [2, 15].  

During the last decade, there has been a growth of research activities exploring the 
potential of automating negotiation for E-Commerce. Lomuscio et al provide an insight-
ful overview of the existing research efforts on negotiation and describe a classification 
scheme for negotiation in electronic commerce [10]. Merlat discusses the importance of 
multi-issue negotiation for e-commerce and demonstrates a decentralised constraint 
satisfaction algorithm (DCSP) as a means of multi-issue negotiation [11]. He argues that 
it rarely the case where a single issue characterises a product or service 

Travel industry is a good candidate for agent-mediated e-commerce, due to the inher-
ent characteristics of the travel domain. For  example, hotel reservation activity is well 
suited for automatic negotiation. In this paper, our aim is to develop a multi-agent  
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system capable of handling the travel constraints that tie together the services such as  
hotel booking, flight booking and car rental, for example, time and budget constraints. 
We first show how to transform the travel booking problem into a multi-agent negotia-
tion problem.  Then we present our negotiation model in terms of the negotiation  
protocols, agent communication and negotiation strategies. We also describe details of a 
prototype system that is being currently developed using the JADE [7] platform.  
Finally, we present our concluding remarks and discuss possible future work. 

2   The Travel Agency Problem 

The travel agency problem has several characteristics. It is a complex domain because 
the travel industry is expanding rapidly and there are too many resources to connect and 
interact. The travel agency application has been used as a case study by many research-
ers in the area of e-commerce [3]. Currently customers, looking for holiday packages, 
depend on their travel agent to show them what is available according to their interests 
and budget, or visit specific content providers on the Internet such as airlines, hotel ac-
commodators and car rental agencies.  Automating these tasks by a computer system 
requires a complex software system involving multi-agents which are capable of solving 
the problem by communicating and cooperating within themselves. Typically such 
automated travel agency systems aim to find a bundle of services for a customer com-
prising travel tickets, hotel accommodation and car rental. NDumu, Collis and Nwana 
discuss the challenges for the creators of a personal travel assistant and propose the use 
of collaborative software agents as a potential solution [12]. The key challenges in-
volved in providing integrated personalised travel services include: 

• The information discovery problem 
• The communication problem 
• The ontology problem 
• The reasoning and co-ordination problem 
• The negotiation problem. 

3   An Agent-Oriented Solution to the Travel Agency Problem 

A multi-agent system can be defined as a collection of autonomous agents that inter-
act with their activities in order to solve a problem that could not be solved by an in-
dividual agent [15]. In a multi-agent system, negotiation is the process by which a 
group of agents communicate with one another to try to resolve conflicts and reach 
agreement [13]. Such automatic negotiation significantly influences electronic busi-
ness transactions [4] 

Figure 1 illustrates our multiservice negotiation model to solve the travel agency 
problem. In this model, negotiations are performed through a mediator agent that acts 
as a unique intermediary between the customer agent and the service provider agents. 
The main purpose of the personal agent is to find a bundle of services matching the 
customer’s requirements and secondly to adapt the bundle in the case of service  
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Customer Agent
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Fig. 1. Multiservice negotiation via a mediator 

failure. The negotiation model we use is a bargaining game which is a process con-
sisting of a number of offer/reply cycles, as part of an iterative improvement cycle 
between the mediator and participating agents. The negotiation protocol we use here 
is an extension of the Contract-Net Protocol [14] which adds rounds of counter pro-
posals from the mediator agent and the other service providers. 

The mediator agent requests a set of services to a set of service providers (the par-
ticipants). Each participant answers either by providing a solution or by rejecting it. If 
the requests have been responded successfully by all the participants, then the media-
tor agent evaluates the package solution in terms of some ranking criteria. If the solu-
tion is not acceptable, the personal agent starts the renegotiation process with a set of 
modified requests. This cycle is done until a satisfactory solution is found or a prede-
fined number of rounds is reached. 

4   System Infrastructure 

The architecture of our multi-agent travel booking application is made up of the 
following five agents: Customer Agent, Mediator Agent, Hotel Booking Agent, 
Flight Booking Agent, and Car Rental Agent. The behaviours of these agents are 
described below. 

4.1   Customer Agent (CA) 

The Customer Agent provides the user with a graphical user interface that allows 
the customer to enter his/her travel requirements. The Customer Agent then deals 
with the Mediator Agent in an attempt to obtain a suitable travel package on behalf 
of the customer. 
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4.2   Mediator Agent (MA) 

The Mediator Agent has basically the role of travel booking. Having the offers 
from the participants, it tries to create an appropriate travel package that meets 
the user defined maximum price, thereby maximising the utility of the travel 
package concerning the total price. If the utility is zero it is also able to re-
negotiate the prices with the participating agents. This is done in a number of user 
defined iterations until a travel package is found so that total price does not ex-
ceed the user defined maximum. If an appropriate travel package has been found 
the  Mediator Agent books and pays for the rental car, the hotel room and the 
flights for the agreed offers. 

4.3   Hotel Booking Agent (HBA) 

The Hotel Booking Agent proposes hotel room offers to the Mediator Agent.  It is also 
able to place reservations, if the Mediator Agent accepts a proposal. If a reservation 
has successfully placed, it also returns the reservation details. 

4.4   Flight Booking Agent (FBA) 

The Flight Booking Agent proposes flight offers to the Mediator Agent.  It is also able 
to place reservations, if the Mediator Agent accepts a proposal. If a reservation has 
successfully placed, it also returns the reservation details. 

4.5   Car Rental Agent (CRA) 

The Car Booking Agent proposes car rental offers to the Mediator Agent.  It is also 
able to place reservations, if the Mediator Agent accepts a proposal. If a reservation 
has successfully placed, it also returns the reservation details. 

5   The Negotiation Process 

Generally negotiations are characterised by their setting: bilateral, one-to-many and 
many-to-many. Many kinds of negotiation models exist, such as auctions, the con-
tract-net protocol, and multi-issue negotiation. There are three key issues involved in 
automatic negotiation: the negotiation protocol, the negotiation strategy and the on-
tology.  The negotiation protocol defines the messages that agents can send each other 
and is characterised by successive messages exchanged between an initiator and par-
ticipants as in the contract net protocol framework [5].  It is necessarily open and pub-
lic. The negotiation strategy, on the other hand, is the way in which a party acts within 
the protocol specification to get the best outcome of the negotiation. It is therefore 
necessarily private. The ontology is a way for categorising domain objects so that 
they are semantically meaningful to a software agent. 

In our model, each of the service provider agents follows a certain price strategy 
for hotel room, rental car and flight offers, when re-negotiation of prices with the  
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Mediator Agent becomes necessary. The price strategies are thereby the reduction of 
the offer price. Some example strategies are as follows: 

• After a certain number of iterations by a certain percentage (e.g. after 2 itera-
tions by 20%); 

• After a certain number of iterations by a fixed amount (e.g. after 3 iterations 
by 100 Dollars) or  

• After each iteration by a certain percentage (e.g. in the first two iterations by 
10%).  

The Mediator Agent has the broker role. In this role it forwards the requests from the 
Customer Agent to the appropriate service provider agent and returns the results back 
to the Customer Agent. It thereby acts as a mediator that understands the interaction 
protocol the Customer Agent is speaking and translates it into an interaction protocol 
that the Service Provider Agent understands.  
 
We consider four different scenarios in the negotiation process: 
 
Successful booking without iterations: In this scenario the booking is successful. 
This means there are flight-, car- and hotel-room offers for the given period and a 
travel package that does not exceed the given maximum price can be built. 
 
Unsuccessful booking without iterations: This scenario shows a non-succeeding 
booking. 

The scenario can be divided into two cases. In the first case the booking fails be-
cause no offers (hotel, car or flight) are available for the trips target period. In the 
second case one or more offers are available; however no travel package can be built 
for the given maximum price. 

 
Unsuccessful iterated booking with iterations: This scenario shows a non-
succeeding booking process that includes a number of iterations. During the iterations 
the Service Provider Agents can reduce the price of their offers. On the other hand the 
Mediator Agent tries to maximize the value of the utility function discussed below. 
The booking process fails if the Mediator Agent is not able to build a travel package 
that does not exceed the given maximum price, or if no offers (hotel, car or flight) are 
available for the required period. 

 
Successful iterated booking with iterations: The last scenario covers a successful 
booking process after a number of iterations. The Mediator Agent initiates a negotia-
tion process with the booking agents in order reach a deal that is suitable for the cus-
tomer. In this case the booking agents reduce the price of their offers according to 
their own strategy. 

5.1   Agent Communication 

The agents described for the proposed multi-agent travel booking system use the 
FIPA Iterated Contract Net Interaction Protocol for the communication and  
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Customer Agent Mediator Agent Travel Booking
Agent

 

Fig. 2. Communication between the agents during the travel booking 

negotiation [5]. Figure 2 illustrates the communication between the Customer Agent, 
the Mediator Agent and the TravelBookingAgent via the FIPA Iterated Contract Net 
Interaction Protocol.  

The protocol starts with a Call- For Proposal message. The message contains either 
a CarRentalRequest, a FlightTicketRequest or a HotelRoomRequest depending on the 
roles offered by the TravelBookingAgent, The request and offer types send between 
the agents are defined in a travel booking ontology. If the TravelBookingAgent can 
propose an offer, it sends either a CarRentalOffer, a FlightTicketOffer or a Hotel-
RoomOffer to the MediatorAgent. The MediatorAgent then evaluate all received  
offers. If the price of a travel package is lower or equal than the budget, the Media-
torAgent accepts the offers of the appropriate travel booking agents. If all round 
prices of all possible travel packages are greater than the budget, the Mediator initial-
ises further negotiation iterations by sending CallForProposal messages to all travel 
booking agents. 

During the iterated negotiation the Mediator Agent tries to build a travel pack-
age whose value of the all round price utility is greater than 0. See Figure 3  
below. This means that the all round price is between 0 and the maximum value 
for the price. If more than one combination of proposals can fulfill this require-
ment, the Mediator Agent tries to maximize the value of the utility function for 
selection of one of them. In other words always the cheapest travel package will 
be selected. 



108 B.M. Balachandran, E. Alhashel, and M. Mohammedian 

 
Fig. 3. Price Utility Function 

6   Developing Multi-agent Systems with JADE 

Using Gaia methodology, analysis and design models have been created for the travel 
industry support system [1]. The system implementation is being carried out in JADE 
environment using the Gaia models. JADE has been selected because of its open-
source, ease of use and compliant with the FIPA specifications [5]. Agent communi-
cation is probably the most fundamental feature of JADE and is implemented accor-
dance with the FIPA specifications. The JADE communication paradigm is based on 
asynchronous message passing. Each agent is equipped with an incoming message 
box and message polling can be blocking or non-blocking. FIPA specifies a set of 
standard interaction protocols such as FIPA-request, FIPA-query, and so on. A mes-
sage in JADE is implemented as an object of the jade.lang.acl.ACLMessage object 
and then calling the send () method of the Agent class.  We have implemented par-
tially the travel industry support system in JADE 3.5 platform and our implementation 
process is going on. 

 

The major components of our prototype system are illustrated in Figure 4. 
 

User Interface: The customer applies the UI for accessing the travel support system 
such as inserting the search criteria, choosing and booking the appropriate travel 
package, as well as receiving the search and booking results, the system messages and 
confirmations.  

 

Database: It contains travel information including flights, accommodation and cars, 
as well the customer details.  
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Fig. 4. The components of the prototype travel booking system 

Agents: The system has five types of agents to approach the goal for finding and 
booking the appropriate travel packages as described in section 4. Mediator agent is 
responsible for finding the travel package using the given search criteria by the cus-
tomer and incorporates with the other agents to find out the booking availability and 
book the travel package. Flight, Hotel and Car agents interact with the web services to 
retrieve the information of availability for booking and to create booking. These 
agents are activated when Mediator agent requests the action.   

7   Conclusions 

Developing a multi-agent e-commerce system involves many challenges, including 
agent coordination, agent negotiation, agent communication, system infrastructure, 
intelligence of agents and system implementation. In this paper, we presented some of 
the problems inherent to automating integrated travel users through the use of soft-
ware agents. We presented a collaborative agent-based approach that makes personal 
travel assistant development possible. We described an agent-mediated coordination 
and negotiation to solve the problem. The customer’s requirements are met through a 
series of negotiations between the mediator agent and the service providers. Each 
agent is capable of using its own strategy to handle the requests. This work has dem-
onstrated that agent technology is a very promising tool to start address real business 
problems. Even though we have implemented some parts of the multi-agent travel 
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booking application, we still need to fully implement the designed features for travel 
booking in our future work. 
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Abstract. An agent-based system is characterised by an agent’s autonomous 
behaviour, which behaviour is the main difference between the concepts of 
agent and object. Agent autonomous behaviour is the ability of an agent to  
cooperate instead of integrate; therefore, the structure of agent-based systems 
consists of loosely coupled agents. In such an environment, the relationship be-
tween the agents is unlocked, so conventional, predefined integration software 
techniques are not an option because the agents need an open-architecture type 
of integration (cooperation) to achieve their tasks jointly. The aim of this re-
search paper is to provide an evidence of how the ontology approach can play a 
role in modelling agent autonomous behaviour. The research explores the on-
tology software technologies used for semantic web applications, and designs a 
case study as an example of a set of services. In the implementation phase, the 
research uses the web ontology software development languages XML, RDFS, 
OWL, and Altova semanticWork to set up and develop the case study. The re-
sult is presented and plans for future work are discussed. 

Keywords: Software engineering, knowledge-based system, agent-oriented soft-
ware development, AOSE, Ontology, semantic Web, Web Ontology Language. 

1   Introduction 

Agent-based computing offers a new software design for managing the inherent com-
plexity of software systems [1]. Unlike an object-based system or any other software 
paradigm, an agent-based system is characterised by agent autonomous behaviour 
wherein the agent can act without predefined rigid manipulation or links, such as ob-
ject invocation and primary and foreign key techniques. To design agent autonomous 
behaviours, there must be an open integration architecture that permits an agent to 
function in its environment and to cooperate with other agents. The theory of the 
autonomous agent specifies that the agents must have the ability to act in a group to-
ward solving a common problem—in other words, to act cooperatively [2]. 

This paper presents the concepts of Ontologies and the existing ontology-based 
software development tools to increase understanding of how efficiently this  
technology can be utilised for developing agent-based paradigms, particularly in 
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modelling agent autonomous behaviour. Given the view that agent behaviour re-
quires an open-architecture mechanism, we consider the ontology techniques to be a 
powerful tool to represent agent autonomous concepts. The idea is that, if the agent 
can realize the meaning of things (objects), can match its own capability with these 
objects’ meanings, and then can identify its domain objective, this is an efficient 
technique to support the agent autonomy.  

To illustrate the research vision, we develop a travel agency system (TAS) e-
commerce case study defined in [3], and then demonstrate the implementation proc-
esses. The architecture of TAS is divided to two main components: the services and 
the agents. The services are the subsystems, for example, Car, Hotel, and Flight. The 
services must be ontologically defined and then made readable and understandable for 
the system’s agents. The agents must be able to discover the services’ functionalities 
(what the services do exactly). The agents are designed in two categories: professional 
agents and skill agents. The professional agents are responsible for the main user goal 
(what the user intends the system to do), for example, travel to Melbourne. The skill 
agents are responsible for representing a group of services with the same functional-
ities, for example, a set of services providing cars for hire. 

The ontology of the system’s services provides an efficient search based on the 
functionality (what the service does), rather than only on the service name (key word). 
The interpretation of the inter-operations of the services is the main element required 
to create automatic configuration between the services because this interpretation 
process allows one service to use other services’ facilities to satisfy the user’s goal. 
For example, a holiday package needs integration among three agent services: hotel 
booking, flight reservation, and car hire.   

This paper is organised as follows. Section 2 discusses the agent autonomous archi-
tectures. Section 3 briefly demonstrates the development of the ontology using the 
existing software development tools. Section 4 uses a TAS case study to illustrate 
how an agent-based system can be developed using ontology technologies.  Section 5 
summarises our conclusions and relates plans for future work.  

2   Autonomous Agent Architectures 

Many agent-based software architectures have been proposed, with each focusing on 
a specific agent approach or designed toward a specific applications domain. This 
multiplicity of approaches has resulted in many different architectures. However, 
agent autonomous behaviour has not yet been implemented or designed under any 
architecture. 

The agent-based software is a new paradigm for which some important questions 
remain, including which components constitute agent-based systems, to what level the 
agent concept has been implemented, how these concepts are represented and how 
they fit together to form the required system. There is no definite answer to these 
questions, but the existing agent development tools are affected by this state of affairs. 
For example, agent software engineering development methodologies such as Gaia 
[4] view the system according to an organisational structure approach. MaSE [5] 
combines several pre-existing models into a single structure methodology and then 
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focuses on goal hierarchy and system roles. Prometheus [6] develops BDI independ-
ent agents. Tropos [7] emphasises agent components as actors, goals, and plans. 
ROADMAP [8] is designed from knowledge perspectives and is normally used as an 
extension of Gaia [3]. 

Other agent-based approaches can be examined in terms of their development envi-
ronments. JADE [9], for example, uses FIPA agent architecture. JADEX [10] is a 
Belief Desire Intention (BDI) reasoning engine that allows for programming intelli-
gent software agents in XML and Java. JACK [11] develops BDI agent architecture 
[12]. Cougaar [13] is used for designing and building Society-Community agent ar-
chitecture, and Aglet [14] deals with the mobility of an agent. 

There are also design-objective models, such as RETSINA [15], which generates a 
multi-agent architecture based on peer coordination. The Zeus [16] agent develop-
ment tool uses a graphical user interface (GUI) to define agent components and gen-
erate java code. A few theoretical attempts have been made in the same stream. Luck 
[17] discussed an alternative state architecture and, by using adoption strategy, 
showed how agents emerge from objects.  All of these attempts have endeavoured to 
formulate software agent architecture using different approaches. For more details on 
these approaches, refer to [18]. 

3   Ontology in Software Engineering 

The use of ontology in software engineering comes into demand in active research 
areas. The new trend in software engineering is to construct a logic-ware that pos-
sesses a “reason” property in its processing and, in this, ontology plays a main role 
and can be used to represent a meaning (knowledge) of  the application domain. It has 
been shown that, in merging the ontology into the software, engineering ontology 
using UML has some drawbacks. To show the use of UML, class diagrams will be 
used to represent concepts and their attributes and relationships between concepts. For 
axiom, an Object Constraint Language (OCL) is used and attached to the concept 
notes, since UML lacks formal semantics [19].  [20]. However, UML does not own 
the full potential to model the Ontologies domain model and, for this reason, this re-
search paper introduces its own modelling diagram to represent both agent abstrac-
tions and the ontology constraints. 

Other software engineering for modelling ontology can be done by extending the 
database design techniques and the entity-relationship diagram (ERD) [21]. Asuncion 
et al. demonstrated the utilisation of ERD, and then mentioned the use of the model 
extension using HERM (high-order entity-relationship model) to add complex attrib-
ute types (key constraints, generalisation and specialisation relationships, etc.)  [22]. 
However, the main drawback of using extended ERD is that heavyweight ontology 
cannot be modelled.  A set of ontology development tools is currently available. This 
research focuses only on the relevant tools, specifically those based on eXtensible 
Markup Language (XML), such as Ontology Web Language (OWL) [23] and its ex-
tension, Resources Description Framework (RDFS). OWL provides more advance 
inference to answer queries not necessary predefined properly since OWL has more 
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advanced generalisation properties than RDFS. OWL is part of the growing stack of 
W3C recommendations related to the Semantic Web. The following are more illustra-
tions of the use of semantics, taken directly from [23]:- 

 

• XML provides a surface syntax for structured documents but imposes no 
semantic constraints on the meaning of these documents.  

• XML Schema is a language for restricting the structure of XML documents and 
also extends XML with datatypes.  

• RDF is a datamodel for objects ("resources") and the relationships between 
them and provides a simple semantics for this datamodel, which can be 
represented in an XML syntax.  

• RDF Schema is a vocabulary for describing properties and classes of RDF 
resources, with a semantics for generalisation-hierarchies of such properties 
and classes.  

• OWL adds more vocabulary for describing properties and classes: among oth-
ers, relationships between classes (e.g., disjointedness), cardinality (e.g., "ex-
actly one"), equality, richer typing of properties, characteristics of properties 
(e.g., symmetry), and enumerated classes.  

4   Case Study 

Planning a travel package that involves a flight, a hotel, and a car reservation on a 
given date and time is a complex task to automate, particularly when more than one 
website is involved. Coordination between each service is the key to accomplishing a 
task such as this. Currently, this type of task is performed by humans after searching 
and accessing several websites and making decisions based on preferences. In this 
environment, the concept of an intelligent software agent has great potential for help-
ing the customer get the best deal on a travel package. 

The proposed Travel Agency System (TAS) is a multi-agent system designed to 
obtain travel packages for users based on their preferences. This process begins when 
the TAS scenario is defined to capture the goals and sub-goals. For this purpose, the 
extended Prometheus development methodology defined by [24] is applied. For the 
result, see Figures 1 and 2.   

 
 

        
 
            Fig. 1. System goals diagram                    Fig. 2. Converting goals to tasks 
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Fig. 3. TAS agent classes architecture 

It is not practical to show all the implementation details here, but Figure 3 shows 
the TAS class diagram based on the TAS architecture. The TAS architecture is di-
vided into five layers: User agent, Services finder, Team management, Professional 
agent, and Skill agent. The main design principle used in TAS architecture is that par-
titioning the services layer from the team management layer isolates services (what 
will be done) from the execution (who will do it). This partitioning is made possible 
because services are defined semantically using resources description framework lan-
guage (RDF) in parallel with ontology web language (OWL) classes, and extensible 
mark-up language (XML) for data representations. 

TAS User Layer: In this process, the user’s goals are captured and then analysed 
further until all the goals and related tasks are identified.  

Team Management Layer: At this layer, both the system agent and the agent com-
ponents are identified, and the team database, the plan database, and the professional 
agents required to achieve the goals are recognised.  

Services Finder Layer: The functionality model for each service should be devel-
oped with the execution sequence. (Refer to the elements of the service profile listed 
in [25].) Each row has to be defined at this stage, and the XML document that repre-
sents the services data that will be used by OWL has to be developed. Figure 4 pro-
vides a selected segment code for the car rental ontology. 

Professional agent layer: According to the TAS scenario, the goal layer consists of 
three professional agents: Car, Flight, Hotel, and Package. The main elements of the 
agent inter-structure have to be developed for every agent (Figure 5). 

Skill agent Layer: The Skill agent layer is concerned with three aspects of the proc-
ess: the professional agent under which it performs, the execution sequence, and 
which services it executes. The plan and the database of the TAS are also considered 
at this stage. 
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<?xml version="1.0"?> 
<rdf:RDF  
xmlns:owl="http://www.w3.org/2002/07/owl#"  
xmlns:rdf=http://www.w3.org/1999/02/22-rdf-syntax-ns# 
xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#" 
xmlns:rent="http://www.rent.com/ontologies/Rent#" 
xmlns:xsd="http://www.w3.org/2001/XMLSchema#"> 
 
<rdf:Description 
rdf:about="http://www.rent.com/ontologies/Rent#Rent"> 
<rdf:type> 
<rdf:Description 
rdf:about="http://www.w3.org/2002/07/owl#Class"/> 

</rdf:type> 
</rdf:Description> 
<rdf:Description 
rdf:about="http://www.rent.com/ontologies/Rent#Car"> 
<rdf:type> 
<rdf:Description   
rdf:about="http://www.w3.org/2002/07/owl#Class"/> 

</rdf:type> 
<rdfs:subClassOf> 
<rdf:Description 

rdf:about="http://www.rent.com/ontologies/Rent#Rent"/> 
</rdfs:subClassOf> 

</rdf:Description> 
<rdf:Description 
rdf:about="http://www.rent.com/ontologies/Rent#Type"> 
<rdf:type> 
<rdf:Description 
rdf:about="http://www.w3.org/2002/07/owl#Class"/> 
</rdf:type> 

</rdf:Description> 
<rdf:Description 
rdf:about="http://www.rent.com/ontologies/Rent#Brand"> 
<rdf:type> 
<rdf:Description 
rdf:about="http://www.w3.org/2002/07/owl#Class"/> 
</rdf:type> 

</rdf:Description> 
. 
. 
</rdf:RDF> 
 

Fig. 4. Selected segment of OWL codes for car rent ontology 
 

                
 

Fig. 5. Relationships between professional agent, Skill agent, and goals 
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5   Conclusion and Future Work 

The agent-based system introduces a new feature that adds challenges to software 
engineering. Many tools and methodologies have been developed to engineer agent 
behaviour, and all have their advantages and disadvantages. Developing an ideal 
agent-based system agent’s autonomous behaviour requires agents to cooperate in-
stead of predefining integration; otherwise, agent becomes object.  

The TAS architecture is an agent-based system designed to enable agent to exercise 
its autonomous behaviour. To implement agent autonomous feature, partitioning the 
system’s characteristics from the agent’s actions is essential; in TAS, the system char-
acteristics are partitioned from the agent’s acts by using a services-related semantic 
approach and the web ontology tools OWL, RDFS, and XML. This technique pro-
vides an efficient methodology for developing cooperative software agent-based sys-
tems. TAS is currently in the implementation phase, so the result of this project will 
be reported in the near future. 
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Abstract. Security in wireless networks has become a major concern as the 
wireless networks are vulnerable to security threats than wired networks. The 
802.11i wireless networks uses 4 way handshake protocol to distribute the key 
hierarchy in order to encrypt the data communication. In our previous research 
work [2], [3], we have investigated Quantum Key Distribution (QKD), for key 
distribution in 802.11 wireless networks. The whole communication flow of our 
proposed protocol can be split into several key processes. It can be seen that 
these processes can be implemented efficiently using Software Agents. In this 
paper we shall focus on the use of Software Agents in quantum cryptography 
based key distribution in WiFi wireless networks. 

1   Introduction 

Wireless communications are becoming ubiquitous in homes, offices and enterprises 
with its ability to provide high-speed, high-quality information exchange between 
portable devices.   

 WiFi networks uses 802.11 and 802.1X for association and authentication process.  
The authentication of the end users is essential in wireless networks as the wireless 
medium is accessible openly. A lot of research papers highlighted the security flaws 
of wireless networks based on 802.11 [10], [11], [12], [13]. Most of those are happen-
ing in the form of Denial of Service (DoS) attacks, Main-in-the-Middle (MiM) at-
tacks, session hijacking (SH) etc. 

In our previous [2], [3] and subsequent work, we have come up with a novel proto-
col to perform the key management in WiFi networks. Software agents can deliver 
much needed intelligent behavior to WiFi networks especially in case of adversary 
attacks.  In this paper, we explain how Multi Agent Systems (MAS) can be used to 
perform the key exchange in WiFi networks. 

2    Integrating Quantum Key Distribution in IEEE 802.11i 
Networks 

The IEEE 802.11 Task Group has come up with an amendment to the IEEE 802.11 
standard [4] called IEEE 802.11i [1] in 2004 to address the security flaws encountered 
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in its initial design. IEEE 802.11i separates the authentication and encryption key 
management.  For authentication 802.11i uses IEEE 802.1X [5], [6] and pre-shared 
key.  IEEE 802.1X offers an effective framework for authenticating, managing keys 
and controlling user traffic to protect large networks.   

 Once this process completes, the 802.11i 4-way handshake process takes place and 
ensures the 802.11i key hierarchy to establish at both ends.  This key hierarchy con-
sists of several keys, namely: Pairwise Master Key (PMK), EAPOL-Key Confirma-
tion Key (KCK), EAPOL-Key Encryption Key (KEK), Group Temporal Key (GTK) 
and Temporal Key (TK).   

2.1   Wireless with Using of Quantum Cryptography 

Though the use of quantum cryptography in wireless communications is still premature, 
the "unconditional security" [19] of quantum cryptography offers much needed security 
for wireless networks. At present lot of research work and commercial implementations 
are happening in this area [17], [18], [23], [24]. Several QKD protocols such as 
SARG04 [7], BB84 [8], B92 [9] and six-state [10] exist as of now. Out of those, BB84 
has proven in practical networks. SARG04 protocol is an improved version of BB84 by 
eliminating Photon Number Splitting (PNS) attacks. As BB84 does, SARG04 protocol 
operates in two stages: Quantum channel and Classical channel. In the first stage, pho-
ton transmission takes place via quantum channel between two parties. Each of these 
photons represent a binary bit value of the secrete key. During the second stage, the two 
parties communicate with each other as per the SARG04 protocol to obtain the secrete 
key. The second stage comprises of four main phases: (1) Raw Key Extraction (Sifting), 
(2) Error Estimation, (3) Reconciliation and (4) Privacy Amplification. Further investi-
gation of SARG04 protocol is beyond the scope of this paper. 

2.2   QKD Based Key Exchange in 802.11i  

Figure 1 shows the full 802.11i protocol communication including the quantum key 
exchange. Flows 1 to 6 illustrate the IEEE 802.11 association and authentication 
process. During this process, the Supplicant creates an 802.11 association with the 
Authenticator. Once the IEEE 802.11 association is completed, the IEEE 802.1X 
authentication starts with the Supplicant sending EAP-Start message to the Authenti-
cator.  This process is shown by flows 7 to 13 of Figure 2. In our work, we choose to 
use EAP types such as EAP-TLS, EAP-TTLS etc. that offer mutual authentication 
between the Supplicant and the Authenticator. 

At the end of this process, i.e. flow 13 of Figure 2, both Supplicant and Authentica-
tor are in possession of Pairwise Master Key (PMK). Then the communication 
switches to quantum channel and the photon transmission takes place from the Sup-
plicant towards the Authenticator. Once the quantum transmission finishes, communi-
cation channel switches back to wireless channel.  Afterwards the SARG04 protocol 
takes place as shown in flows 15 to 18 in Figure 2 to obtain the final secrete key.  
From this key, the 802.11i key hierarchy containing PTK, KCK, KEK, TK and GTK 
can be retrieved. The TK is used to encrypt data for the subsequent data communica-
tion. This whole process is not explained in detail in this paper as our focus is on the 
use of agents for this protocol. 
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Fig. 1. he QKD based Protocol for Key Exchange 

3   Implementation of Agent-Based QKD in WiFi Networks 

3.1   Why Multi Agent System?  

An Agent can be referred to as a sophisticated computer program, which is capable of 
acting autonomously to accomplish tasks on behalf of its users, across open and dis-
tributed environments. Hence agents have individual internal states and goals, and 
they act in such a manner as to meet its goals on behalf of its users [20]. Multiple 
agents can work together to form a multi-agent system (MAS), which offer many 
advantages over a single agent or centralized approach [16].   

Multi Agent Systems in our quantum based key distribution in IEEE 802.11i net-
works has various advantages. Firstly, the whole protocol can be subdivided into 
smaller independent modules: 802.11 Association, 802.1X Authentication, Quantum 
Communication and SARG04 key extraction. These sub-modules can be represented 
by individual agents to accomplish the main task required. By this way the workload 
can be distributed among the sub-modules, rather than handling by a single piece of 
software (centralized approach). Secondly, there are different varieties of EAP types 
in use for 802.1X authentication such as EAP-TLS, EAP-TTLS, PEAP etc. Therefore, 
rather than having separate communication flows for each of them, wrapper agents 
can be used to implement those different EAP varieties. Thirdly, the system mainte-
nance becomes easy as the agents can work independently. Whenever a new change is 
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required to the protocol, it can be done without effecting to the other modules. 
Fourthly, the system is open to extensions due to modularization via agents. For ex-
ample, imagine a case where a new EAP type introduced to the protocol suite. In such 
instances, it can be easily incorporated into the agent society via another agent. 

Agents also offer the intelligent behavior to the system. This is a special feature 
where other wireless protocol implementations are lacking. With this feature, the 
agents can be taught to detect possible adversary attacks.  

3.2   802.1X Protocol Standards and Possible Attacks on 802.11   

Many research papers have shown security vulnerabilities of 802.1X standard [14]. 
As an example, we shall discuss two such attacks.  

Session Hijacking: It was shown that session hijacking is possible on 802.1X [14]. 
This is shown in Figure 2. In these types of attacks, an adversary can spoof communi-
cation between a legitimate supplicant and the Authenticator till EAP Success mes-
sage is received. At this point the adversary sends 802.11 MAC disassociate message 
using Authenticator’s MAC address. This causes the legitimate Supplicant to get 
disassociated from the Authenticator. However, at this moment the Authenticator is 
not aware that the legitimate supplicant has kicked out, so it still remains in Authenti-
cated state. The adversary takes this opportunity to hijack the session. 

Denial of Service Attacks: Both 802.11 and 802.1X protocols are subject to DoS 
attacks [14].  These DoS attacks happen in several ways. Adversaries can send fake 
EAPOL Logoff, EAPOL Start and EAP failure messages towards Authenticator caus-
ing the system to fail.   

3.3   QKD Based MAS Application 

In our approach, we split the main functionalities of each of the major phases to be 
represented by software agents.  As identified before, the authentication and key es-
tablishment can be split into following main components: 

 

 
 

Fig. 2. Session Hijack by MAC address Spoofing 
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• 802.11 Association and Authentication:   for the supplicant to associate with 
the switch 

• 802.1X Authentication:   to facilitate mutual authentication between Suppli-
cant and Authenticator 

• Quantum transmission: send photons to Authenticator to be used for the key 
• Key recovery using SARG04 protocol:  recover the final key by removing er-

rors 
In our approach, the Agent Society is made up of a main Enterprise as shown in  
Figure 3 – The Enterprise. 

Supplicant by executing 802.11 and 802.1X protocols. To facilitate the services, 
Authenticator spawns a new enterprise for each Supplicant that enters into the  
wireless network. At the same time the Supplicant too creates one instance of this 
enterprise to proceed with the communication. Single instance of the enterprise is 
sufficient at the Supplicant’s end as it is only dealing with one Authenticator at a 
time. These enterprises get together makes the overall Agent Society spanning across 
the WiFi network served by the Authenticator as shown in figure 3-The Agent Society. 

802.11 Agent: The main aim of this agent is to perform the 802.11 Association and 
Authentication. In doing so, this agent can deliver something present 802.11 standard 
is not capable of doing. That is, with the use of artificial intelligence, this agent is able 
to take decisions during various adversary attacks.   

802.1X Agent: This agent carries out the 802.1X authentication. In this implementa-
tion, for simplicity, we only focus on EAP methods that support mutual authentica-
tion. This agent is able to support multiple EAP protocols by communicating with 
different wrapper agents. In addition, it is also able to make decisions on suspicious 
messages from adversaries similar to what 802.11 Agent does.   

Quantum Communication Agent: This agent communicates with hardware devices 
such as photon transmitter and receiver to make the quantum transmission happen.  

SARG04 Agent: The main task of this agent is to execute the SARG04 QKD proto-
col. It executes the 4 phases of SARG04 protocol in order to extract the final secrete 
key. 

Coordination Agent: The coordination agent communicates with all other agents 
within the enterprise. Coordination agent in each communication session assures that 
monitoring efforts and management of internal requests with other agents handled 
consistently within that specific session.  

 In this solution, not a single agent is fully aware of the whole communication 
process. Instead, all agents get together to make the whole communication happen.   
With this kind of approach, which is quite suitable to be represented as an agent soci-
ety, modifications can be done effectively. 

Similarly, the DoS attack described in above section can be dealt with when 
802.1X Agent detects any fake EAP messages.  

The software test bed is now being implemented on two computers with one acting 
as the Supplicant and the other as Authenticator.   
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Fig. 3. The Enterprise and The Agent Society 

Since the “Native WiFi” software developments are based on C++ platform, we 
have concentrated on developing MAS application using the same C++ language. We 
have found that most of the MAS applications only support Java based developments.  

 

 
Fig. 4. High level C++ class diagram of the MAS application 
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Therefore we have decided to write our own application for MAS using C++. This 
works well with MAS, since C++ being an object oriented language, the agents can 
easily be represented by C++ classes.  As of now we are in the process of developing 
the SARG04 Agent along with Co-ordination Agent. Appleby and Steward of BT 
Labs have done a similar approach to prototype a mobile agent based system for con-
trolling telecommunication networks [25].  

In this MAS application, we implement C++ class structure to reflect the mobile 
agents as per the Figure 2.  The Co-ordination agent acts as the main class (or agent), 
which gets created when a Supplicant requires WiFi service. Co-ordination agent calls 
the other agents only when their service is required. High level C++ class diagram of 
the MAS application is shown in Figure 4. 

4   Conclusion 

In this paper we have discussed the use of software agents in QKD based key distribu-
tion protocol in WiFi networks. This agent society is particularly useful at Authentica-
tor side as it plays a key role within WiFi networks. As the Authenticator assigns a 
separate enterprise to look after each Supplicant, the work load can be distributed. 
This is one of the key requirements for Multi Agent Systems. 

This agent approach provides lot of advantages to the wireless communication. 
Since the key work flows are incorporated into agents, maintenance too becomes 
easy. Whenever new change to the protocol is needed, it can be done with less effort, 
without affecting the other agents.  It also provides extensibility by allowing different 
EAP wrapper agents to facilitate different EAP types.  

 Thus we can conclude that the use of Multi Agent Systems in QKD based WiFi 
networks offer lot of benefits. There are other research works being done in WiFi area 
using software agents [21]. We believe our approach using Multi Agent Systems will 
contribute to develop secure communications for future wireless networks.  
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Abstract. The problem considered in this paper is how to measure re-

semblance between images. One approach to the solution to this problem

is to find parts of images that resemble each other with a tolerable level

of error. This leads to a consideration of tolerance relations that define

coverings of images and measurement of the degree of overlap between

tolerances classes in pairs of images. This approach is based on a toler-

ance class form of near sets that model human perception in a physical

continuum. This is a humanistic perception-based near set approach,

where tolerances become part of the solution to the image correspon-

dence problem. Near sets are a generalization of rough sets introduced

by Zdzis�law Pawlak during the early 1980s. The basic idea in devising

near set-based measures of resemblance of images that emulate human

perception is to allow overlapping classes in image coverings defined with

respect to a tolerance ε. The contribution of this article is the introduc-

tion of two new tolerance class-based image resemblance measures and

a comparison of the new measures with the original Henry-Peters image

nearness measure.
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1 Introduction

This paper introduces a tolerance near set approach to solving the image corre-
spondence problem, i.e., where one uses image tolerance class matching strate-
gies to establish a correspondence between one or more images. This is one of
the central tasks in photogrammetry and computer vision. Recently, it has been
shown that near sets can be used in a perception-based approach to discovering
correspondences between images (see, e.g., [1,2,3,4]). Sets of perceptual objects
where two or more of the objects have matching descriptions are called near
sets. Work on a basis for near sets began in 2002, motivated by image analysis
and inspired by a study of the perception of the nearness of perceptual objects
carried out in cooperation with Z. Pawlak in [5]. This initial work led to the
introduction of near sets [6], elaborated in [7,8]. A perception-based approach to
discovering resemblances between images leads to a tolerance class form of near
sets that models human perception in a physical continuum viewed in the context
of image tolerance spaces. A tolerance space-based approach to perceiving image
resemblances hearkens back to the observation about perception made by Ewa
Or�lowska in 1982 [9] (see, also, [10]), i.e., classes defined in an approximation
space serve as a formal counterpart of perception.

The term tolerance space was coined by E.C. Zeeman in 1961 in modeling
visual perception with tolerances [11]. A tolerance space is a set X supplied
with a binary relation � (i.e., a subset � ⊂ X × X) that is reflexive (for all
x ∈ X , x � x) and symmetric (i.e., for all x, y ∈ X , x � y implies y � x) but
transitivity of � is not required. For example, it is possible to define a tolerance
space relative to subimages of an image. This is made possible by assuming that
each image is a set of fixed points. Let O denote a set of perceptual objects (e.g.,
gray level subimages) and let gr(x) = average gray level of subimage x. Then
define the tolerance relation

�gr= {(x, y) ∈ O × O | |gr(x) − gr(y)| ≤ ε},

for some tolerance ε ∈ � (reals). Then (O,�gr) is a sample tolerance space.
The tolerance ε is directly related to the exact idea of closeness or resemblance
(i.e., being within some tolerance) in comparing objects. The basic idea is to
find objects such as images that resemble each other with a tolerable level of
error. Sossinsky [12] observes that main idea underlying tolerance theory comes
from Henri Poincaré [13]. Physical continua (e.g., measurable magnitudes in the
physical world of medical imaging [14]) are contrasted with the mathematical
continua (real numbers) where almost solutions are common and a given equa-
tion have no exact solutions. An almost solution of an equation (or a system of
equations) is an object which, when substituted into the equation, transforms it
into a numerical ’almost identity’, i.e., a relation between numbers which is true
only approximately (within a prescribed tolerance) [12]. Equality in the physical
world is meaningless, since it can never be verified either in practice or in the-
ory. Hence, the basic idea in a tolerance space view of images, for example, is to
replace the indiscerniblity relation in rough sets [15] with a tolerance relation in
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partitioning images into homologous regions where there is a high likelihood of
overlaps, i.e., non-empty intersections between image tolerance classes. The use
of image tolerance spaces in this work is directly related to recent work on tol-
erance spaces (see, e.g., [14,8,16,17,18,19,20,21,22,23]). The contribution of this
article is the introduction of two new tolerance space-based image resemblance
measures and a comparison of the new measures with the original Henry-Peters
nearness measure.

This paper is organized as follows. Sect. 2 presents the basic framework used
to define image tolerance spaces. Sect. 3 presents three image resemblance mea-
sures. A comparison of the three measures at work is given in Sect. 4.

1.1: Lena (L) 1.2: Lena Classes 1.3: L Eye Class

1.4: Barbara (B) 1.5: Barb Classes 1.6: B Eye Class

Fig. 1. Sample Images and their tolerance classes

2 Tolerance Relations

In general, a tolerance relation on a set X in general, is a binary relation that is
reflexive and symmetric but not necessarily transitive [12]. A perceptual tolerance
relation is defined in the context of perceptual systems in (1).

Definition 1. Perceptual Tolerance Relation [17,8]
Let 〈O, F〉 be a perceptual system and let ε ∈ � (set of all real numbers). F is a set
of probe functions {φ1(x), φ2(x), ... φl(x)} where x ∈ O is a perceptual object
and each probe function φi(x) is a real-valued function representing features of
physical objects.
For every B ⊆ F the perceptual tolerance relation �B,ε is defined as follows:

�B,ε= {(x, y) ∈ O × O | φ ∈ B, ‖ φ(x) − φ(y) ‖≤ ε} (1)

where φ(x) = [φ1(x), φ2(x), ... φl(x)]T is a feature vector obtained using all
the probe functions in B and ‖ . ‖ is L2 norm. Corresponding with a tolerance
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relation �B,ε, a tolerance class x/B,ε
related to a perceptual object x ∈ O is

defined as follows:
x/∼B,ε

= {y ∈ O | y ∼B,ε x} (2)

Example 1. Image Tolerance Classes
Figure 1 shows a pair of images, their tolerance class coverings (Fig. 1.2, Fig. 1.5)
and one selected tolerance class relative to a particular image region (Fig. 1.3,
Fig. 1.6). Let 〈O, F〉 be a perceptual system where O denotes the set of 25 × 25
subimages. The image is divided into 100 subimages of size 25 × 25 and can
be shown as a set X = O of all the 100 subimages. Let B = {φ1(x)} ⊆ F

where φ1(x) = gray(x) is normalized average gray scale value of subimage x
between 0 and 1. Let ε = 0.1. Observe, for example, the sample tolerance class
and containing subimages in Fig. 1.3 corresponding to Lena’s left eye. Again,
for example, observe the sample tolerance class and containing subimages in
Fig. 1.6 corresponding to Barbara’s left eye. Relative to the subimage containing
Lena’s eye and Barbara’s eye, each tolerance class contains subimages where the
difference between average gray scale values of the subimages and the selected
subimage are within the prescribed tolerance level ε. In Sect. 3, separate image
tolerance class coverings for each image provide a basis for measuring the degree
that pairs of images resemble each other.

3 Tolerance Image Resemblance Measures

This section briefly introduces three tolerance image resemblance measures. In
Sect. 4, these two measures will be compared.

3.1 Tolerance Overlap Distribution Measure

A tolerance overlap distribution (TOD) measure is introduced here based on
a statistical comparison of the number of overlaps between tolerance classes at
each subimage. Suppose X, Y ∈ O are two images (sets of perceptual objects).
The sets of all tolerance classes for image X and Y form a covering for each
image.

X/B,ε
= {x/B,ε

| x ∈ X} (3)

Y/B,ε
= {y/B,ε

| y ∈ Y } (4)

The set of all overlapping tolerance classes corresponding to each object (subim-
age) x denoted by ΩX/B,ε

(x) is defined in (5).

ΩX/B,ε
(x) = {z/B,ε

∈ X/B,ε
| x ∈ z/B,ε

} (5)

The degree of overlap at each subimage x can be defined as the normalized
number of tolerance classes in X/B,ε

which are overlapping at x denoted by
ω

X/B,ε

(x), defined in (6).

ω
X/B,ε

(x) =

∣∣∣ΩX/B,ε
(x)

∣∣∣∣∣X/B,ε

∣∣ (6)
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2.1: Lena Cover 2.2: Ordered Classes 2.3: Lena distribution

2.4: Barb Cover 2.5: Ordered Classes 2.6: Barb distribution

Fig. 2. Tolerance class distributions

Similarly, the degree of overlap between tolerance classes at every subimage
y ∈ Y is denoted by ω

Y/B,ε

(y). Assuming that the set of probe functions B and

the value of ε are known, we use the more simplified notation of ΩX(x) and
ωX(x) for the set X/B,ε and the notations ΩY (y) and ωY (y) for the set Y/B,ε

.
Now, let FωX (ω) and FωY (ω) be the empirical cumulative distribution functions
(CDF) of the functions ωX(x) and ωY (y) respectively, when x ∈ X and y ∈ Y .
To compare the statistical distributions of ωX(x) and ωY (y), |FωX (ω)−FωY (ω)|
is considered as a measure of difference between distributions at each level of
overlap ω. The TOD nearness measure is defined in (7).

TOD(X, Y ) = 1 −
(∫ ω=1

ω=0
|FωX (ω) − FωY (ω)|dω

)γ
(7)

where
(∫ ω=1

ω=0 |FωX (ω) − FωY (ω)|dω
)

represents dissimilarity between distribu-
tions. The parameter γ ≤ 1 (or γ ≥ 1) is a scaling factor used when the TOD
values are very close to 1 (or 0). A value of γ = 0.6 is used in this paper.

3.2 Tolerance Nearness Measure

A tolerance nearness measure (tNM) is a variation of the original nearness mea-
sure introduced in [2]. The tNM is based on the idea that if one considers the
union of two images as the set of perceptual objects, tolerance classes should
contain almost equal number of subimages from each image. To see this, assume
that X and Y are the sets of perceptual objects (subimages) for a pair of images.
Then, Z = X ∪ Y is the set of all perceptual objects in the union of images and
for each z ∈ Z defined in (8).

z/B,ε
= {s ∈ Z | ‖φB(z) − φB(s)‖ ≤ ε} (8)
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Let [z/B,ε
]⊆X

denote the tolerance class that is a subset of X and let [z/B,ε
]⊆Y

denote the tolerance class that is a subset of Y . Then

[z/B,ε
]⊆X

� {x ∈ z/B,ε
| x ∈ X} ⊆ z/B,ε

[z/B,ε
]⊆Y

� {y ∈ z/B,ε
| y ∈ Y } ⊆ z/B,ε

z/B,ε
= [z/B,ε

]⊆X
∩ [z/B,ε

]⊆Y

Then a tNM is defined in (9) as the weighted average of the closeness between
the cardinality (size) of the set [z/B,ε

]⊆X
and the cardinality of [z/B,ε

]⊆Y
where

the cardinality of z/B,ε
is used as the weighting factor in order to normalize the

difference between the size of tolerance classes in each image with respect to the
size of the tolerance class that covers both images.

tNM(X, Y ) =
1∑

z/B,ε

|z/B,ε
|
×

∑
z/B,ε

min( |[z/B,ε
]⊆X

| , |[z/B,ε
]⊆Y

| )
max( |[z/B,ε

]⊆X
| , |[z/B,ε

]⊆Y
| )

× |z/B,ε
| (9)

3.3 Histogram Image Resemblance Measure

For the sake of comparison, a third image resemblance measure is defined here
to compare distributions (histograms) of gray scale values in images without in-
troducing the tolerance spaces. Therefore a histogram similarity measure (HSM)
is defined as a measure of similarity between statistical distributions of the “pix-
els gray scale values” rather than “subimages degree of overlap”. Following the
same approach given in (7) in the definition of TOD in comparing distributions,
the HSM is defined in (10).

HSM(X, Y ) = 1 −
(∫ g=1

g=0
|Hgx(g) − Hgy (g)|dg

)γ
(10)

where gx and gy are the normalized gray scales values (g) of pixels in images X
and Y , respectively. Hgx(g) and Hgy(g) are cumulative distribution functions of
gx and gy. γ is the same scaling factor introduced in (7).

4 Tolerance Measures Comparison

This section briefly compares the three tolerance nearness measures introduced
in this paper. For conciseness, this comparison is limited to the pair of images
given in Fig 1.

Example 2. Sample CDFs for a Pair of Images
Sample image tolerance classes and their overlap distributions are shown in
Fig. 3. Vertical axes in figures 2.2 and 2.5 represent tolerance classes in image
coverings sorted based on the average gray level among the images in a tolerance
class.
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The empirical CDFs for ωX(x)
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Fig. 3. ωX(x) & ωY (y)

and ωY (y) are shown in Figure
3. The horizontal axis represent
the possible values of ω (defined
in equation 6) and the vertical
axis represent the CDF of the
values of ω. The area between
the two CDFs is equal to 0.1150,
therefore, TOD = 1−(0.1150)0.6 =
0.7268 (see Fig. 2). Again, for
example, let p (subimage size)
= 15 and ε = 30. Then, TOD =
0.929, tNM = 0.907 and HSM
= 0.875, where the HSM and
tNM image resemblance estimates match our intuition about the disparities be-
tween the sample images; however, in terms of tolerance class sizes and distribu-
tions, TOD and tNM provide a more accurate estimate of image resemblance.

Conclusion

We have presented two tolerance space-based measures of image resemblance.
Each of these measures grew out of a study of near sets, a generalization of
the Zdis�law Pawlak’s rough sets. The proposed approach to measuring image
resemblance takes its cue from Zeeman’s view of tolerance spaces as frameworks
for modeling human vision. Basically, we want to measure image resemblance
in a manner that, in some sense, mimics our perception. Future work in our
study of image resemblance measures will include a consideration of various
other distance measures that can be used to gauge the efficacy of the tolerance
space-based measures.
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Abstract. Capillaroscopy is a branch of medicine which allows to diag-

nose various kinds of rheumatic diseases on the basis of observation of

visual properties of nail-fold capillaries. Capillaries are tiny blood ves-

sels of various shapes and sizes. Blood vessel tortuosity is one of med-

ical signs. The paper presents a novel blood vessel tortuosity measure

designed for capillary analysis. It represents the vessel as a graph and

utilizes non-directional and directional traversal algorithms.

1 Introduction

Determination of blood vessel characteristics is an important task in a range
of medical diagnostic processes. One of such processes is capillaroscopy diag-
nosis on the basis of observation of blood vessels in nail-fold skin. These mi-
cro blood vessels are called capillaries. There are many blood vessel signs used
in capillaroscopy, one of them is blood vessel tortuosity. In general, tortuos-
ity is a property of a curve, defining how twisted it is, how many turns it
has.

Several ways of tortuosity calculation are presented in literature [1, 3, 4, 5].
They assume that tortuosity is calculated for a single curve (blood vessel). In
capillaroscopy we have several degrees of tortuosity [7]. It can manifest itself
with single or multiple intersections, or patterns with many different kinds of
turnovers located near each other. This means that not only curvature is im-
portant, but also a number of intersections. Exemplary capillaries are presented
in Fig. 1. A clear and precise vessel segmentation is usually impossible in cap-
illary analysis. Additionally, intersections and branches should be incorporated
into tortuosity perception. It may suggest that vessels should be analyzed as a
whole, but not as single curves connected to each other. We assume that the
proposed method of vessel (nail-fold capillaries) tortuosity measurement should
give similar results to capillary classification done by a physician. It should deal
with vessels having branches and intersections.

The next section of the paper discusses existing approaches to tortuosity cal-
culation. The third section shows the proposed approach. The fourth section
presents the performed experiments. Last section summarizes the paper.

J.D. Velásquez et al. (Eds.): KES 2009, Part II, LNAI 5712, pp. 135–142, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Fig. 1. Exemplary non-tortuous (left) and tortuous (right) capillaries (images acquired

at Wroclaw Medical University)

2 Tortuosity Measurement

Various approaches are used for tortuosity measurement: curvature values and
changes, arch-chord ratios or vessel angle changes. They require splitting vessel
network into curves, and the tortuosity is calculated for each curve.

The tortuosity measurement methods presented in [1] are based on Arch-chord
ratio, which is defined as a curve length to euclidean distance ratio. However,
curves with different visual tortuosity tend to have the same tortuosity coeffi-
cient. Grisan et al. [5] proposed Tortuosity density, the modification of arch-chord
ratio method. Blood vessel (curve) is split into smaller parts, it is done on the
basis of points in which a curve starts to bend in different directions. Several ap-
proaches are proposed in [3], e.g., Total curvature, Total squared curvature. They
are based on the mathematical definition of curvature, however require blood ves-
sel segmentation into single, non-intersecting, and non-branching parts. Curve
angle changes are used in the Mean tortuosity index [2]. A set of curve points
with an assumed distance between them is selected. Angle changes are calculated
on the basis of three successive points. Another method of tortuosity calculation
in 3D is called Inflection count metric [4]. It relies on curvature change detection
and requires segmentation.

Above tortuosity measures are mainly used to retinal blood vessel analysis,
which have different characteristics than capillary blood vessels. Healthy capil-
laries have a turn, and it does not mean that they are tortuous. It is important to
detect how the vessel turns (in which direction) and how it intersects. Grassi [7]
points out large influence of branches and intersections on the tortuosity value
itself. Automatic segmentation of twisted and intersecting capillary vessels is
extremely difficult or even impossible [9,10], therefore all above measures do not
fit the needs of capillaroscopy requirements.

3 Proposed Approach - Point-Based Tortuosity

The tortuosity measure method takes as an input a segmented blood vessel,
represented as a set of pixels in the image. A single numerical value which rep-
resents tortuosity of considered vessel is the output. The proposed approach we
call Point-based tortuosity τp. Non-directed and directed graph analysis, curva-
ture sign calculation and arch-chord ratios are used in the method. Non-directed
graph is useful in determination of key points needed to arch-chord ratios cal-
culation. Directed graph analysis allows to order key points and determine the
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curvature sign. Arch-chord ratios are used to determine local (point) tortuos-
ity. The method goes according to following steps (steps marked with (*) are
executed for each pixel in the blood vessel skeleton):

1. Blood vessel skeletonization,
2. Non-directed blood vessel graph construction,
3. Termination and branch points detection,
4. Conversion of the non-directed graph into a directed graph,
5. Key points detection (*),
6. Key points pairing (*),
7. Key point pair tortuosity calculation (*),
8. Best key point pairs determination (*),
9. Best key point curvature sign calculation (*),

10. Tortuosity value averaging.

Above steps are described in the next sections. Steps 1 to 4 are referred as
preparation phase, steps 5 to 9 – analysis phase, step 10 – synthesis phase.

3.1 Preparation Phase

In the preparation phase all data necessary for the next phases are calculated
using a segmented capillary image. Blood vessel thinning using algorithm pre-
sented in [6] allows to extract the skeleton. Next, termination and branch points
are detected. A termination is a point in which the vessel ends. A branch is a
point in which it branches or intersects itself. Terminations and branches are
detected using 3 × 3 window.

We assume that blood vessel skeleton is a non-directed graph with possible
cycles. Each blood vessel skeleton pixel in the image represents a graph node. A
graph edge is defined between any two neighboring nodes. Points representing
a blood vessel are connected according to eight-neighborhood rule. Non-directed
graph construction is the basis for directed graph construction, required after-
ward by the curvature sign determination algorithm. Directed graph has to be
constructed in a manner which allows traversal only in one way on the whole
vessel. Graph construction starts from an arbitrarily chosen termination point.
When a vessel has no termination points (e.g. an ellipse like vessel), one vessel
point need to be arbitrarily chosen. A directed graph is generated using depth-
search algorithm with non-directed graph as an input.

3.2 Analysis Phase

All steps in this phase are repeated for each node S in the vessel skeleton, with
node coordinates S = (x, y) as the input.

Step 5 – Key points detection. We search all points of the graph which are
placed in the given distance κ from the initial point S. These points, called key
points, are referred as P . Breadth-first search algorithm on the non-directional
graph, starting from the given point S, is applied here. It searches for points
Pi ∈ P which meet the following conditions:

– distance from Pi to S has to be larger than κ, but the smallest possible one,

– distance from Pi to S may be less than κ if Pi is a termination point.
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The graph traversal goes in different directions. According to eight-neighborhood
rule there are 8 possible initial traversal directions k, numbered from 1 to 8. Traver-
sal direction are remembered for further processing (key point pairing). The ini-
tial traversal node gets value ’no direction’ (k = ∅), so k ∈ {∅, 1, 2, 3, 4, 5, 6, 7, 8}.
Traversal directions are assigned to nodes according to the presented rule, only if
they are neighbors to the initial node (x, y). All traversal directions are inherited
during the graph search.

Graph traversal termination requires graph distance calculation between the
current and start nodes. This distance is called blood vessel distance (abbreviated
as bvdist), it is similar to curve distance used in other tortuosity measures. Axial
neighboring nodes have distance equal to 1. Non-axial neighboring nodes have
distance equal to

√
2. In practice such estimation is not enough. To improve

this estimation we take into account also neighbors of neighbors, the path to a
neighbor of neighbor node contains one axial and one non-axial edge then the
distance is equal to

√
5. The total distance between current and start nodes is

the sum of distances along the graph path. In case such approach is insufficient,
others estimates may be used, e.g., spline length, after key points are found.

Steps 6, 7, 8. To calculate arch-chord ratio only two nodes (key points) are
used, each with different initial traversal direction. Key point selection is based
on arch-chord ratio [1, 5] measurement. Arch-chord ratio is defined as the eu-
clidean distance between nodes to the blood vessel distance between these nodes.
It is calculated for all key point pairs A, B from P , having different initial traver-
sal directions. Arch-chord ratio value τs(S, A, B), measured using two key points
A and B, is defined as follows:

τs(S, A, B) =
bvdist(S, A) + bvdist(S, B)√

(Ax − Bx)2 + (Ay − By)2
, (1)

where: A, B – found key points from P , Ax, Bx, Ay, By – x, y coordinates of
A and B nodes, bvdist(A), bvdist(B) – blood vessel distance calculated during
graph traversal from node S to node A and B, respectively.

From all key points pairs only one (A∗, B∗) is selected, for which arch-chord
ratio is minimum:

(A∗, B∗) = arg min
A∈P,B∈P

τs(S, A, B), where Adir �= Bdir. (2)

Selection of the pair with minimum arch-chord ratio has the following interpre-
tation. Blood vessels are usually smooth and do not bend very rapidly. If two
vessels intersects, selecting key points with minimum arch-chord ratio increases
the chance of selecting them properly, meaning that both key points belong to
the same vessel.

Step 9 – Best key point curvature sign calculation.
Best key point selection results in a pair (A∗, B∗) for which arch-chord ratio

is smallest. Those two nodes are selected as local blood vessel approximation.
Using those two nodes curvature sign is calculated. Curvature sign plays a cru-
cial role in the presented tortuosity measure. It allows to differentiate between
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Fig. 2. Data required for curvature sign calculation. Cross product of a and b allows

sign detection only if key points are ordered in the same way for the whole vessel.

capillaries which turn only one direction and have correct reversed ”U” shape
and blood vessels which have many different turns. Curvature sign is calculated
using the directed graph, which is determined during the preparation phase. Di-
rected graph allows traversal of the whole vessel in only one direction and this
is crucial feature for the calculation. Let us define two 3D vectors a and b using
A∗ and B∗ key points, S coordinates and assume z = 0. These vectors are used
to determine local curvature sign (see Fig. 2). Using normalized a and b vectors,
cross product N is calculated.

a = [Sx − A∗
x Sy − A∗

y 0], b = [B∗
x − Sx B∗

y − Sy 0], N =
a

‖a‖ × b

‖b‖ . (3)

Sign of z coordinate of vector N represents curvature sign. Points A∗ and B∗

have to be ordered in the same manner for the whole vessel, using the following
approach. The shortest paths from A∗ to S and B∗ to S are analyzed. The given
below decision rules are applied to calculate the ordering η(A∗, B∗), value of 1
represents the correct order, −1 represents the reversed order:

– If path A∗ to S contains a child of S, then η(A∗, B∗) = 1.

– If path B∗ to S contains a child of S, then η(A∗, B∗) = −1.

– If path A∗ to S contains a parent of S, then η(A∗, B∗) = −1.

– If path B∗ to S contains a parent of S, then η(A∗, B∗) = 1.

Parent and child nodes of S are taken from the directed graph. Curvature sign
calculation σ(S, A∗, B∗) incorporates both vector N and η(A∗, B∗) values:

σ(S, A∗, B∗) =

⎧⎪⎨⎪⎩
0 if Nz = 0
1 if η(A∗, B∗) · Nz > 0
2 if η(A∗, B∗) · Nz < 0

. (4)

3.3 Tortuosity Value Averaging – Synthesis Phase

Tortuosity value averaging is the last step in the proposed method. It aggregates
all arch-chord ratios τs(S, A∗, B∗) for all nodes S ∈ Ω in the vessel skeleton. In
the first step arch-chord ratios are averaged, but only if they have the same cur-
vature sign, i.e., τ1

p for σ(S, A∗, B∗) = 1, and τ2
p for σ(S, A∗, B∗) = 2, according

to the formula:

τ ip =
1
|Ω|

∑
S∈Ω

τs(S, A∗, B∗)|(σ(S, A∗, B∗) = i) ∧ (τs(S, A∗, B∗) > ε), (5)
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for i = 1 and i = 2 respectively, where τs is given by eq. 1, and ε is an assumed
parameter, it must be a bit greater than 1.

In the second step, we extract information if a blood vessel turns generally
only in one direction, or if it turns both. We have τ1

p and τ2
p , the larger one

is named τh (higher), the smaller – τl (lower). These two tortuosity values are
combined into a single point-based tortuosity τp (eq. 6). It is worth mentioning
that τh and τl also provide important information and can be successfully used
as blood vessel features.

τh = max(τ1
p , τ2

p ), τl = min(τ1
p , τ2

p ), τp = (1 + τh)(1 + τl). (6)

4 Experiments

A series of experiments was performed to determine properties of the presented
tortuosity measure with two sets of images: synthetic and real clinical (cap-
illary) images. Achieved results are presented and discussed. In all presented
experiments ε = 1.01 (minimum is 1.0).

4.1 Synthetic Data

Synthesized images represent possible capillary parts, they allow to verify if the
visual tortuosity perception is met. The data is processed with κ = 35, chosen
experimentally, as it provides good results for clinical data (shown later).

Fig. 3 presents achieved results. Straight line and + sign have minimum tortu-
osity (τp = 1). L and T are a bit tortuous, due to one sharp turn. An important
result from the diagnostic point of view is snake tortuosity greater than U, C
and O tortuosities. It allows to differentiate between capillaries with one turn
(perceived as non-tortuous) and with many different turn.

4.2 Clinical Data

The proposed method should be useful for real clinical data, therefore we have
performed experiments using capillary images with carefully hand marked blood
vessels. Capillary images, together with diagnoses, come from [7]. Exemplary test
images, containing single, marked capillaries, are presented in Fig. 4, they include
different capillaries. Calculated tortuosity values are also presented. Proposed
tortuosity calculation method was also positively confronted with tortuosity
given by a specialized physician on a set of 32 manually segmented, different

1.0 1.0 1.07 1.15 1.22 1.65 2.02 2.02 2.27

Fig. 3. Synthetic data test. Images shown with point-tortuosity value τp.
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2.27 2.30 2.35 2.45 2.49 2.56 2.64 2.64 2.69 2.74

Fig. 4. Exemplary clinical data. Point-based tortuosity τp shown for each capillary.

Table 1. Tortuosity classification accuracy with various classifiers and κ values

κ NN kNN Bay C4.5 MLP LMT avg κ NN kNN Bay C4.5 MLP LMT avg

5 0.59 0.59 0.72 0.69 0.72 0.81 0.69 10 0.69 0.69 0.81 0.69 0.88 0.88 0.77

15 0.81 0.81 0.81 0.50 0.81 0.75 0.75 20 0.75 0.75 0.84 0.59 0.88 0.81 0.77

25 0.72 0.72 0.84 0.63 0.84 0.88 0.77 30 0.72 0.72 0.84 0.66 0.81 0.84 0.77

35 0.84 0.84 0.88 0.78 0.84 0.88 0.84 40 0.75 0.75 0.88 0.81 0.84 0.88 0.82

45 0.72 0.72 0.88 0.91 0.78 0.84 0.81 50 0.75 0.75 0.91 0.91 0.81 0.84 0.83

capillaries. Blood vessels were divided into two classes: non-tortuous (17 capil-
laries) and tortuous (15). Naive classification accuracy is equal to 53%. Several
classifiers were examined: Nearest Neighbor (NN), k-Nearest Neighbor (kNN),
Naive Bayes (Bay), C4.5 Decision Tree (C4.5), Multi-layered Perceptron (MLP)
and Logit Model Tree (MLT). WEKA [8] package was used as an implemen-
tation platform, all classifiers with default parameter values. Taking into ac-
count important features of capillaries, we have used following feature vector for
classification: total point-based tortuosity τp, higher τh and lower τl directional
tortuosity values and the number of blood vessel branches.

Achieved results are presented in Tab. 1. The highest achieved accuracy is
91%. Best averaged quality for κ = 35 value is 84%. Such results may be per-
ceived as satisfying, especially when comparing to naive classification quality
equal to 53%.

5 Conclusions and Future Work

A novel blood vessel tortuosity calculation method is proposed, it is designed
for usage with capillaroscopic medical images. The most important features of
the method are the following: (i) handling of branching and intersecting blood
vessels; (ii) local neighborhood based analysis for better handling of vessels con-
nected with elements of various tortuosity; (iii) usage of curvature sign for better
discrimination of blood vessels. Properties of the method are examined in exper-
iments with synthetic images. Clinical data tests are performed on real capillary
images. An averaged quality for a set of test images is equal to 84%.

Further research may be focused on better incorporation of branching and
intersection information into tortuosity value itself. Branching and intersection
are an important aspect in visual tortuosity perception. Blood vessel thickness
information may also be considered.
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Abstract. A new method of building local image features is proposed. The fea-
tures are represented by various shapes (patterns) that can be approximated  
using Hough transforms. However, the transforms are applied locally (to the 
current content of a scanning window) so that the shape’s location is fixed at 
the current window’s position. Thus, the parameter-space dimensionality can be 
reduced by two (compared to globally computed Hough transforms) and the 
transforms can be effectively applied to more complex shapes. More impor-
tantly, shapes can be decomposed (two decomposition schemes are proposed) 
so that the overall complexity of the shapes used as features can be very high. 
The proposed feature-building scheme is scale-invariant (if scale is a dimension 
of the parameter space) subject only to diameters of scanning windows. 

Keywords: local features, Hough transform, invariant features, shape approxi-
mation. 

1   Introduction 

The Hough transform (its classic form reported in [1]) is a popular tool for a curve 
fitting over a 2D set of scattered contour points extracted from an image. Although 
the method is defined for curves of any complexity, it is generally practical only for 
curves with 2-3 parameters because the number of accumulator bins grows exponen-
tially with the number of parameters. Therefore, in most applications the Hough trans-
form is used to detect straight line segments (that need only two parameters). The 
modifications proposed for fitting arbitrary shapes also have their limitations since for 
aspect invariance either additional dimensions (e.g. [2]) or additions of other descrip-
tors (e.g. [3]) are needed. 

In this paper, the Hough transform is discussed from a different perspective.  
Instead applying it globally for the whole image, we use a scanning window (for con-
venience, circular windows are proposed but windows of any other shape can be al-
ternatively considered) and the curve is fitted to the window’s content only, assuming 
additionally that the curve’s location is determined by the window’s centre. There-
fore, the number of curve parameters can be reduced by 2, and more complex curves 
can be effectively used. 
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Fig. 1. Three examples of the pixel contributions (the length of dotted lines) to bins of various 
instances of the curve, depending on the angle between the unit vector normal to the curve 
(blue arrows) and the gradient vector (red arrows) 

An obvious disadvantage of this approach is that any curve can be fitted to almost 
any window. Therefore, we propose a supplementary mechanism for detecting win-
dows with “the best of best-fitting” curves, i.e. the mechanism for detecting the actual 
locations of curves within the image. 

Another potential disadvantage of the window-based approach is an unpredictable 
number of contour points within a window (e.g. to few to reliably fit the curve). 
Therefore, we propose to use all pixels of the window, where each pixel contributes to 
all accumulator bins. However, the contributed value depends, first, on the pixel’s 
gradient magnitude and, secondly, on the level of collinearity of the gradient vector 
with the normal vector of the corresponding instance of the curve (see Fig. 1). The 
idea is similar to the concept of GWHT (Gradient-Weighted Hough Transform) pro-
posed in [4]. 

The ultimate objective of using the local Hough transforms is to identify robust lo-
cal image features, i.e. locations where the selected curves can be fitted to the win-
dow’s content with the highest prominence. Such local feature are potentially highly 
invariant under various photometric and geometric image distortions (including the 
scale invariance, subject only to the scanning window diameter). Therefore, they can 
be instrumental in image matching and in retrieval of images with visually similar 
contents. 

In Section 2 we briefly introduce formalisms needed in the proposed method (in-
cluding explanations on how to localize features based on the local Hough trans-
forms) and explain how the method can be expanded into more complex problems 
(parallel and sequential decomposition of curves). In Section 3, several typical shapes 
are discussed and exemplary results are shown. 

2   Gradient-Based Local Hough Transforms 

In this section, we briefly overview the Hough transforms. The presented model is a 
modification and improvement of the ideas published previously (e.g. [4] and [5]) so 
that only the issues that are novel in the proposed method are addressed. Two issues 
are particularly important: (1) the gradient-based contribution of pixels to the parame-
ter space for curves of any shape and (2) feature localization at local maxima of the 
Hough transform selectivity. 
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2.1   Gradient-Based Approach to Hough Transforms  

Assume a family of 2D curves described by a parameterized equation 

1( , , ,..., ) 0nf x y p p = . (1)

For practical reasons, we are interested only in curves of semi-C1 class (i.e. with 
piecewise-continuous first derivatives). 

Consider an image with the intensity function I(x, y) and the gradient vector-
function: 

( , )I
I I

x y
x y

⎡ ⎤∂ ∂∇ = ⎢ ⎥∂ ∂⎣ ⎦
. (2)

Any point (x0, y0) of the image defines a hyper-surface HS in P1×P2×…×Pn parameter 
space: 

{ }1 0 0 1( ,..., ) ( , , ,..., ) 0n nHS p p f x y p p= = . (3)

However, unlike in standard Hough transforms, we additionally define a weight func-
tion w over HS (i.e. over the family of curves specified by Eq.1) so that for any point 
(p1

A, p2
A,…, pn

A)∈HS: 

1
1 0 0 0 0,...,

( ,..., ) ( , ) ( , )A A
n

A A
HS n I p p

w p p x y norm x y= ∇ o . (4) 

where ( , )I x y∇  is the image gradient at (x0, y0); 

1
0 0,...,

( , )A A
np p

norm x y  is the unit vector normal to 1( , , ,..., ) 0A A
nf x y p p =  at (x0, y0); 

and ° represents dot product of vectors. 
This is the formal model of the effect shown in Fig. 1, i.e. the weight depends on 

how much the actual gradient at a point is collinear with the normal direction of the 
curve intersecting the point. 

Other steps of using the Hough transform for curve fitting are typical. The parame-
ter space is divided into a suitable number of bins, and each hyper-surface HS con-
tributes to all intersected bins the weight wHS computed at the corresponding bin’s 
centre. Subsequently, the winning bins indicate the curves considered the best ap-
proximations of the image content. 

Although computational complexity of gradient-base Hough transforms is higher, 
they are superior (as reported in several papers, e.g. [5], [6]) in particular in case of 
“difficult” images with blurred and/or spur edges, high level of noise, shapes over 
textured areas, etc. 

2.2   Local Hough Transforms  

In order to detect local features based on Hough transforms, we have to use the trans-
forms computed locally, e.g. within the content of window scanning the image. The 
most typical circular windows are used, although any other shape can be considered  
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A                  B                  C                  D 

Fig. 2. Predefined location of simple curves within a scanning window; A – circles (only one 
parameter needed, i.e. the radius) needed); B – T-junctions (two parameters – orientations of 
long and short segments); C – squares (two parameters – size and orientation); D – multi-
junctions with unevenly cut arms (two parameters – length and orientation – can be simultane-
ously applied to all segments in the same 2D parameter space) 

 
A                                             B                                             C 

Fig. 3. The scanning window at the actual location of a 90deg T-junction (B) and slightly off 
the actual location (A and C) 

as well. The window cannot be too small in order to provide enough data for a mean-
ingful curve fitting, and larger windows allow detection of features with more diversi-
fied sizes so that the scale-invariance (limited only by the window’s size) can be 
achieved. We experimentally established that windows of approx. 25-pixel radius 
reasonably compromise scale-invariance and computational complexity for a wide 
range of typical images. 

The major advantage of the transforms computed over a scanning window is that 
we can fix the position of the fitting curve(s) at the current windows location (i.e. the 
number of curve parameters is reduced by two). Fig. 2 shows how several simple 
curves can be attached to the window’s centre. It can be easily verified that the num-
bers of parameters for the global Hough transforms of the same curves would be 
higher (i.e. three for circles, four for T-junctions and squares, and an unspecified 
number for multi-junctions). 

Locally applied Hough transforms cannot localize the best-fit curves within ana-
lyzed images (for any location of the scanning window some curve instance can be 
usually fitted). Thus, we propose a simple yet reliable algorithm based on how selec-
tive the locally found fitting curve is. 

Assume that the curves of interest are 90deg T-junctions (a special case of a T-
junction given in Fig. 2B) and consider three locations of the scanning window within 
an exemplary image, as shown in Fig. 3. 90deg T-junctions are selected because their 
local Hough transform needs only 1D parameter space (orientation). Fig. 4 gives the 
corresponding profiles of the Hough transform in 1D parameter space (the winning 
orientation values are encircled). 
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A                                        B                                        C 

Fig. 4. Profiles of 1D Hough transforms (detection of 90deg T-junctions) for the corresponding 
window locations given in Fig. 3 

 
Fig. 5. Correspondences between the local maxima of the selectivity value and the locations of 
90deg T-junctions in the analyzed image 

The ratio of the winning bin content over the overall content of all bins in the pa-
rameter space will be referred to as selectivity of the best-fit curve. Formally, selectiv-
ity of the best-fit curve within the window at (x, y) location is defined as 

( )

1

max ( )
( , )    1,...,

( )

i
n

i
i

v bin
sel x y i n

v bin
=

= =

∑
. 

(5)

assuming that the parameter space is divided into n bins (bin1,…, binn). 
At the locations where the best-fit curves are actually the best approximations of 

the shapes existing in the analyzed image, the selectivity values reach their local 
maxima (as illustrated in Fig. 3). The formal proof of this fact exists for curves fully 
enclosed within the scanning window (the proof is not presented in this paper because 
of the page number limit). An exemplary image (in which the curve of interest is a 
90deg T-junction) and the corresponding selectivity function are shown in Fig. 5. The 
prominent spikes of the function match the human visual inspection results. 

An alternative selectivity measure can be proposed as a ratio between the winning 
bin content and the integral of the gradient magnitude computed over the scanning win-
dow. The results of feature localization using this alternative formula are qualitatively 
almost the same for all analyzed images, even though they are not identical numerically. 
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3   Exemplary Local Features 

Detection of robust local features is the primary intended usage of the proposed local 
Hough transforms. Therefore, shapes (curves) typically used as the image features 
should be of the primary interest. In this section we discuss three important local 
features: circles, squares and multi junctions (with uneven lengths of their arms) 
shown in Figs 2A, 2C and 2D, correspondingly. 

3.1   Local Hough Transforms for Detecting Circles and Squares 

Simple geometric shapes (circles and squares are just typical examples) are very use-
ful features providing important local semantics for image matching and/or image 
retrieval. Because of simple geometry, the local Hough transform for detection of 
circles (attached be window’s centre) needs only 1D parameters space, while squares 
need a 2D space (see Figs 2A and 2C). However, multiple copies of the same object 
can be simultaneously detected in the same parameter space. Exemplary results for 
circle detection and square detection are shown in Figs 6 and 7. 

 
A                                                                          B 

Fig. 6. Profiles of local Hough transforms for circle detection in case of a correctly positioned 
scanning window (A) and in case of a randomly positioned window (B) 

 
A                                                                          B 

Fig. 7. Profiles of local Hough transforms for square detection in case of a correctly positioned 
scanning window (A) and in case of a randomly positioned window (B) 
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A                                                                          B 

Fig. 8. Profiles of local Hough transforms for a square (A) and circle (B) detection for a win-
dow containing both shapes 

                                                            A 

 
B                                                                          C 

Fig. 9. The local Hough transforms for a two-arm junction (A). The profile is produced without 
(B) and with (C) the exponential damping function. 

In Fig. 6, a window alocated at two concentric circles generates (Fig. 6A) a 2-peak 
profile in the parameter space, while an incorrectly positioned window produces a 
number of hardly distinctive spikes (Fig. 6B). Similar effects can be seen in Fig. 7, 
where the window positioned over two concentric squares (of different orientations, 
however – Fig. 7A) generates a prominent two-spike profile in the 2D parameter 
spaces. A randomly positioned window (Fig. 7B) generates a few less distinctive 
peaks. In both cases (i.e. Fig. 6 and Fig. 7) the selectivity function would have distinc-
tive maxima for the scanning window correctly positioned over the circles/squares. 
Actually, combinations of squares and circles can be extracted in the same way. Fig. 8 
shows results for such a case. 

3.2   Detecting Multi-junctions 

Multi-junctions (corners are their simplest examples) are probably the most useful 
local features. Although past papers reported applications of the Hough transform to 
corner detection (e.g. [7], [8]) the proposed approach is a more general solution. 

As shown in Fig. 2D, multi-junctions may have several arms of diversified length 
so that a 2D parameter space (orientation and length) is needed for the local Hough 
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transform. A simple example of a perfect corner and the profile of its Hough trans-
form are given in Fig. 9. 

Fig. 9B shows that the actual length of an arm corresponds to the initial point of a 
flat segment of the profile. Thus, a simple exponential damping function (decreasing 
with the length increase) has been incorporated to produce the actual maxima (see 
Fig. 9C). 

4   Final Remarks and Acknowledgements 

Because of its limited size, the paper presents only the fundamentals and selected 
illustrative results of the developed method. Additional details are given in [9] where 
the method is compared to the alternative moment-base technique. More papers are 
also currently under review and the publications are expected soon. Other issues of 
practical significance that should be highlighted are: 

• Integration of the method with invariant detectors of interest regions (e.g. 
DoG, Harris-Laplace or Hessian-Affine); 

• Using geometry of extracted local features for geometrically constrained 
matching of images and their fragments. 

Last but not least, the research presented in the paper is a part of A*STAR Science & 
Engineering Research Council grant 072 134 0052. The financial support of SERC is 
gratefully acknowledged. 
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Abstract. The growing importance of nail-fold capillaroscopy imaging

as a diagnostic tool in medicine increases the need to automate this pro-

cess. One of the most important markers in capillaroscopy is capillary

thickness. On this basis capillaries may be divided into three separate

categories: healthy, capillaries with increased loops and megacapillaries.
In the paper we describe the problem of capillary thickness analysis au-

tomation. First, data is extracted from a segmented capillary image.

Then feature vectors are constructed. They are given as an input for

capillary classification method. We applied different classifiers in the ex-

periments. The best achieved accuracy reaches 97%, which can be con-

sidered as very high and satisfying.

1 Introduction

Capillaroscopy is a branch of medicine focused on an analysis of nail-fold blood
vessels. Abnormalities in blood vessel thickness [1] are one of key medical signs
in nail-fold capillaroscopy diagnosis process. An application of computer sci-
ence methods in nail-fold capillaroscopy is a quite new idea. Some research have
been performed around the world, however the results are not satisfactory. Nail-
fold capillary measurement research have been performed in the early 2000 and
funded by The Raynauds and Scleroderma Association. A capillary measurement
system (designed for video-capillaroscopy) has been presented in [2]. The system
allows to capture video recordings, reduce noises and introduces an amount of
automation into the capillary analysis process. User manually selects measure-
ment points and in these points capillary thickness is measured [3].

In the paper we present our approach to the nail-fold capillary classification
problem. A single, segmented capillary is an input to the classification task. An
output is a class of the input capillary. Classes are defined by medical experts.
In order to create input feature vectors for classification, our method combines
several pattern recognition techniques, including: capillary skeletonization, curve
thickness estimation, local curvature measurement, 2D histograms and object
recognition. Feature vectors are extracted on the basis of the capillary thickness
and curvature analysis. Because of their importance for successful classification
the process of their extraction is described in detail.

J.D. Velásquez et al. (Eds.): KES 2009, Part II, LNAI 5712, pp. 151–158, 2009.
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(a) healthy, zoom=500 (b) increased loop, zoom=200 (c) megacapillary, zoom=200

Fig. 1. Examples of capillaries from the defined capillary classes

The paper is organized as follows. The medical background is presented in
the next section. Then we formally present the capillary classification problem.
Next, the proposed approach is described in detail. The third section shows the
achieved results while the last one summarizes our research.

1.1 Medical Background

One of the most important pathological findings in connective tissue diseases
are changes in microcirculation, so called microangiopathia. We have no good
clinical, immunological or biochemistry parameters dealing with this problem,
so far. Capillaroscopy is a fundamental imaging technique used in the study of
microcirculation and seems to be one of the best diagnostic tools for the early
detection of microcirculation morphofunctional abnormalities. Microangiopathia
is the term strictly connected with enlargement of capillary diameters, forming
enlargement loops or megacapillaries.

Enlargement of nail-fold capillaries is the first striking sign of microangiopa-
thy. However, this observation is not true for each case. Microvessels with nor-
mal diameter coexist in most instances with definitely enlarged (> 20μm) or
giant loops or megacapillaries (> 50μm). An increase in capillary diameter
can be found in a wide range of conditions, such as systemic sclerosis, der-
matomyositis, undifferentiated connective tissue disease, Raynaud‘s phenomen,
diabetes mellitus, acrocyanosis. Isolated morphological abnormalities are not
unduly rare in the healthy subject. Such changes are homogeneous enlarged
loops [4]. Fig. 1 shows exemplary capillaries. Megacapillaries and irregularly
enlarged loops are amongst the first morphological abnormalities to be docu-
mented in patients with systemic sclerosis. In Raynaud‘s phenomenon patients,
single irregularly enlarged loops, even if surrounded by completely normal capil-
laries, can strongly support the hypothesis of subclinical scleroderma spectrum
disorders [5].

If microangiopathy is present, the most likely diagnosis are systemic
sclerosis, mixed connective tissue disease, systemic lupus erythematosus and
dermatomyositis [4,6]. Capillaroscopy is valuable tool for a correct diagnosis,
provided with clinical, serological and immunological findings. It has also prog-
nostic significance in Raynaud‘s phenomenon and scleroderma-pattern
disorders [7].
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1.2 Problem Definition

The problem of capillary analysis may be formulated as an image recognition
problem. The analysis should be performed on the basis of a segmented capillary.
The result of the analysis is a class of the capillary. There are three possible
output classes: healthy, increased loop and megacapillary.

More formally, we assume a set I of pixel coordinates (x and y) representing
a single capillary as an input. This means that all points within the set represent
one area: I = {(x1, y1), (x2, y2), ..., (xn, yn)}. The output O is a capillary class:
O = c ∈ {healthy, increased, megacapillary}.

2 Proposed Approach

All steps of the proposed approach are presented in this section. Capillary anal-
ysis is the first step, leading to a numerical description of the blood vessel.
Blood vessel thickness and curvature are analyzed for the whole capillary skele-
ton. The second step is data aggregation and feature vector construction. Sev-
eral approaches are tested, including: thickness averages and standard deviation,
thickness and curvature histograms. The last step is the classification phase.

2.1 Capillary Analysis

As we mentioned before, the single segmented capillary is the input. The pro-
posed approach requires a blood vessel skeleton, together with vessel thickness
information. Skeletonization is performed according to the algorithm presented
in [8].

All points belonging to the extracted skeleton are the basis of further process-
ing. For each point of blood vessel skeleton, thickness and curvature estimation
have to be found. Thickness estimation is performed in pixels units. Capillar-
ies are scanned under various zoom settings. Thickness needs to be normalized
according to the eq. 1.

t =
tpixels
zoom

, (1)

where: t – normalized thickness, tpixels – measured pixel thickness, zoom – scan-
ning zoom factor (values: 50, 100, 200, 500).

Method calibration may be performed using two approaches: setting up
device-dependent zoom factors or acquiring the training set on the specific cap-
illaroscopic analysis system.

The measurement of local curvature is performed by arch-chord ratio calcu-
lation, expressed by eq. 2.

c =
deuclid
dpath

, (2)

where: deuclid – euclidean distance between two measured points, dpath – curve
(path) distance between two measured points.
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Arch-chord ratio is an efficient way of curvature estimation. It is used, among
others in curve tortuosity estimation [9,10]. An exact routine for points selection
in arch-chord ration calculation is presented in [10].

A set S of pairs describing a single capillary skeleton is the result of the
analysis phase. Each pair refers to a single capillary skeleton point. Formally,
the set S can be expressed by eq. 3:

S = {(t1, c1), (t2, c2), ..., (tn, cn)}, (3)

where: n – number of capillary skeleton points, tk – estimated capillary thickness
in skeleton point k, k ∈ {1, ..., n}, ck – estimated capillary curvature in skeleton
point k, k ∈ {1, ..., n}.

2.2 Data Aggregation

Data generated during the analysis step have to be aggregated in order to create
feature vectors, which are the basis of classification. Several approaches to feature
vector construction are considered.

Thickness mean and standard deviation. In the simplest approach thickness
mean and standard deviation values are applied. All curvature information is
discarded in this case. At first glance, it seems to be very simple, however turns
to be quite effective.

Fig. 2 shows thickness mean and standard deviation chart. Capillary classes
may be separated in an effective way. Healthy capillaries are located in the left
bottom part of the chart, capillaries with increased loops are in the middle,
megacapillaries are placed on the right side. A single capillary is described by a
feature vector (eq. 4), which is composed of two values μ (thickness mean) and
σ (standard deviation).

f1 = [μ, σ]. (4)

Thickness and curvature histogram. The second approach is based on a thickness
and curvature. According to medical information, both of them are important
and should be analyzed together.

μ

σ

0 0.2

0.1

healthy
increased loop
megacapillary

Fig. 2. Thickness mean (μ) and standard deviation (σ) chart, measured for single

capillaries
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In the first step maximum thickness and curvature values are determined
through the dataset. Outliers are detected by checking values against a priori
given upper threshold. In case values are greater than the threshold, they are
set to threshold values (tthr and cthr). It is essential in order to obtain a good
values distribution along the histogram. After outliers detection, all values are
normalized into (0, 1) range. These preprocessed data are the basis of histogram
construction:

tnorm =
min(t, tthr)

maxt∈S min(t, tthr)
, cnorm =

min(c, cthr)
maxc∈S min(c, cthr)

. (5)

A histogram resolution is another important aspect of the proposed solution. The
resolution has to be high enough, because the histogram needs to carry relevant,
discriminative information. On the other hand, it has to be low enough, in order
to train classifiers correctly.

Examples of thickness and curvature histograms are shown in Fig. 3. Dark
areas represent histogram buckets in which most of analyzed point values are
located. As it can be noticed, dark values are mostly present in the first column.
This means that capillaries are very thin. The first row presents healthy capillar-
ies. The second row shows both increased loop capillaries and megacapillaries.
Various configurations of thickness and curvature may be observed.

Another important view of the processed data are per-class histogram aver-
ages. Such averages show, how samples are distributed along the whole class.
Fig. 4 shows three per-class histogram averages. A clearly dominant feature is
capillary thickness, however slightly increased thickness for larger curvature may
be observed for increased loop capillary class (Fig. 4b). This difference may be an
important element for correct discrimination between increased loop capillaries
(Fig. 4b) and megacapillaries (Fig. 4c).

Length of the feature vector depends on the applied histogram resolution and
is equal to multiplied thickness and curvature resolutions. The feature vector f2
is defined as follows:

f2 = [b11, b12, ..., b1n, b21, ..., b2n, ..., bmn], (6)

where: bxy represent x, y histogram bin values.
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Fig. 3. Thickness (t) and curvature (c) histograms for various capillaries
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t

c

(a) Healthy

t

c

(b) Increased loop

t

c

(c) Megacapillary

Fig. 4. Per-class histogram averages. Histogram resolution is 10 × 10 bins.

Histogram and thickness data (all data). The last approach to features vec-
tor creation is a combination of all already presented features. In this case a
generated feature vector f3 contains both thickness and curvature histogram in-
formation and thickness mean and standard deviation values. Its length depends
on the histogram resolution (similarly to f2). The f3 vector is defined as follows:

f3 = [μ, σ, b11, b12, ..., b1n, b21, ..., b2n, ..., bmn]. (7)

Its elements are described by eq. 4 and eq. 6.

2.3 Capillary Classification

As the result of the feature extraction step, each capillary is described by a single,
fixed length feature vector for which an appropriate class should be assigned.
This means that we deal with a classic classification problem.

The proposed method does not rely on any specific classifier. We applied and
evaluated various classification methods during experiments.

3 Experimental Results

The experiments were conducted on a set of segmented, single capillary images.
The dataset contains 62 manually segmented capillaries, including: 8 megacap-
illaries and 18 increased loop and 36 healthy capillaries. Several approaches to
classification are tested, including: Nearest Neighbor, k-Nearest Neighbors, Naive
Bayes, C4.5 Decision Tree and Logit Model Tree. It allows to check if proposed
feature vectors have general discriminative abilities. Classifiers are taken from
Weka [11] platform with default parameters.

Three mentioned feature vector construction methods are evaluated. Several
histogram resolutions are used (see Tab. 1). To focus on feature vector con-
struction methods, accuracy values for all classifiers have been averaged. In all
experiments leave-one-out is applied as a cross-validation method.

The achieved results are presented in Tab. 1. Even the simplest thickness
based method has reached classification accuracy above 90%. However, his-
togram based methods show to be even more effective. The most effective ap-
proach is a combination of thickness based values and two dimensional histogram.
The highest accuracy is equal to 97%. Only several border cases are misclassi-
fied. Misclassifications are present between healthy and increased loop capillaries
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Table 1. Classification accuracy versus various 2D histogram resolution settings

Data synthesis Res. NN k-NN Bayes C4.5 LMT average

Thickness avg. (f1) n.a. 0.92 0.92 0.87 0.90 0.90 0.90

2D histogram (f2) 5 × 5 0.90 0.90 0.95 0.87 0.92 0.91

2D histogram (f2) 7 × 7 0.92 0.92 0.90 0.87 0.94 0.91

2D histogram (f2) 10 × 10 0.92 0.92 0.92 0.85 0.90 0.90

2D histogram (f2) 15 × 15 0.82 0.82 0.92 0.81 0.85 0.85

All data (f3) 5 × 5 0.94 0.94 0.95 0.89 0.97 0.94
All data (f3) 7 × 7 0.92 0.92 0.89 0.84 0.94 0.90

All data (f3) 10 × 10 0.95 0.95 0.94 0.94 0.94 0.94
All data (f3) 15 × 15 0.84 0.84 0.92 0.81 0.94 0.87

and between increased loop and megacapillaries. There are no misclassifications
between healthy capillaries and megacapillaries. These results show the method’s
ability to cope with the stated problem.

4 Summary

The presented approach focuses on a method of data extraction from a single
segmented capillary in order to create feature vector for capillary classification.
Three solutions to the feature selection are considered: thickness mean and stan-
dard deviation based, joint thickness and curvature histogram and the combi-
nation of both of them. In the experiments a number of classifiers are used.
Achieved accuracy has reached 97% which may be considered as very high and
satisfying.

Further research will concentrate on applying the proposed method into daily
practical medical routines. The method will be incorporated into a Nail-Fold
Capillary Analysis System, which is currently developed by the authors.
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Abstract. A huge number of different product types are managed through vari-
ous processes in facilities with different approaches to scheduling. In this paper, 
we concentrate mainly on process-focused facilities. Sample groups of such fa-
cilities and processes were selected: its orders and times were investigated using 
both biological computation and genetic algorithms. First, biological computa-
tion was used to determine practical schedules. Second, genetic algorithms were 
used to identify which of the schedules determined by biological computation 
worked best. Here, we examine how combining these methods can be applied to 
solving process-focused scheduling problems. 

1   Introduction 

Manufacturing firms and service organisations are continually enhancing their facili-
ties and introducing new machines or tools. When doing so these organisations should 
update their scheduling operations, or devise new ones, matching their operating proc-
esses to customer demands. When dealing with process-focused facilities the corre-
sponding scheduling generates a forward-looking scheme, management of which is 
complicated. Complexity is a feature of many production facilities [1]. 

Several researchers have proposed solutions to process-focused scheduling prob-
lems that use various meta-heuristic methods, genetic algorithms, and other soft com-
puting methods [2], [3], [4]. However, in this paper, we propose a combination of 
biological computation and genetic algorithms. This makes it possible to manage a 
huge number of tasks through the use of molecules, which also make it possibly to 
handle super-parallel encoding numbers. 

To deal efficiently with process-focused facilities in solving scheduling problems, 
we selected a common case of process-focused schedules. To this we applied, first a 
biological computation method is created for identifying all feasible schedules, then a 
genetic algorithms method is created for finding the best schedule from the feasible 
schedules. 

Although the case described in this paper has its own particular features, the model 
is easily applied to any process-focused schedule because the times and orders are 
variable. Given this flexibility, the proposed method can be used to measure the effi-
ciency of a large facility using process-focused scheduling. 
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2   Process-Focused Scheduling Problem 

A process-focused schedule deals with operating orders and times in process-focused 
or job shop facilities [1]. The concept of our hybrid method for solving process-
focused scheduling problems is shown in Fig. 1. 

Process-focused scheduling generates a forward-looking schedule in a high variety, 
low volume system. It is mostly employed in manufacturing factories and service 
organisations. The common purpose of these operations is to minimise both average 
and maximum completion time: the problem is how to achieve this. 

The process-focused scheduling problem can be transformed into a directed graph, 
which is the best way to represent it. The directed graph is composed of pairs and 
arcs: a pair consists of a job and a machine; an arc connects two different and specific 
pairs. Fig. 2 shows several cases of process-focused schedule problems represented. 

Feasible schedules can be determined by finding a disjunctive arc from each pair, 
with each of these pairs being acyclic [5]. In the directed graph, if there is a cycle 
between pairs within a clique it is an impossible schedule, meaning the cycle figures 
of the conjunctive and disjunctive arcs should not be from different cliques in the 
directed graph. A subset of the selected disjunctive arcs is existence in the directed 
graph. Here, this subset can be a feasible schedule in the process-focused facility if, 
and only if, this directed digraph has no directed cycles. In the directed graph, the pair 
is denoted as (i, j), where i is the processing step of the machine and j is the process-
ing step of the job. 

The maximum completion time is defined as the completion time of the last job 
that leaves the given system. The longest path from one of the starting pairs to one of 
the ending pairs corresponds to a feasible schedule. The longest path is composed of a 
work set, in which the first piece of work starts at ‘no time’ and the last piece of work 
finishes at a specified time. Here, each piece of work is followed by either the next on 
the same machine or the next work of the same job on another machine. 

The process-focused scheduling problem is how to minimise the length of the 
maximum completion time and how to determine a selection of disjunctive arcs. The 
process here proposed is able to minimise the length of the longest path. Minimising 
the length of the maximum completion time is obtained by using functions of biologi-
cal computation that determine all of the acyclic work paths in the directed graph. 

Biological Computation

Genetic Algorithms

Cabinet Shops, Job Shops,

Machine Shops, Projects, etc. 

Poor Strategy Product Focus

Repetitive

       Mass
Customisation

Process Focus

Low Variety

High Variety

High VolumeLow Volume   

Fig. 1. The concept of the hybrid method for solving process-focused scheduling problems 
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Process-4 Task-2 Task-3 Task-5

Process-5 Task-8 Task-1

Process-6 Task-2 Task-3 Task-5 Task-4

(a)

(b)

 

Process-1 Task-9 Task-3 Task-5

Process-2 Task-6 Task-7 Task-2 Task-8 Task-3 Task-5 Task-4 Task-1

Process-3 Task-4 Task-1

Process-4 Task-2 Task-9 Task-3 Task-5

Process-5 Task-8 Task-1

Process-6 Task-9 Task-2 Task-3 Task-5 Task-4

Process-1 Task-3 Task-5

Process-2 Task-6 Task-7 Task-2 Task-8 Task-3 Task-5 Task-4 Task-1

Process-3 Task-4 Task-1

Process-4 Task-2 Task-3 Task-5

Process-5 Task-8 Task-1

Process-6 Task-2 Task-3 Task-5 Task-4

(c)

(d)

 
Fig. 2. The four different examples (a) to (d) of process-focused schedule problems. Each of 
all tasks has its own processing time. 
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3   Biological Computation Method 

A novel method of using biological computation is proposed to identify acyclic work 
paths, which correspond to feasible schedules within process-focused schedules. In 
this section, we briefly introduce biological computation, a biological phenomenon, 
and a molecular encoding process. 

3.1   Biological Computation 

Biological computation is also called molecular computation, meaning a massive 
parallel computation. The computation is composed of molecules that constitute de-
oxyribonucleic acid (DNA), which consist of polymer chains. These are composed of 
the four nucleotides, adenine, guanine, cytosine, and thymine. This type of computa-
tion (sometimes called ‘wet computation’) is based on the great potential of unique 
molecular recognitions executed through molecular biological reactions. 

When Adleman [6] first proposed molecular computation, he identified a DNA po-
lymerase that has the enzymatic function of copying DNA molecules, which seemed 
similar to the function of a Turing machine. The DNA polymerase basically composes 
its complementary DNA molecules using a single strand the helix of a DNA mole-
cule. Its unique characteristic is that if DNA polymerase is properly mixed with a 
large amount of DNA, the reaction should occur in parallel and at the same time. This 
suggests the possibility of executing super-parallel processing and creating a huge 
memory capacity, in contrast to that of conventional electronic computers. 

3.2   Watson-Crick Complementarity 

DNA consists of strands composed of nucleotides. Each group of all nucleotides is a 
DNA molecule, and a set of DNA molecules make the structural units of DNA [7]. 

The four bases of DNA are referred as adenine, guanine, cytosine, and thymine. 
Adenine bonds only with thymine, while guanine bonds only with cytosine: this phe-
nomenon is called Watson-Crick complementarity. 

3.3   Molecular Encoding Process 

The example of the directed graph described above, shows all pairs connected at their 
arcs. The arcs are both conjunctive and disjunctive, but from now on we do not need 
to distinguish the two, meaning they have the same characteristics. 

In the directed graph, the main idea is to encode each DNA sequence based on a 
binary adjacency matrix, to identify all the acyclic work paths. The directed graph can 
be easily transformed to a binary adjacency matrix. Each arc of two totally different 
pairs has its own row and column in the binary adjacency matrix. Assuming n pairs 
from the directed graph, the rows and columns are labelled ti, j, i and j = 1, 2,…, n. If 
there is an arc between two different pairs, then the entry is equal to 1 representing ti, j 
= 1; in contrast, if there is no direction associated with each node, then the entry is 
equal to 0 representing ti, j = 0. For the calculation, two different types of pairs (either 
1 or 0), are created to construct an initial library of DNA fragments, and each of the 
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two types has its own row and column label that is defined for molecular encoding 
pairs in single-stranded DNA. 

For the calculation, type 1 denotes an arc that indicates the direction from the pair 
(w, y) to one of the other connected pairs (x, z). This direction is denoted as a double-
encoded substring (w, y)-3’upper→5’upper-(x, z), where both w and x represent the ma-
chines, and both y and z represent the jobs. 

Second, type 2 denotes complementary sites of DNA molecules between two of the 
double-encoded substrings. For the directed graph, the forces of hybridisations and 
ligations make all three different pairs connect to each other. They are thus lined up 
sequentially together in double-stranded DNA. 

4   The Combination Method 

The main purpose of this paper is to propose a novel hybrid method, composed of 
first biological computation and then use of genetic algorithms to resolve process-
focused schedule problems. Biological computation [8] is exploited to identify all 
feasible schedules, and then genetic algorithms are used to find the best of the feasible 
schedules. In this section, we describe the combined method and simulation-based 
experiments, and also show the results. 

4.1   Biological Computation with Genetic Algorithms 

Different types of scheduling decisions are made daily, at every level in different 
industries and organisations, from manufacturing processes, to project management 
and task allocation. These decisions commonly appear to be solving large scale com-
binatorial problems. However, any large scale process has the potential to be ex-
tremely difficult to run efficiently: such processes require optimal solution. 

The best way to find that solution is to employ two techniques, using biological 
computation to collect all feasible schedules and then genetic algorithms to discover 
which schedule is the best. 

This combination method provides good and executable solutions, which can be 
applied to demanding scheduling problems and approach an optimal solution. 

4.2   Experiment Procedure 

The biological computation proposed is based on a splicing operation. The procedure 
proposed for its experimental use is as follows: 

First, recall the double-encoded substrings for type 1 and complementary sites for 
type 2, both of which are encoded based on the encoding the directed pairs. In the 
directed graph, DNA sequences of the existing arcs of the pairs are generated and 
encoded in single-stranded DNA for hybridisations and ligations. 

Second, all of the encoded pairs of the DNA sequences and their complementary 
sites are artificially synthesized and put into a test tube. They are first heated and then 
cooled for hybridisation. After hybridisation, all DNA fragment sequences in their 
own loops are represented as circular DNA sequences, corresponding to cyclical op-
erating schedules. All of these circular sequences should be detected and removed. 



164 I. Kim and J. Watada 

 

Third, the size of the separated DNA strands should be measured using a gel elec-
trophoresis method, which is a biological technique. All the lengths of the hybridised 
DNA sequences should be measured in this way. 

Finally, affinity separation is used with magnetic beads classifying each machine 
by using the complementary sites of all the pairs. This distinguishes the order of each 
job in each machine for the process-focused schedules. 

4.3   First Step Results 

For the first step, biological computation was applied to the splicing operation based 
on the DNA encoding process for the problem of determining feasible schedules. The 
pattern of each DNA substring was described by each pair, which corresponded to the 
DNA sequence. Additionally, the pattern of each complementary site was described 
by each concatenation of DNA fragments. 

Before executing the simulated experiment, all type 1 pairs coming from the given 
substrings and their complementary sites corresponding to type 2 had to be generated 
to find the circular DNA fragments. For this encoding process, the fitting restrictive 
enzymes were added to each of the substrings and complementary sites to separate the 
circular DNA fragments. 

The orders for each job for each machine can be determined by the affinity separa-
tion method. The selected job orders for each machine corresponded to all of the pos-
sible feasible schedules for the example of several cases. Each selected feasible 
schedule of all cases had its own maximum completion time. This could be easily 
measured, when and if the job orders for each machine were exactly determined. 

4.4   Second Step Results 

In the second step, genetic algorithms were used to identify which of the schedules 
selected by the first step would be best. For this calculation, the population of the 
fitness values was set by the change of generations. 

The maximum values are the individuals with the highest fitness values in each 
generation. The average values are all the individuals with average fitness values in 
each generation. The point here is that the individuals are not distributed in a target 
optimal area, but are widely scattering in each generation. Table 1 shows the final 
results of both the maximum completion time and the average completion time for 
each case. 

 
Table 1. Results of both the maximum completion time and the average completion time for 
the four example cases 

The Average
Completion

Time

The Maximum
Completion

Time

The Average
Completion

Time

The Maximum
Completion

Time

The Average
Completion

Time

The Maximum
Completion

Time

The Average
Completion

Time

The Maximum
Completion

Time

184 273 172 226 160 223 151 209

Case 1 Case 2 Case 3 Case 4
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5   Conclusions 

In the example, the minimum scheduling time has been obtained by using the com-
bined methods in sequential steps. The first process identified all feasible scheduling 
times using biological computation, and the second process selected the minimum 
scheduling time. From the results, we can see that the combination method can be 
utilised to solve process-focused scheduling problems, as well as helping scheduling 
decision makers. 

For our future study, we plan to develop this method of computation, which can be 
applied not only for process-focused scheduling problems, but also to other intracta-
ble problems. 
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Abstract. In this paper, a new and systematic approach for the integration of 
fuzzy-based methods and biological computation, named as an evolutionary and 
biological method, is proposed for searching cliques in a fuzzy graph. When 
dealing with a number of nodes in a graph, the most intractable problem is often 
detecting the maximum clique, which is automatically obtained from finding a 
solution to the arranged cliques in descending order. The evolutionary and bio-
logical method is proposed to identify all the cliques and to arrange them in a 
fuzzy graph, and then to structure all the nodes in the graph, based on the 
searched cliques, in different hierarchical levels. This challenging approach, in-
volving the integration of two techniques, provides a new and better method for 
solving clique problems. 

1   Introduction 

Advanced information technologies have brought many different examples of difficult 
problems with complicated data. To solve these kinds of problems, various models 
and methods have been proposed in different areas. In particular, numerous concepts 
are often formulated, which become interesting issues on the integrated application 
side. In accordance with this, we focus on two different methods, fuzzy-based meth-
ods and biological computing; and we suggest that these two quite different perspec-
tive methods can be integrated to form an adaptable method. 

Finding the maximum clique is an intractable problem among several key prob-
lems in graph theory [1]. If we obtain all the cliques in descending order using bio-
logical computing, the maximum clique is easily known and determined. Moreover, 
this paper uses a fuzzy graph to structure all the detected cliques, each of which is 
arranged in similar groups. 

Several approaches have proposed applying biological computing to intractable 
problems. Watada et al. [2], [3] proposed a real time optimal scheduling algorithm for 
solving real time elevator dispatching problems using DNA molecules. Jeng et al. [4] 
proposed the use of DNA melting temperature techniques for cable trench problems. 

On the other hand, no one has proposed integrated approaches using a biological 
computing method. Thus, in this paper, we basically combine fuzzy membership 
grades dealing with reasoning in relations to employ fuzzy analytical methods and 
biological computing together. 



 Searching Cliques in a Fuzzy Graph Based on an Evolutionary and Biological Method 167 

2   Fuzzy Graph 

The first process determines specific nodes in each clique in order to accurately un-
derstand the fuzzy graph. Therefore, in this section, we describe and analyse a model 
of a fuzzy graph. 

2.1   Model Graph with Fuzziness 

As Fig. 1 shows, the fuzzy graph has nodes and edges with fuzzy membership grades. 
In Fig. 1, a node set is denoted by N, which is represented as the eight nodes, N = {1, 
2,…, 8}. In the fuzzy graph, the connecting lines corresponding to edges with fuzzy 
membership grades represent the relations. 

The terms of arranging nodes with edges are important for determining cliques, in-
cluding the maximum clique in the fuzzy graph. Hence, all the nodes in each clique 
need to be determined before structuring those nodes in hierarchical levels. 

2.2   Similarity Relations 

The fuzzy graph deals mainly with the nodes that imply similarity relations. After 
determining all the components and cliques in the fuzzy graph, the concept of similar-
ity relations is important to structure the given nodes. These similarity relations 
should be analysed mathematically [5]. 
 

Definition 1. Let ε be a fuzzy relation among nodes on a set N, and the following 

notions are defined as (1) ε is κ-reflexive if ∀x∈N, ε(x, x) ≥ κ, where κ∈[0, 1]; (2) ε is 

irreflexive if ∀x∈N, ε(x, x) = 0; and (3) ε is weakly reflexive if for all x, y in N and for 

all κ∈[0, 1], ε(x, y) = κ ⇒ ε(x, x) ≥ κ. 
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Fig. 1. Example of a fuzzy graph with fuzzy membership grades 
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Lemma 1. The fuzzy relations among nodes ε ◦ ε-1 should be weakly reflexive and 
symmetric if ε is a fuzzy relation from N into Q. 
 

Proof. (1) ε ◦ ε-1 is weakly reflexive, which is proved by (ε ◦ ε-1)(x, x′) = ∨{ε(x, y) ∧ ε-1 

(y, x′) | y∈Q} ≤ ∨{ε(x, y) ∧ ε(x, y) | y∈Q} = ∨{ε(x, y) ∧ ε-1 (y, x) | y∈Q } = (ε ◦ ε-1)(x, x); 

and (2) ε ◦ ε-1 is symmetric, which is proved by (ε ◦ ε-1)(x, x′) = ∨{ε(x, y) ∧ ε-1(y, x′) | 

y∈Q} = ∨{ε-1(y, x) ∧ ε(x′, y) | y∈Q} = ∨{ε(x′, y) ∧ ε-1(y, x) | y∈Q } = (ε ◦ ε-1)(x′, x).      □ 
 

A family of non-fuzzy subsets of nodes is denoted by Dε, which is defined as Dε = 

{E⊆N | (∃0 < κ ≤ 1)(∀x∈N)[x∈E ⇔ (∀x′∈E)[ε(x, x′) ≥ κ]]}, where ε is a weakly reflex-

ive and symmetric fuzzy relation among nodes on N. Accordingly, if Dε
κ = {E⊆N | 

(∀x∈N)[x∈E ⇔ (∀x′∈E)[ε(x, x′) ≥ κ]]} is given, then κ1 ≤ κ2 ⇒ Dε
κ2 ≼ Dε

κ1 can be 

shown, where ‘≼’ is denoted as a covering relation, meaning every node in Dε
κ2 is a 

subset of a node in Dε
κ1. 

If ∀x, x′∈Nc, ε(x, x′) ≥ κ where Nc is a complete subset of nodes of N, then Nc is 
called κ-complete with respect to ε. Here, a κ-complete set which is not properly con-
tained in any other κ-complete set of nodes is called a maximal κ-complete set. 
 

Lemma 2. Dε is the family of all maximal κ-complete sets of nodes in a fuzzy graph 
with respect to ε for 0 ≤ κ ≤ 1. 
 

Proof. There exists 0 < κ ≤ 1 such that ∀x′∈E, ε(x, x′) ≥ κ if E∈Dε and x, x′′∈E, thus 

ε(x, x′′) ≥ κ and E is κ-complete. E⊆Nc and Nc is κ-complete if Nc is a subset of X 

where x∈X. Let x∈Nc, since Nc is κ-complete, ∀x′∈E, ε(x, x′) ≥ κ, and since E∈Dε, x∈E, 

thus Nc⊆E. Hence, E is maximal, then let E be a maximal κ-complete set, and let x∈X, 

then x∈E ⇔ ∀x′∈E, ε(x, x′) ≥ κ and E∈Dε.                                                                      □ 
 

Lemma 3. There exists some κ-complete set of nodes E∈Dε such that {x, x′}⊆E, 
whenever ε(x, x′) > 0 is fulfilled. 
 

Proof. If x = x′ is fulfilled, {x} is certainly κ-complete for κ = μR(x, x) where μR is a 
fuzzy set relation R. Let us suppose x ≠ x′, then ε(x, x′) = ε(x′, x) by symmetry, ε(x, x) 
≥ ε(x, x′) and ε(x′, x′) ≥ ε(x, x′) by weak reflexivity, and also {x, x′} is shown as κ-
complete where κ = ε(x, x′). The family of all κ-complete sets F is denoted by Fκ, 
which has a maximal node set E. Also, this node set is maximal in the family of all κ-
complete sets of nodes since any of sets including E, which includes {x, x′} as well, 

thus E∈Dε.                                                                                                                      □ 

3   Evolutionary and Biological Method 

Detecting specific nodes in each clique is the first step; thus we propose an evolution-
ary and biological method. In this section, we show this method and introduce a  
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biological phenomenon called Watson-Crick complementarity, which is the main idea 
for executing the evolutionary and biological method. 

3.1   Biological Computation 

Biological computation is attracting attention from many scientists, engineers and 
other researchers [6], [7], [8] because it is a new approach to massively parallel com-
putation and computing basically using bio-molecules, which is a totally different 
concept from silicon-based computing. 

Adleman [9] proposed a computation based on DNA molecules when he found a 
DNA polymerase that has a specific enzyme function, which can copy and amplify 
DNA molecules. Biological computation is also called molecular computation be-
cause a molecular form of computation can be created based on structure calculations 
used to make the best of functional, technical, and systematic DNA molecular struc-
tures and characters. 

The common DNA polymerases compose its complementary sites of DNA mole-
cules. From this unique and regulated function, if a huge number of DNA molecules 
can be handled in a test tube, the reactions among those DNA molecules must be 
easily pursued in parallel simultaneously, meaning that the DNA molecules can be 
expressed as a huge number of data in memory. 

3.2   Watson-Crick Complementarity 

In DNA, each base is chemically linked to one molecule of the sugar deoxyribose, 
which is attached to a phosphate group. The computational calculation of DNA is 
generally executed using these chemical bonding reactions. The four bases of DNA 
are adenine, guanine, cytosine and thymine. Adenine always bonds with only 
thymine, while guanine always bonds with only cytosine. 

3.3   Clique Detection in Descending Order 

The first procedure is to detect all the possible nodes that are implied as cliques. A 
connectivity matrix can be created from the given nodes, edges and their connections. 
Fig. 2 shows the connectivity matrix created from the example fuzzy graph. 

The connections between the nodes in the model fuzzy graph shown in Fig. 1 can 
be denoted by xi, j, i and j = 1, 2,…, 8. The connection values of the strong ties come 
from node i to node j, and xi, j records which pairs of nodes are adjacent to each other. 
In the connectivity matrix, if two specific nodes are adjacent, then 0 < xi, j ≤ 1.0; and if 
two specific nodes are not adjacent, then xi, j = 0. 

The evolutionary and biological method is proposed for this study based on both 
the connectivity matrix and the algorithm of the maximal clique problem’s solution, 
which was proposed by Ouyang et al. [10]. Our method not only finds all the nodes in 
cliques, but also all the nodes in components, and arranges the cliques in descending 
order. The procedure is as follows. 

First, nodes in a clique and independent lines are represented by either present or 
absent in N nodes. If the node is included in the clique or the independent line, then 
the value is set to 1 in the clique detection, meaning present or adjacent in the graph, 
otherwise it is 0 in the clique detection, meaning absent. 



170 I. Kim and J. Watada 

A

P

P

P

A

P A

P

A

P

A

A

P

P

A

A

P

P

A

A

A

P

P

A

P

A

P

A

P

P

A

P

A

A

P

P

A

A

P

P

A

P

P

PA

A

A P

A

P

P

P

P

P

P

P

A

P

P P

A

P A

A

1

5

8

7

6

4

3

2

51 8764322 3 4 6 7 81 5

2

3

4

6

7

8

5

1

0

00.8

0

0.61.0

0.2

0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

0

0.20

0

0 0.8

0.6

0.2

0

0.2

0.6

0

0

0.8

0.2

0

0

0.4

0

0.4

0.6

0

0.4

0

0.4

0

0.4

0.2

0

0

0

0.2

0.4

0

0

0.4

0.2

0

0

0.2

0

0.8

00.2

0

0.4

0.4

0.4

0

 
Fig. 2. Example of a connectivity matrix. ‘P’ is set to present and included in the clique or the 
independent line, otherwise ‘A’ is set to absent and included in the invalid connections. 

Second, all the possible combinations between nodes are generated from 2N using 
two techniques, which are polymerase chain reaction and parallel overlap assembly. 

Third, in the model fuzzy graph, all edges are missing in the original graph, and 
this graph is called as complementary graph. Any two nodes in the complementary 
connection are connected in the invalid connection. All of those cliques and inde-
pendent lines that contain invalid connections are removed by using a restriction en-
zyme method. 

Fourth, the remaining data pool is sorted for selecting the existing DNA-sequences 
of value 1 after removing all the invalid connections between nodes. 

Fifth, all the cliques can be found based on monitoring the lengths of DNA se-
quences using a gel electrophoresis apparatus. In this step, the shortest DNA strand 
corresponds to the maximum number of nodes in a clique, meaning the maximum 
clique, and the second shortest DNA strand corresponds to the second largest maxi-
mum number of nodes in a clique. 

Sixth, the fourth step is repeated until all the nodes in a clique are obtained. This 
step is finished when there is only one set of two connected nodes. 

Finally, after all the cliques and sets of two nodes are detected, distinguish each of 
all the nodes which has the same DNA sequences as any other nodes by checking the 
DNA encodes and becomes a connector between the cliques or sets of two nodes. 

3.4   Experimental Method and Results 

The evolutionary and biological method uses a simulation-based DNA experiment to 
basically detect all possible nodes in each clique and component, and arrange them in 
descending order. This study applied a splicing operation to find all the cliques and 
components on the basis of our DNA encodes. 

Each of all nodes represents the DNA-sequence in a binary number that is either 1 
or 0, meaning either present or absent. Two different kinds of DNA sequences are 
given by a position sequence and a value sequence. The position sequences are used 
for connecting each node of the DNA-sequence, and the value sequences are used for 
distinguishing whether or not the position sequences contain a particular node. 
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The size of the clique is found by monitoring the length of DNA strands based on 
the simulated DNA experiment. The largest clique of nodes is represented by the 
shortest length of DNA strand. A set of cliques is denoted by C, and n cliques are 
labelled Ci, i = 1, 2,…, n. The maximum clique of nodes and subset-1 are determined 
as C1 = {1, 3, 5, 6, 8} and the clique of three nodes and subset-2 are determined as C2 
= {2, 4, 7}. An independent line of two connected nodes is also determined. 

4   Fuzzy-Based Method 

The proposed evolutionary and biological method is extended to determine all of the 
nodes in fuzzy cliques and arrange similarity groups. In this section, we describe how 
to determine nodes in fuzzy cliques and similarity groups. 

4.1   Fuzzy Cliques and Similarity Groups 

Let us define a regular graph with a set Ns of nodes and a set Es of edges to be relation 

Es⊆Ns × Ns on a set Ns. A fuzzy relation μ: Ns × Ns → [0, 1] is named a weighted 

graph or fuzzy graph, and edge (x, y)∈Ns × Ns has weight μ(x, y)∈[0, 1]. In this case, 
undirected graphs are considered for simplicity. Thus, the fuzzy relation between 
nodes in the fuzzy graph is a symmetric relation and all edges in the fuzzy graph are 
regarded as unordered pairs of nodes [11]. 
 

Definition 2. A fuzzy graph is denoted by G = (σ, μ), which is a pair of functions σ: 

Ns → [0, 1] and μ: Ns × Ns → [0, 1], where for all x, y in Ns, then μ(x, y) ≤ σ(x)∧σ(y) is 
obtained. 
 

Definition 3. A specific fuzzy graph Gs = (τ, v) is called a fuzzy subgraph of G if τ(x) 

≤ σ(x) for all x∈Ns and v(x, y) ≤ σ(x) for all x, y∈Ns. 
 

Definition 4. Let G be a fuzzy graph on a set of nodes Ns and the specific fuzzy graph 

Gs = (τ, v) be a subgroup, which is induced by T⊆Ns, where T is a subset of Ns, then 
Gs is a clique if (supp(τ), supp(v)) is a clique, and Gs is a fuzzy clique if Gs is a clique 
and every cycle is a fuzzy cycle in (τ, v). 
 

Definition 5. An α-cut of a fuzzy graph that is included in σ and μ for α∈[0, 1], which 

are the fuzzy sets representing σα = {x∈Ns | σ(x) ≥ α} and μα = {(x, y)∈Ns × Ns | μα(x, y) 

≥ α}, where μα⊆σα × σα then (σα, μα) is a graph with the set of nodes σα and the set of 
edges μα. 

4.2   Detection Results 

All the possible nodes in fuzzy cliques are determined, and we define the determined 
two subsets of all of the two-node combinations as Xc1 and Xc2. 
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Fig. 3. Similarity hierarchical structure for the two different subsets in the five different levels 

In addition, let σ(x) = 1.0 for all xc1∈Ns and xc2∈Ns be the fuzzy subset of Xc1 and 
Xc2, also let each μ be the fuzzy subset of each Xc1 and Xc2. Fig. 3 shows the similarity 
hierarchical structure where two different subsets of the possible nodes with edges 
have been arranged into five different levels representing five different α-cuts. 

5   Conclusions 

Clique groups of nodes have been arranged in descending order based on the two 
detected subgroups of nodes. Furthermore, in the model fuzzy graph, specific nodes 
are arranged in fuzzy cliques, which are arranged in similarity groups. In addition, 
biological computing and fuzzy-based methods have been combined to show how to 
implement real fuzzy membership grades between nodes with biological computing. 

The new integrated approach combines the proposed evolutionary and biological 
method with the fuzzy-based methods shown in this paper. Moreover, we selected a 
simple example of a fuzzy graph, which implicitly can be adapted to a large volume 
of nodes using the characteristics of parallel computation with DNA molecules. 
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Abstract. Parallel processing functions using molecules have advantages to be 
exploited for classifying the given relational elements in a digraph. For in-
stance, hierarchical structural modelling is used for classifying complicated ob-
jects into a hierarchical structure. In this paper, we consider the example of a 
digraph of hierarchical structural modelling that can be transformed to  
sequences of molecules, and propose a biologically intelligent method of  
encoding molecular sequences of different types, through the hierarchical clas-
sification of hierarchical structural modelling. Moreover, we show that this in-
novative biologically intelligent encoding method can be applied, not only to 
hierarchical structural modelling, but also to other relational problems com-
posed of elements from digraphs. 

1   Introduction 

A method of structural modelling of problematic situations is a classification support 
tool for structuring complicated systems [1], [2]. Structural modelling of problematic 
situations can be called hierarchical structural modelling for hierarchical classification 
of relational elements in this study. Hierarchical structural modelling is often used for 
classifying complicated objects into groups to construct a hierarchically restructured 
digraph, which provides comprehensible results. Complicated objects may be  
represented as a set of relational elements in a digraph. It is possible for hierarchical 
structural modelling to be a key tool of the problem-solving process when the same 
problems have conceptualising interactions in different organisations [3]. 

The remaining problem in the electronic calculation of hierarchical structural  
modelling is associated with dealing with a large number of relational elements.  
Constructing a hierarchically restructured digraph with many relational elements is 
problematic because both the calculation time and the number of relational elements 
increase at the same time. 

Many researchers [4], [5], [6], [7], [8] have drawn attention to molecular computa-
tion, since Adleman [9] first proposed the possibility. In this paper, we show how the 
capabilities of molecular computation can be expanded. A biologically intelligent 
method of encoding DNA sequences composed of different types is proposed for a 
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hierarchical classification of relational elements in a digraph, via an example of hier-
archical structural modelling. Further, we show how the encoding method can be 
applied to other relational problems composed of elements and represented as a di-
graph. This new biologically intelligent encoding method therefore has immense 
potential. 

2   Method of Hierarchical Classifications 

One way of classifying complicated objects in a hierarchical classification is through 
hierarchical structural modelling, in which the given complicated objects become 
relational elements. The main process of hierarchical structural modelling is to create 
a digraph composed of relational elements, meaning the sets of relational elements are 
exploited to construct a digraph. 
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Fig. 1. The example representation of a digraph, a binary adjacency matrix, and encoded DNA 
fragments 
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To represent a digraph, let us assume n given relational elements are denoted by r1, 
r2,…, rn, and a set of these relational elements is denoted by R. The relational ele-
ments correspond to the relational vertices on the digraph. Fig. 1 shows (1) an exam-
ple digraph of hierarchical structural modelling; (2) a binary adjacency matrix of 
hierarchical structural modelling; and (3) encoded DNA fragments. These have been 
created to describe the biologically intelligent encoding method. In the example di-
graph, the six specific vertices are represented by six relational elements that are la-
belled ri, i = 1, 2,…, 6, and a set of the six relational element vertices representing R = 
{r1, r2,…, r6}, with considerable arcs between the given relational elements. 

3   Molecular Computation Method 

An encoding method is basically executed through DNA oligonucleotides on the basis 
of molecular computation. Molecular computation is strongly associated with DNA 
oligonucleotides. A key point for molecular computation, also called a biological 
phenomenon or Watson-Crick complementarity, is to execute the main part of the 
encoding method in DNA oligonucleotides [10]. 

An integrated circuit is composed of semiconductors, which are used in electronic 
computations, and is based on silicon microchip technologies. On the other hand, 
DNA molecules are referred to in terms of information storage media, and the func-
tions of biological and chemical reactions, caused by various enzymes and proteins. 
The best way of using our understanding of DNA molecular structures, characters, 
and functions is to create a computational molecular form on the basis of those struc-
tures and architectures. This type of computation is called molecular computation, or 
biological computation. 

4   Biologically Intelligent Encoding Method 

The biologically intelligent method basically implements DNA sequences. These can 
be its specific DNA sequences for each relational vertex in a digraph of hierarchical 
structural modelling. Thus, the relational vertices from the example digraph can also 
be transformed into its own DNA sequences. However, the best way of expressing 
each of the relational vertices is to use a binary adjacency matrix. Such a matrix is 
easily developed from the digraph. In this section, we introduce the binary adjacency 
matrix, and describe our biologically intelligent encoding method by showing the 
different types of DNA sequence. 

4.1   Binary Adjacency Matrix 

In the biologically intelligent encoding process, the binary adjacency matrix is not 
needed to raise the resulting matrix to successive powers based on Boolean algebra. 
The binary adjacency matrix is directly used for the encoding process. 

For the model digraph, as shown in Fig. 1, the binary adjacency matrix of size n × n 
is six rows and six columns, and has a set of relational element vertices R = {r1, r2,…, 
r6}. Each directional order of two relational element vertices has its own row and 
column, and the rows and columns are labelled zi, j, i and j = 1, 2,…, 6 in the binary 
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adjacency matrix. If there is an arc from a relational element vertex ri to a relational 
element vertex rj, then zi, j = 1, and zi, j = 0. 

4.2   Encoding Types for Chain and Cyclic Connections 

For the biologically intelligent encoding method, eight different encoding types are 
created to construct an initial library of DNA fragments. As shown in Fig. 2, type C is 
encoded to identify all of the both chain and cyclic connections. Type C is composed 
of types CH and CY, where type CH corresponds to chain connections and type CY 
corresponds to cyclic connections. Type C is a double-encoded substring that repre-
sents two different single relational element vertices where an arrowed line indicates 
the direction from the relational element vertex ri to the relational element vertex rj. 
The digraph includes either a single direction or a set of two parallel arrowed lines. 
Here, the set of two parallel arrowed lines indicates opposite directions between the 
relational element vertex ri and the relational element vertex rj. 

Type C is created to determining types CH and CY. In the binary adjacency matrix, 
all the row and column labels are denoted by i and j, and the entries of the row and 
column labels are defined as 
 

Zjijinjiz ji ∈≠== ),all( and,,,,2,1 andfor 1, L .                      (1) 
 

After the hybridisation and ligation process of all the double-encoded substrings and 
their complementary sites, if there any circular DNA fragments are detected, then the 
circular DNA fragments correspond to either type CH or CY, which will be encoded 
again as follows: 

Chain connections correspond to type CH, which is created for encoding either 
types DB, DC, and DD. Type CH represents a mutually connected subset of multiple 
relational element vertices, meaning any of its relational element vertices is mutually 
connected to any of the other relational element vertices within a set of multiple paral-
lel arrowed lines indicating opposite directions. 

For encoding element vertices of type CH, we denote the row labels as both c and 
b, and denote the column labels as both a and d. In the binary adjacency matrix, the 

entries of the row and column labels are defined as zc, a = zb, d = 1 for all (b, d)∈Za, 
where Za is a subset of all row and column labels in a set Z. The related vertices of 
these row and column labels are mutually connected. Assuming that the direction 
from the relational element vertex rb to the relational element vertex rd, and we focus 
on the starting relational element vertex rb. Here, the relational element vertex rb, 
where b should be transformed to CH(b), is represented by rCH(b). Let us define CH(b) 

as equal to a set of all rd∈R such that zc, a = zb, d = 1. Thus, type CH of a subset rCH(b), 
where b should be new sequentially obtained subset of the row labels b, and should be 
denoted again. 

For type CY, if there are some relational element vertex numbers that are not in-
cluded in the subset CH(b) and those relational element vertices consistently have 
directed cycles either from or to the subset of the relational vertices rCH(b), then those 
vertices should be included in the subset rCH(b), which become type CY. As shown in 
Fig. 2, we call the paths between the relational element vertices and the subset of the 
relational element vertices rCH(b) as cyclic connections. 
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Fig. 2. Two different encoding types of connections: (a) chain connections and (b) cyclic con-
nections 

Let us denote these directed cycles, excluding the relational element vertices in the 
subset of the relational element vertices rCH(b), as Zb, which is a cyclic directed subset 
of all row and column labels in a set Z, and we finally denote a subset of relational 
element vertices as CC(b), where b is the number of each element vertex representing 
qb, b = 1, 2,…, n. Here, for type CY, we denote a subset of all of the row and column 
labels as Zc, which should contain all relational element vertices of the subset Za and 
Zb. In addition, for numbering the relational element vertices, a subset of these num-
bers is denoted by CY(b), which should include all relational element vertices of the 
subset CH(b) and CC(b). Thus, type CY of a subset rCY(b), where b should be also new 
sequentially obtained subset of the row labels b, and should be also denoted again. 

4.3   Encoding Types for Double-Encoded Substring 

As shown in Fig. 3, types DA, DB, DC, and DD correspond to double-encoded sub-
strings. Type DA comes from the remaining encoded substrings of type C, which 
should be already excluded both type CH and CY. For type DA, the row and column 
labels are denoted by i and j for encoding relational element vertices in a digraph, a 
subset of row and column labels is denoted by Zd, and the entries of the row and col-
umn labels are defined as 
 

ZgZfZeZcjijinjiz ji UUUL ∉≠== ),all( and,,,,2,1 andfor 1, .        (2) 
 

This means that two specific relational element vertices in the digraph can be encoded 
as two unique sites for DNA experiments. 

For type DB, the row and column labels are denoted by k1 and k2 for encoding rela-
tional element vertices in a digraph, a subset of row and column labels is denoted by 
Ze, and the entries of the row and column labels are defined as 
 

ZgZfZdZckkkknkkz kk UUUL ∉≠== ),all( and,,,,2,1 andfor 1 212121, 21
. (3) 

 

This means that two subsets of specific relational element vertices in the digraph can 
be encoded as two unique sites for DNA experiments. 

For type DC, the row and column labels are denoted by i and k for encoding rela-
tional element vertices in a digraph, a subset of row and column labels is denoted by 
Zf, and the entries of the row and column labels are defined as 
 

ZgZeZdZckikibCYkniz ki UUUL ∉≠∈== ),all( and,),(,,,2,1for 1, .     (4) 
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Fig. 3. Four different types of double-encoded substrings: (a) a direction from ri to rj, (b) direc-
tions from both rCH(1) and rCY(1) to both rCH(2) and rCY(2), (c) directions from ri to both rCH(b) and 
rCY(b), and (d) directions from both rCH(b) and rCY(b) to rj 

 

This means that a specific relational vertex and a subset of specific relational element 
vertices in the digraph can be also encoded as two unique sites for DNA experiments. 

For type DD, the row and column labels are denoted by k and j for encoding rela-
tional element vertices in a digraph, a subset of row and column labels is denoted by 
Zg, and the entries of the row and column labels are defined as 
 

ZfZeZdZcjkjknjbCYkz jk UUUL ∉≠=∈= ),all( and,,,,2,1),(for 1, .     (5) 
 

This means that a subset of specific relational element vertices and a specific relational 
vertex in the digraph can be also encoded as two unique sites for DNA experiments. 

4.4   Encoding Types for Complementary Sites 

As shown in Fig. 4, types DE and DF correspond to complementary sites. Type DE is 
basically constructed for attaching two different types of double-encoded substrings, 
corresponding to types DB and DB, types DB and DD, types DC and DB, and types 
DC and DD. Each of these two different types is sequentially lined up together in a 5’ 
to 3’ direction. 

To attach each of the different double-encoded substrings, we must distinguish be-
tween circular or linear DNA fragments. The circular fragments correspond to either 
type CH or type CY. For this selection process, type DF is temporarily created; after-
wards, type DF is recreated for attaching specific double-encoded substrings, corre-
sponding to types DA and DA, types DA and DC, types DD and DA, and types DD 
and DC. Each of these two different types is also lined up together sequentially in a 5’ 
to 3’ direction. 

rCY (2)

rCH (2)

rCY (b)

rCH (b)

rCY (1)

rCH (1)

rCY (b)

rCH (b)

rjrh

rirCH (2)

rCY (2)rCY (1)

rj

rCH (1)

ri

rCY (b)

rCH (b)

(b)(a)
 

Fig. 4. Two different types of complementary sites: (a) complementary sites of types DB and 
DB, types DB and DD, types DC and DB, and types DC and DD, and (b) complementary sites 
of types DA and DA, types DA and DC, types DD and DA, and types DD and DC 
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5   Conclusions 

A biologically intelligent method of encoding DNA sequences for the example of 
hierarchical structural modelling is proposed in this paper. This encoding method, 
applicable to different types of relational problems, shows the efficiency of employ-
ing molecular computation for a hierarchical classification of relational elements in a 
digraph. 

In the example case presented, the proposed method encodes element vertices in a 
digraph, on the basis of the binary adjacency matrix and different encoding types. 
This then easily classifies a set of all relational element vertices into two or more 
hierarchical groups. In our future work, the proposed encoding method will be applied 
to methods other than hierarchical structural modelling, to tackle relational problems 
also composed of interconnected elements, which are connected to each other in rele-
vant issues. 
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Abstract. Many of the applied methods and measurement tools of emotional 
usability engineering have been recommended for use designing products. A 
rough set method can also be a useful tool to be integrated with the basic con-
cepts of emotional usability engineering. If such a method is applied, the groups 
of sensory words have to be investigated and their values reduced and classified 
to provide comprehensive information to product designers. However, a compu-
tational problem exists regarding the number of samples, groups of sensory 
words, and values required when resolving sense-based minimal decision rules. 
Considering this problem, we discuss the use of DNA computing, and propose a 
bio-inspired evolutionary method based on the rough set method, which should 
provide a new tool for emotional usability engineering. 

1   Introduction 

Accompanying the rapid development of technology, a wide variety of many different 
brands of complex products are now distributed through global markets and can be 
easily purchased. Because of this surplus, customers are increasingly inclined to focus 
more on the product design than on its functional capabilities. Emotional usability 
engineering (or Kansei engineering) is a novel method of measuring the feelings of 
existing and potential customers, and has recently been paid attention as part of the 
requirements for product designs [1]. 

In the emotional usability engineering process, points of views can be interpreted as 
having the ability to be classified into specific samples and groups of sensory words as 
data. A method of rough sets is a useful tool that can be easily adapted to this case and 
used for grasping characteristics of the classified samples and groups of sensory words [2]. 

Although a computable number of samples, groups of sensory words, and their val-
ues are often divided into sense-based minimal rules. But large numbers of samples 
and groups of sensory words often occur in the area of product design. In this paper, 
we propose a bio-inspired evolutionary method that answers this numerical problem 
in the emotional usability engineering process, and also show a novel way of using 
DNA molecules and biological techniques that provides a unique perspective on ap-
plied methods of emotional usability engineering. Further, we expand the capabilities 
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of DNA computing, based on our previous works [3], [4], [5], to minimise the sense-
based rules towards a biological tool of emotional usability engineering. 

2   Emotional Usability Engineering with Rough Sets 

A rough set method can be a powerful tool when dealing with making decisions  
related to impressions and feelings via emotional usability engineering. A lot of dif-
ferent kinds of samples composed of groups of sensory words or sentences with un-
certain data are normally produced using the rough set method. In this section, the 
rough set method is described to help show our approach to identifying minimal 
length decision rules. 

2.1   Rough Set Method 

Rough set theory is a mathematical concept underlying set theory; the rough set 
method is based on the rough set theory. The rough set theory was proposed by Paw-
lak [6], who also produced several rough set theory studies [7], [8] and identified a 
number of advantages to evaluating significant data, minimising sets of decision rules, 
and analysing hidden data. 

Let us assume that a set of samples is a universe denoted by U. A constraint set on 
samples is associated with a disjoint relation of classifying samples in emotional us-
ability engineering. The constraint set on samples is denoted by T in each of samples 
x and y, and each is an element of a universe U, representing (x, y)∈T, but (x, y) is not 
equal to (y, x) and both (x, x) and (y, y) can each be elements of T. If there are three 
different elements x, y, and z, then the constraint set T satisfies the three relations that 
are reflexivity, symmetry, and transitivity. If a relation satisfies the above three prop-
erties, then the relation is called an equivalence relation. 

In the rough set method, the equivalence relation is often called a discernibility re-
lation. Here, all the samples in the universe are classified into sets of three disjoints, 
based on the discernibility relation [9]. The sets of these three disjoints are the main 
concept, and they are called the lower approximation, the upper approximation, and 
the boundary region. 

2.2   Decision System 

In the rough set method, an information system is different from a decision system, 
and therefore an information table is also different from a decision table. The main 
difference is that the information table is composed of a finite set of samples and 
attributes, whereas, the decision table is composed of three sets, two of which are the 
same as the information table’s contents, and a third that is a set of decision attributes. 
For this paper, considering emotional usability engineering, (1) the attributes (the 
basis of the information table) are groups of sensory words; and (2) the decision at-
tributes (the third set in the decision table) are brands. Table 1 shows an example 
decision table. 
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Table 1. Example of a decision table composed of 10 samples, 3 groups of sensory words, and 
2 different brands 

Sample Group of Sensory Words-1 Group of Sensory Words-2 Group of Sensory Words-3 Brand

Sample-1 Traditional Hot Elegant Brand B

Sample-2 Elastic Cool Sombre Brand A

Sample-3 Soft Cold Fashionable Brand B

Sample-4 Fixed Tepid Elegant Brand B

Sample-5 Elastic Warm Casual Brand A

Sample-6 Original Cool Formal Brand A

Sample-7 Traditional Tepid Fashionable Brand B

Sample-8 Fixed Warm Sombre Brand A

Sample-9 Soft Cold Casual Brand B

Sample-10 Original Hot Formal Brand A
 

 
 

A decision system often deals with rough sets. The decision system is denoted by 
DS, and it is defined as DS = (U, Γ, ε, ω), where U is a finite set of samples, Γ is a 
finite set of groups of sensory words, ε is a brand, and ω is a value assignment. An 
element of a group of sensory words is denoted as ζ. Γ and is composed of n groups of 
sensory words ζ1, ζ2,…, ζn. Next, for dealing with values, let us denote a set of values 
of sensory word groups Ic

ζ. Assuming n values of sensory word groups exist for each 
group of sensory words, this is denoted by ψζ11, ψζ12,…, ψζ1n for Ic

ζ1, by ψζ21, ψζ22,…, 
ψζ2n for Ic

ζ2, · · · , and ψζn1, ψζn2,…, ψζnn for Ic
ζn, respectively in the decision system. 

For decision values of brands, assuming that n decision values of the brand are de-
noted by τ1, τ2,…, τn, and a set of decision values is denoted by Dv. 

3   Biological Computation Approach 

A bio-inspired evolutionary method is specifically proposed as a new tool for emo-
tional usability engineering to identify all minimal length decision rules. In this paper, 
we make the bio-inspired evolutionary method operate efficiently through DNA oli-
gonucleotides on the basis of DNA computing. Computation with DNA molecules, 
called DNA computing, was firstly proposed by Adleman [10]. 

Both DNA oligonucleotides and DNA computing are associated with what is called 
Watson-Crick complementarity. This phenomenon is essential to the bio-inspired 
evolutionary method. 

4   Bio-inspired Evolutionary Method 

The main element in the bio-inspired evolutionary method is the encoding of DNA 
sequences on the basis of a binary adjacency matrix. Here, the binary adjacency ma-
trix can be constructed from the directional relation composed of between samples 
and groups of sensory words, shown in Fig. 1. In this section, we describe the bio-
inspired evolutionary method. 
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4.1   Directional Relation for Emotional Usability Engineering 

Fig. 1 shows the directional relation for emotional usability engineering, in which 
there are two distinctive sorts - a group of samples and a group of pairs. Here, each 
pair consists of both a group of sensory words and a value of sensory word groups. 

The example in Fig. 1 shows the directional relation of 10 samples and 3 groups of 
sensory words where each group has different values of sensory word groups. The 10 
samples represent U = {x1, x2,…, x10}, and the 3 groups of sensory words represent ζ1, 
ζ2, and ζ3. Each of the groups of sensory words has 5 values of sensory word groups, 
representing a pair matrix K that can be expressed as follows: 
 

1 1 1 1 1

2 2 2 2 2

3 3 3 3 3

1 1 1 2 1 3 1 4 1 5

2 1 2 2 2 3 2 4 2 5

3 1 3 2 3 3 3 4 3 5

( , ) ( , ) ( , ) ( , ) ( , )

( , ) ( , ) ( , ) ( , ) ( , )

( , ) ( , ) ( , ) ( , ) ( , )

K K K K K

K K K K K K

K K K K K

ζ ζ ζ ζ ζ

ζ ζ ζ ζ ζ

ζ ζ ζ ζ ζ

ζ ψ ζ ψ ζ ψ ζ ψ ζ ψ
ζ ψ ζ ψ ζ ψ ζ ψ ζ ψ

ζ ψ ζ ψ ζ ψ ζ ψ ζ ψ

⎡ ⎤
⎢ ⎥

= ⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

.    (1) 

 
This pair matrix is mainly used for encoding double-encoded substrings for both type 
3 and type 6 in a DNA encoding part. 

For representations of directions between both (1) samples and pairs; and (2) pairs 
and another pairs. Here, the three types of relational directions are defined as (1) 
when a sample xi is directed to a pair (ζα, ψζαα); (2) when a pair (ζβ, ψζββ) is directed to 
a sample xj; and (3) when a pair (ζα, ψζαα) is directed to a pair (ζβ, ψζββ). A subset of the 
directions from the sample xi to the pair (ζα, ψζαα) is denoted as Ba, a subset of the 
directions from the pair (ζβ, ψζββ) to the sample xj is denoted as Bb, and a subset of  
the directions from the pair (ζα, ψζαα) to the pair (ζβ, ψζββ) is denoted as Bc. A set of the 
subsets Ba, Bb, and Bc is denoted by B, and this set is composed of the entire existent 
directions and represents B = Ba

∪Bb
∪Bc. 

 

( Group of Sensory Words-2, 1 = Hot )

Sample-1 ( Group of Sensory Words-2, 2 = Warm )

Sample-2 ( Group of Sensory Words-2, 3 = Tepid )

Sample-3 ( Group of Sensory Words-2, 4 = Cool )

Sample-4 ( Group of Sensory Words-1, 1 = Traditional ) ( Group of Sensory Words-2, 5 = Cold )

Sample-5 ( Group of Sensory Words-1, 2 = Soft )

Sample-6 ( Group of Sensory Words-1, 3 = Elastic )

Sample-7 ( Group of Sensory Words-1, 4 = Fixed )

Sample-8 ( Group of Sensory Words-1, 5 = Original ) ( Group of Sensory Words-3, 1 = Formal )

Sample-9 ( Group of Sensory Words-3, 2 = Elegant )

Sample-10 ( Group of Sensory Words-3, 3 = Sombre )

( Group of Sensory Words-3, 4 = Fashionable )

( Group of Sensory Words-3, 5 = Casual )

 
Fig. 1. Directional relations between samples and groups of sensory words for emotional us-
ability engineering 
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4.2   Encoding Samples and Pairs 

First, type 1 corresponds to a double-encoded substring, which indicates each of all 
two different single elements that are the sample xi and the pair (ζα, ψζαα). For type 1, 
these two different types of samples have a directional relation indicating the direc-
tion from the sample xi to the pair (ζα, ψζαα). 

Second, type 2 also corresponds to a double-encoded substring, which indicates 
each of all two different elements that are the pair (ζβ, ψζββ) and the sample xj. For type 
2, these two different types of samples also have a directional relation indicating the 
direction from the pair (ζβ, ψζββ) to the sample xj. 

Third, type 3 also corresponds to a double-encoded substring, which indicates each 
of all two different elements that are the pair (ζα, ψζαα) and the other pair (ζβ, ψζββ). For 
type 3, these two different types of pairs also have a directional relation indicating the 
direction from the pair (ζα, ψζαα) to the other pair (ζβ, ψζββ). 

Finally, all types 4, 5, 6, and 7 correspond to complementary sites that are between 
two of the double-encoded substrings, which are (1) types 1 and 3; (2) types 3 and 2; 
(3) types 3 and 3; and (4) types 2 and 1. The forces of the hybridisation and ligation 
techniques make all three different substrings connect to each other. 

5   Experimental Procedure 

For experiments, each complementary site is described by each concatenation of 
DNA fragments, which correspond to complementary sites of both samples and 
groups of sensory words. All of the substrings for encoding double-encoded sub-
strings and their complementary sites should be generated. 

The fitting restriction enzymes should have been added to each sample of the sub-
strings and complementary sites in this encoding process. The function of restriction 
enzymes is to split DNA fragments composed of a loop [11], [12]. All the circular 
DNA fragments are split and become linear DNA sequences. The procedure is as 
follows: 

First, as shown in Fig. 1, a directional relation for emotional usability engineering 
is constructed by the directional relations between the given samples, groups of sen-
sory words, and values of sensory word groups. The double-encoded substrings and 
the complementary sites are constructed on the basis of encoding the directed samples 
and pairs. The existent directions of the pairs in types 3 and 6 are first constructed and 
encoded to determine subsets of the lower approximations in each brand. 

Second, all of the encoded pairs in type 3 and its complementary sites in type 6 are 
artificially synthesized and loaded into a test tube. For this hybridisation, the DNA 
sequences and their complementary sites are hybridised on the basis of the Watson-
Crick complementary rules. Use of electrophoresis apparatus makes DNA fragments 
separate according to the size of the hybridised DNA fragments. The size of the di-
vided DNA strands is measured using electrophoresis apparatus. If there are two or 
more hybridised DNA sequences of the same length that means those hybridised 
DNA sequences are composed of samples that have exactly the same values of sen-
sory word groups. 
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Third, the hybridised DNA sequences in types 3 and 6 are denatured to become 
DNA sequences in single-stranded DNA, which will be reused for the second step of 
the hybridisation and ligation process. We identify some samples that only belong to 
one of the lower approximation subsets and are associated with the same brand while 
only connecting together to a specific pair. This process reduces encoding DNA se-
quences, and the reduced sequences are used to identify minimal length decision rules 
in emotional usability engineering. 

Fourth, types 1, 2, 4, 5, and 7 are constructed second and encoded, reusing the en-
coded DNA sequences of types 3 and 6 to identify all the minimal length decision 
rules in each brand. All of the encoded samples and pairs in types 1 and 2 and its 
complementary sites in types 4, 5, and 7, as well as the added pairs of type 3 and type 
6 are artificially synthesized and loaded into a test tube. 

Fifth, as shown in Fig. 2, all the circular DNA sequences are identified and distin-
guished from the entire hybridised DNA sequences with ligations. The circular type 
of DNA sequences are split at any one point by restriction of enzymes to become 
linear sequences, before classifying these into each group of samples. 

Finally, all of each sample group of the split DNA sequences are measured, and 
each group of samples is classified into each test tube. After this, if there are two or 
more DNA sequences that are the same length, they are removed. However, if two or 
more DNA sequences correspond to two or more samples that are from one of lower 
approximation subsets, then they are not removed. Each sample of the remaining 
DNA sequences in each brand contains two or more pairs, which are distinguished by 
 

 

Samples 1 to 10

Group of Sensory Words-3

Group of Sensory Words-2

Group of Sensory Words-1Complementary Sites

 
Fig. 2. The example representation of a circular DNA sequence for emotional usability engi-
neering 
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an affinity separation method. A subset of each sample in each lower approximation 
has its own subset of pairs, which is marked to become a group of decision rules in 
each brand. 

6   Conclusions 

A bio-inspired evolutionary method has been proposed in this paper for the minimiza-
tion of the sense-based decision rules. The minimised rules have been resolved, on the 
basis of the several discoveries technique, for both specific encodings and lengths of 
selected DNA sequences. 

Subsets of the lower approximations have also been classified using the proposed 
process of several biological techniques. We have shown that this bio-inspired evolu-
tionary method, composed mainly of the two above processes, can be employed by 
product designers, especially those with a huge number of samples corresponding to 
sense-based information. 
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Abstract. A strategy for making layout decisions is an important element in de-
veloping operating systems in manufacturing factories or other industrial plants. 
In this paper, we look at fixed factory facilities and propose a method for de-
signing different sorts of layouts related to factories running at high-volume and 
producing a low-variety of products. Where many tasks are called, each with a 
different task time, it can be difficult to arrange a fixed factory facility in the 
optimal way. Therefore, we propose a computational method using DNA mole-
cules for designing production systems by determining all the feasible work-
station groups in a fixed factory facility, and we show that this computation 
method can be generally applied to layout decisions. 

1   Introduction 

Layout design is important, particularly for manufacturing factories, and this has 
implications for current business strategies. The main purpose of the design is to de-
velop a new and cost-effective layout that meets competitive needs. Careful layout 
design in fixed factory facilities can deliver a long period of efficient operation; it can 
also increase company assets in terms of quality of work life, operational capacity, 
product quality, and so forth, and thereby increase the competitive efficiency of the 
whole operation [1]. 

Layout decisions are particularly important for any manufacturing factory that has 
plans either to develop existing facilities or establish new ones. In this context, the prod-
uct-focused facility can also be referred to in terms of the fixed factory facility that 
handles an undiversified, high-volume production, in which the products are of similar 
types or have similar features. In this paper, we focus specifically on detecting produc-
tive groups of tasks in the fixed factory facility to determine the most practical worksta-
tions where there are fixed-position machines and where there is limited plant space. 

Although it is not difficult to identify a feasible layout where production involves a 
limited number of tasks, it is difficult to find productive groups of tasks and determine 
all the feasible workstation positions when a large number of tasks are involved. We 
therefore propose a new biological computation method that can find productive 
groups of tasks and determine feasible workstation situations, helping to construct an 
efficient layout. This new method can be applied to regenerating strategies in opera-
tions management. 
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2   Tasks in Graph Theory 

In order to determine workstation positions in a fixed factory facility, in which there 
are several given tasks, each with a task time, all the tasks can be transformed to a 
node; task times can be transformed to a weighted node. From focusing on tasks in 
graph theory, we can determine all groups of practical workstations by finding the 
largest time length of tasks in a clique. In this section, we briefly describe the maxi-
mum number of tasks and the largest time length of tasks in a clique. 

2.1   Maximum Number of Tasks in a Clique 

A fixed factory facility is composed of tasks, task times, and possible routing lines 
between the given tasks. In the fixed factory facility, tasks are labelled Mi, i = 1, 2,..., 
n, and each task has its own time, which is denoted by ti, i = 1, 2,..., n. Fig. 1 shows an 
example of a fixed factory facility composed of 12 tasks with task times. 

For the tasks without times, let us denote a graph of the fixed factory facility G = 
(M, R), where M is a task set of G. A possible routing line of distinct tasks in M repre-

sents R⊆M × M, which is a set of all the possible routing lines of G. In the graph of 
the fixed factory facility, a clique Q is a subset of tasks, and if G(Q) is complete, then 
there is a possible routing line between every pair of distinct tasks. The number of 
tasks in a clique is defined as η(G) = max{|Qs| : Qs is a set of tasks in a clique in G}, 
where Qs is the cardinality of a set, and the number of tasks contained in Qs denoted 
by |Qs|. Here, the main purpose of the maximum number of tasks in a clique is to 
determine tasks in a clique that is the maximum cardinality in the graph of the fixed 
factory facility. 

 

(10 min)

Task-10 (8 min) Task-12 (3 min)

Task-11 (5 min)

Task-9 (3 min)

Task-6 (3 min)

Task-8 (8 min)

Task-7

Task-5 (5 min)

Task-4 (2 min)

Task-3 (6 min)

Task-2 (3 min)

Task-1 (5 min)

  

Fig. 1. Example of a fixed factory facility composed of 12 tasks with their possible routings 
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2.2   Largest Time Length of Tasks in a Clique 

A graph of the fixed factory facility with tasks and task times is denoted as G = (M, R, 
ε), where ε is a mapping that is composed of sets of disjoints between both tasks and 
possible routing lines together with this mapping. Some tasks of the possible routing 

lines can be unordered pairs representing (i, j)∈M2, where i is not equal to j. 
The mapping with task times is denoted as ε, which assigns each possible routing 

line representing (i, j)∈R. A positive task time here is denoted as both ε(i, i) > 0 and 

ε(i, j) = ε(j, i) > 0. Also, this mapping with task times assigns each task i∈M, a posi-
tive task time, denoted by ti, which is associated with i, where a set of the graph of the 
fixed factory facility with task times is ordered by n. 

The main purpose of determining the largest time length of tasks in a clique is con-
cerned with the total task time, which is summed by each task time of the maximum 
tasks in a clique for the fixed factory facility. The largest time length of tasks in a 
clique is defined as η(G, t) = max{W(Qs) : Qs is a set of task times in a clique in G}. 

The largest time length of tasks in a clique is formulated in an integer programming 

formulation. For all of (i, j)∈Rq, where Rq = {(i, j) | i, j∈M, i ≠ j and (i, j) is not an 

element of R}, the quadratic expressions xixj = 0 since for xi, xj∈{0, 1} and xi + xj ≤ 1, 
if and only if xixj = 0 makes use of the constraints for the minimisation problem con-
verted from the problem of the maximum number of tasks in a clique [2]. Adding the 
quadratic terms twice makes the constraints remove, and these terms reach the objec-
tive function representing 
 

1 ( , ) ,

( ) 2 ( )

q

n

T
i i j Gq

i i j R i j

f x x x x x L I x

= ∈ >

= − + = −∑ ∑ ,                        (1) 

 
where xT corresponds to a transpose of a vector x, LGq corresponds a symmetric matrix 
in a complement graph G, and I corresponds to the identity matrix. The quadratic 
terms can be represented as xixj = 0, which means that the largest time length of tasks 
in a clique representing 
 

minimise ( ) Tf x x Lx= ,                                          (2) 

subject to {0, 1}nx ∈ ,                                            (3) 

 
where L is an adjacency matrix of Gq, where Gq = (M, Rq). The specific set Qs = λ(x*) 
is the largest time length of tasks in a clique in the fixed factory facility with the task 
time W(Qs) that is equal to −f(x*), if an optimal solution is denoted by x* that is an 
optimal solution to the above minimum problem. 
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3   Computational Method with DNA Molecules 

The given tasks in the graph of the fixed factory facility can be shown to be groups of 
feasible workstations by identifying the largest time length of tasks in a clique. For 
this case, in this section, we describe a computational method with DNA molecules 
that arranges all of tasks with task times, use the results of this arrangement, and de-
termine all the feasible workstation groups. 

3.1   Biological Computation 

A computational method with DNA molecules is executed with the functions of DNA 
molecules. The main function is referred to a phenomenon, which is called Watson-
Crick complementarity [3]. DNA strands are composed of the four nucleotides ade-
nine, guanine, cytosine and thymine. Watson-Crick complementarity corresponds to 
two main reactions that are the bond between adenine and thymine, and the bond 
between guanine and cytosine. 

The computational method with DNA molecules can be called biological compu-
tation, because the features of biological molecules are used for computation. A 
computation with DNA molecules was first proposed by Adleman [4]. Based on our 
previous works [5], [6], [7], we show a new biological method with DNA molecules 
that determines the largest time length of tasks in a clique, as well as arranging all 
tasks composed of task times in order of time length. Each group of these orders 
can be used for determining the position of feasible workstations in the fixed fac-
tory facility. 
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Fig. 2. Connectivity matrix of the model fixed factory facility 
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3.2   Encoding Tasks and Task Times 

The best way of representing each fragment of DNA sequences is with a connectivity 
matrix. The connectivity matrix can be constructed by the relations between tasks in 
the fixed factory facility. 

In such a matrix, ordering rows and columns reveals the weighted tasks, corre-
sponding to tasks with task times. Fig. 2 shows an example of the connectivity matrix, 
with the rows and columns composed of 12 tasks with each task time. The entry of the 
matrix is denoted as bi, j, i and j = 1, 2,..., n, which gives the value of the connection 
from task i to task j, and records which pairs of tasks are adjacent to each other. In 
Fig. 2, if two specific tasks Mi and Mj are adjacent, then the entry bi, j should be 1; 
whereas if two specific tasks, Mi and Mj, are not adjacent, then the entry bi, j should be 
0. The relationship of these binary numbers make the best use of this proposed com-
putational method when DNA molecules are used to resolve how many DNA frag-
ments will be needed for the biological experiments. The computational method with 
DNA molecules arranges all of tasks with task times in the fixed factory facility in the 
following manner. 

First, if the task is included in either a clique or a set of two tasks, it is set to the 
value 1, otherwise it is set to the value 0. In the case of a fixed factory facility, the 
entry value 1 corresponds to one of the 12 tasks included in either tasks in a clique or 
a set of two tasks. The entry value 0 also corresponds to one of the 12 tasks, but one 
that is specifically not included in other tasks. Based on this, all the possible combina-
tions between the given tasks with possible routing lines should be created. 

Second, the graph of the fixed factory facility contains all possible routing lines, 
which are missing in the original graph. All task pairs connected in a complementary 
relationship should be removed using restriction enzymes. For the fixed factory facil-
ity example, the remaining pool selects the DNA sequences from the value 1 to 12 for 
the given 12 tasks. 

Third, gel electrophoresis apparatus can be used to find specific tasks by measuring 
the length of the DNA strands. The shortest length strand corresponds to the maxi-
mum number of tasks in a clique, and the second shortest length strand corresponds to 
the second largest number of tasks in a clique. The above procedure is repeated until 
all the tasks are detected. 

Finally, all the tasks in each clique should be arranged and the remaining sets of 
paired tasks that are connected should be in only one possible routing line. Also, they 
should be marked in order of time length. The arrangement of all the tasks in each 
clique can be used to determine the position of all the feasible workstation groups. 

4   Simulated Biological Experiments 

Each task of all the DNA sequences consists of two different sequences, which are 
called both a routing sequence denoted by RSk, k = 1, 2,..., n, and a task sequence MSi, 
i = 1, 2,..., n. With regard to the synthesised DNA fragments, the two routing se-
quences are created to connect a task of the DNA sequence, and the task sequence is 
created to distinguish whether the two routing sequences contain that task or not. 
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To design each task of the DNA sequence, for the example of the fixed factory fa-
cility, we should consider (1) the binary numbers in the connectivity matrix; and (2) 
the possible routing lines between the 12 tasks with each task time. If all of the 12 
tasks are not included in both the tasks in a clique and a set of two tasks, this means 
the entry values of the 12 tasks are 0. For the 12 tasks with each task time, all of the 
lengths of the DNA sequence are the same; if the task has the longer task time, then 
the task sequence is longer in the DNA sequence. 

The length of DNA base pairs for each routing sequence RSk is set by the time 
length of the tasks, so the longer the time, the shorter the length of base pairs. The 
length of DNA base pairs for each task sequence MSi is also set by the time length of 
the tasks, but it in reverse of the base pairs - the longer time corresponds to the longer 
length of base pairs. 

The impossible routing lines of the complementary sequence should be removed us-
ing restriction enzyme sites. To remove all of the impossible routing lines, the specific 
12 restriction enzyme sites can slit the impossible routing lines of the DNA sequence. 
The split DNA sequences cannot be amplified by the polymerase chain reactions. 

To measure the length of DNA base pairs, we use gel electrophoresis apparatus, 
which can classify the DNA sequences in terms of size. This allows us to determine 
the length of the classified DNA strands, and compare them to the other measured 
DNA strands. All of the weighted tasks in each clique can then be properly classified 
by task time and the number of cliques, using this technique. 

5   Simulated Experimental Results 

All of the tasks in each clique can be determined according to the measured length of 
the DNA sequence, and we can make the resulting graph of the fixed factory facility, 
which includes either sets of tasks in each clique or sets of paired tasks. The following 
results show the sets of tasks in each clique and the sets of paired tasks. 

 

Fig. 3. Comparison of time length and the number of tasks 
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The largest time length of three tasks in a clique is composed of the tasks M5, M7, 
and M8. The second largest time length of four tasks in a clique is composed of the 
tasks M4, M6, M7, and M9. The third largest time length of three tasks is composed of 
the tasks M6, M7, and M9. The two fourth largest time lengths of three tasks are com-
posed of (1) the tasks M4, M6, and M7; and (2) the tasks M4, M7, and M9. The fifth 
largest time length of three tasks in a clique is composed of the tasks M6, M9, and M11. 
The sixth largest time length of three tasks in a clique is composed of the tasks M1, 
M4, and M9. The smallest time length of three tasks in a clique is composed of the 
tasks M4, M6, and M9. Also, there are three different time lengths of paired task sets 
detected. Based on these results, we created Fig. 3, which shows a comparison of time 
length and the number of tasks, which can be used to place workstations within a 
fixed factory facility. 

6   Conclusions 

In this paper, a new method of biological computation is proposed for three purposes: 
to detect productive groups of tasks, determine feasible workstation positions, and 
show that this method might be adapted for making layout decisions where a large 
number of tasks are involved. The simulated experiment represented each task with its 
own task-time. 

In this study, we have mentioned the importance of layout decisions in manufactur-
ing and industrial factories or plants, for operating strategies. The most advantageous 
element of dealing with DNA molecules in executing this computation is that it pro-
vides enormous scope for determining the specific tasks necessary to a process and 
for solving complex problems of this kind as they emerge in production. 
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Abstract. In this paper, we present computational rule inferences to tackle the 
rate of aggregative risk in fuzzy circumstances. Based on the maximum mem-
bership grade principle, we apply the signed distance to defuzzify which is bet-
ter than by the centroid. The proposed fuzzy assessment method is easier, closer 
to evaluator real thinking and more useful than the ones which have presented 
before.  

Keywords: Risk assessment; fuzzy risk assessment. 

1   Introduction 

Generally, risk is the traditional manner of expressing uncertainty in the systems life 
cycle. Risk assessment is a common first step and also the most important step in a 
risk management process. Risk assessment is the determination of quantitative or 
qualitative value of risk related to a concrete situation and a recognized threat. In a 
quantitative sense, it is the probability at such a given point in a system's life cycle 
that predicted goals can not be achieved with the available resources. Due to the com-
plexity of risk factors and the compounding uncertainty associated with future sources 
of risk, risk is normally not treated with mathematical rigor during the early life cycle 
phases [1]. Risks result in project problems such as schedule and cost overrun, so risk 
minimization is a very important project management activity [12]. Up to now, there 
are many papers investigating risk identification, risk analysis, risk priority, and risk 
management planning [1-4, 6-7].  

Based on [2-4, 6-7], Lee [9] classified the risk factors into six attributes, divided 
each attribute into some risk items, and built up the hierarchical structured model of 
aggregative risk and the evaluating procedure of structured model, ranged the grade of 
risk for each risk item into eleven ranks, and proposed the procedure to evaluate the 
rate of aggregative risk using two stages fuzzy assessment method. Chen [5] ranged 
the grade of risk for each risk item into thirteen ranks, and defuzzified the trapezoid or 
triangular fuzzy numbers by the median. Lee and Lin [10] proposed a new fuzzy as-
sessment method to tackle the rate of aggregative risk in fuzzy circumstances.  
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Based on the maximum membership grade principle, we apply the signed distance 
to defuzzify which is better than by the centroid [11].  

2   The Proposed Fuzzy Risk Assessment Method 

We present the fuzzy assessment method as follows; 
Step 1: Assessment form for the risk items:  

The criteria ratings of risk are linguistic variables with linguistic values 1V , 

2V , …, 7V , where 1V  = extra low, 2V = very low, 3V = low, 4V = middle, 5V = high, 

6V = very high, 7V = extra high. These linguistic values are treated as fuzzy numbers 

with triangular membership functions as follows: 

 

 

 

)1,1,
6

5
(

~

6,...,3,2),
6

,
6

1
,

6

2
(

~

),
6

1
,0,0(

~

7

1

=

=−−=

=

V

kfor
kkk

V

V

k

                 (1) 

 

 

 

 

 
In previous studies [5, 9], the evaluator only chooses one grade from grade of risk for 
each risk item, it ignores the evaluator’s incomplete and uncertain thinking. There-
fore, if we use fuzzy numbers of assessment in fuzzy sense to express the degree of 
evaluator’s feelings based on his own concepts, the computing results will be closer to 
the evaluator’s real thought. 

The assessment for each risk item with fuzzy number can reduce the degree of 
subjectivity of the evaluator, express the degree of evaluator’s feelings based on his 
own concepts. The results will be closer to the evaluator’s real thought. Based on 
the structured model of aggregative risk proposed by Lee and Lin [10] and evaluat-
ing form of structured model proposed by Lee [9], we propose the assessment form 
of the structured model as shown in Table 1 and propose a new assessment method 
using computational rule inference to tackle the rate of aggregative risk in software 
development. 

In Table 1,  
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for each i = 1, 2, ... 6.  
 
 



 A Fuzzy Risk Assessment in Software Development Defuzzified by Signed Distance 197 

Table 1. Contents of the hierarchical structure model [10] 

Linguistic variables 
Attribute Risk item Weight-2 Weight-1 V1 V2 V3 V4 V5 V6 V7 

X1: Personal  W2(1)         
 X11: Personal shortfalls, 

key person(s) quit 
 W1(1,1) )1(

11m  
)2(

11m )3(
11m )4(

11m )5(
11m  )6(

11m  )7(
11m  

X2: System 
requirement 

 W2(2)         

 X21: Requirement 
ambiguity 

 W1(2,1) )1(
21m  )2(

21m )3(
21m )4(

21m )5(
21m  )6(

21m  )7(
21m  

 X22: Developing the 
wrong software function 

 W1(2,2) )1(
22m  )2(

22m )3(
22m )4(

22m )5(
22m  )6(

22m  )7(
22m  

 X23: Developing the 
wrong user interface 

 W1(2,3) )1(
23m  )2(

23m )3(
23m )4(

23m )5(
23m  )6(

23m  )7(
23m  

 X24: Continuing stream 
requirement changes 

 W1(2,4) )1(
24m  )2(

24m )3(
24m )4(

24m )5(
24m  )6(

24m  )7(
24m  

X3:  
Schedules 
and budgets 

 W2(3)         

 X31: Schedule not 
accurate 

 W1(3,1) )1(
31m  )2(

31m )3(
31m )4(

31m )5(
31m  )6(

31m  )7(
31m  

 X32: Budget not  
sufficient 

 W1(3,2) )1(
32m  )2(

32m )3(
32m )4(

32m )5(
32m  )6(

32m  )7(
32m  

X4:  
Developing 
technology 

 W2(4)         

 X41: Gold-plating  W1(4,1) )1(
41m  )2(

41m )3(
41m )4(

41m )5(
41m  )6(

41m  )7(
41m  

 X42: Skill levels  
inadequate 

 W1(4,2) )1(
42m  )2(

42m )3(
42m )4(

42m )5(
42m  )6(

42m  )7(
42m  

 X43: Straining hardware  W1(4,3) )1(
43m  )2(

43m )3(
43m )4(

43m )5(
43m  )6(

43m  )7(
43m  

 X44: Straining software  W1(4,4) )1(
44m  )2(

44m )3(
44m )4(

44m )5(
44m  )6(

44m  )7(
44m  

X5: External 
resource 

 W2(5)         

 X51: Shortfalls in  
externally furnished 
components 

 W1(5,1) )1(
51m  

)2(
51m )3(

51m )4(
51m )5(

51m  )6(
51m )7(

51m  

 X52: Shortfalls in exter-
nally performed tasks 

 W1(5,2) )1(
52m  )2(

52m )3(
52m )4(

52m )5(
52m  )6(

52m )7(
52m  

X6.:  
Performance 

 W2(6)         

 X61: Real-time  
performance shortfalls 

 W1(6,1) )1(
61m  )2(

61m )3(
61m )4(

61m )5(
61m  )6(

61m  )7(
61m  
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for k=1, 2,..., 6; .1,2,4,2,4,1 654321 ====== nnnnnn ; i = 1, 2,..., nk.  

                                              10,1 )(
7

1

)( ≤≤=∑
=

l
ki

l

l
ki mm ,                                             (4) 

for l=1, 2, ..., 7; k=1, 2, ..., 6; i=1, 2, …, nk. 

From Table 1, we directly use the fuzzy numbers ( )(l
kim ) rather than the linguistic 

values to evaluate. Also, we may express the risk item kiX  as fuzzy discrete type 
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Step 2: Weighted triangular fuzzy numbers 
For easy to express, we take some one attribute, saying jX , and the items, saying 

1jX , 2jX , …, 
jjnX  in Table 1, and introduce the weighted triangular fuzzy numbers 

as shown in Table 2, for j=1, 2, …, 6, and .1,2,4,2,4,1 654321 ====== nnnnnn  

 
Table 2. Contents of the weighted triangular fuzzy number for item 

jkX  

Linguistic variables 
Attribute 

Risk 
item V1 V2 V3 V4 V5 V6 V7 

jX          
 1jX  

)1(
1jm  )2(

1jm
 

)3(
1jm  )4(

1jm  )5(
1jm  )6(

1jm  )7(
1jm  

Weighted triangular 
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 2jX  
)1(

2jm  )2(
2jm  )3(

2jm  )4(
2jm  )5(

2jm  )6(
2jm  )7(

2jm  

Weighted triangular 
fuzzy number 

1
)1(

2

~
Vm j

 
2

)2(
2

~
Vm j 3
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2
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jjnX  )1(

jjnm  )2(
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jjnm  
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jjnm  )6(
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Weighted triangular 
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{ 721 VVVB =  From Table 2, we can form the fuzzy relation on Xj and 

B with weighted triangular fuzzy number elements as follows: 
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Step 3: The first stage computational rule of inference 

We let 
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for j=1, 2, …, 6; q=1, 2, …, 7. We have that jqT
~

 is a triangular fuzzy number. 
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 by the signed distance [13], we have 
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is rate of risk for the attribute Xj.  
Step 4: The second stage computational rule of inference 

We let  
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for q=1, 2, …, 7. 

Defuzzified qS
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 by the signed distance [13], we have 
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is aggregative rate of risk. 
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Then we have the following Proposition 1. 

Proposition 1 Let )0
~

,
~

( jqjq TdS = ,
 
then, we have 

(1) for the attribute Xj, and rating risk Vq, the rate of risk is jqS   

(2) the rate of risk for the attribute Xj is ∑
=

=
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1

)(

q
jq

j SQ .                                   (13) 

(3) let Tq be the defuzzified of 
qS

~  by signed distance, then, the rate of risk for 

the rating risk Vq is  
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(4) the aggregative rate of risk is  
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Table 3. Contents of the example [10] 

Linguistic variables Attrib-
ute 

Risk 
item 

Weight-2 Weight-1
V1 V2 V3 V4 V5 V6 V7 

1X  0.3         
 11X  1 0 0.17 0.83 0 0 0 0 

2X  0.3         

 21X  0.4 0 0.53 0.47 0 0 0 0 

 22X  0.4 0 0.89 0.11 0 0 0 0 

 23X  0.1 0.25 0.75 0 0 0 0 0 

 24X  0.1 0.61 0.39 0 0 0 0 0 

3X  0.1         

 31X  0.5 0 0.17 0.83 0 0 0 0 

 32X  0.5 0 0.53 0.47 0 0 0 0 

4X  0.1         

 41X  0.3 0 0.89 0.11 0 0 0 0 

 42X  0.1 0 0.17 0.83 0 0 0 0 

 43X  0.3 0 0.17 0.83 0 0 0 0 

 44X  0.3 0 0.53 0.47 0 0 0 0 

5X  0.1         

 51X  0.5 0 0 0.81 0.19 0 0 0 

 52X  0.5 0 0 0.81 0.19 0 0 0 

6X  0.1         

 61X
 

 1 0 0.17 0.83 0 0 0 0 
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3   Numerical Example 

Example: Assume that we have the following attributes, weights, grade of risk for 

each risk item as shown in Table 3 [10]. 
(1) By the Proposition 1 shown in Section 2, we have the following computed re-

sults. 

 

 V1 V2 V3 V4 V5 V6 V7 
)( jQ  

X1 0 0.028333 0.276667 0 0 0 0 0.305 

X2 0.003583 0.113667 0.077333 0 0 0 0 0.194583 

X3 0 0.058333 0.216667 0 0 0 0 0.275 

X4 0 0.082333 0.168667 0 0 0 0 0.251 

X5 0 0 0.27 0.095 0 0 0 0.365 

X6 0 0.028333 0.276667 0 0 0 0 0.305 

Tq 0.001075 0.0595 0.1994 0.0095 0 0 0  

 

(2) the aggregative rate of risk is 269475.0=Rate  

(3) Comparison with Lin and Lee [10] 

    a) In [10], the rate of aggregative risk is 0.269647. By the proposed method in 

this study, the computed result is 0.269475. The relative error is (0.269475-

0.269647)/0.269647= -0.00064. It is very small. But, the proposed method is easier 

than in [10]. 

    b) We can tackle the risk rate of each attribute by the proposed method in this 

study. 

4   Conclusion 

In general survey forces evaluator to assess one grade from the grade of risk to each 
risk item, but it ignores the uncertainty of human thought. For instance, when the 
evaluator need to choose the assessment from the survey which lists eleven choices 
including “definitely unimportant”, “extra unimportant”, “very unimportant”, “unim-
portant”, “slightly unimportant”, “middle”, “slightly important”, “important”, “very 
important”, “extra important”, and “definitely important”, the general survey becomes 
quiet exclusive. The assessment of evaluation with fuzzy numbers can reduce the 
degree of subjectivity of the evaluator. Based on the maximum membership grade 
principle, if the fuzzy number of A

~
 is not an isosceles triangle, then defuzzified A

~
 

by the signed distance method is better than by the centroid method. In this paper, we 
applied the signed distance method to defuzzify to evaluate the rate of aggregative 
risk. 
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Abstract. A problem of worker assignment in cellular manufacturing (CM) en-
vironment is studied in this paper. The worker assignment problem is an NP-
complete problem. In this paper, worker assignment method is modeled based 
on the principles of particle swarm optimization (PSO). PSO applies a collabo-
rative population-based search, which models over the social behavior of fish 
schooling and bird flocking. PSO system combines local search method through 
self-experience with global search methods through neighboring experience, at-
tempting to balance the exploration-exploitation trade-off which determines the 
efficiency and accuracy of an optimization. An effect of velocity controlled for 
the PSO’s is newly included in this paper. We applied the adaptation and im-
plementation of the PSO search strategy to the worker assignment problem. 
Typical application examples are also presented: the results demonstrate that 
the velocity information is an important factor for searching best solution and 
our method is a viable approach for the worker assignment problem.  

Keywords: worker assignment, particle swarm optimization, cellular manufac-
turing. 

1   Introduction 

A recent trend shows increasing popularity of Cellular Manufacturing (CM), and other 
team-related approaches in the workspace to achieve the goal of lean manufacturing and 
to effectively solve mass-production [1], [2]. Here, the CM is defined as the grouping of 
people and process, or machines, into specific areas dedicated to the production of a 
family of parts [3].  A lot of study/research has been performed to improve the grouping 
of machines and parts into cells as a result of this trend towards CM. CM that has been 
performed solely on machine-part interaction has frequently shown limited benefits [4]. 
This failure has lead researchers to search for other factors that influence the perform-
ance of CM, culminating in an increasing interest in the effect of personal skills and 
quality in the performance of teams [5]. Therefore, the concept of the flexibility of 
workers comes into consideration [6]. The possibility that workers may help each other 
and share their workloads are closely relevance with the multi-function worker that is 
able to perform a given subset of types of tasks. Hence, the enhancing feelings of inter-
personal justice and equity need to evaluate [7], [8], [9]. 
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PSO is an algorithm that follows a collaborative population-based search model. 
Each individual of the population, called a ‘particle’, flies around in a multidimen-
sional search space looking for the optimal solution [10] Particles, then, may adjust 
their position according to their own and their neighboring-particles experience, mov-
ing toward their best position or their neighbor’s best position. In order to achieve 
this, particles keep previously reached ‘best’ positions in a cognitive memory. PSO 
performance measured according to a predefined fitness function [11]. Balancing 
between global and local exploration abilities of the flying particles could be achieved 
through user-defined parameters. PSO has many advantages over other heuristic tech-
niques such that it can be implemented in a few lines of computer code, it requires 
only primitive mathematical operators, and it has great capability of escaping local 
minima.    

The objective of this paper is to find the optimal workers combination of work as-
signment in CM. The effect of relationship evaluation on multi-function workers’ in a 
CM is considered, and a worker assignment model is established with an objective of 
maximizing the total grade; which is, the proposed method will assign which worker 
to which machine of which cell. We proposed a new method of worker assignment, 
which is based on the PSO method. Then, the performance of the proposed method is 
compare with other existing methods under various worker assignments in CM envi-
ronment. 

The remainder of the paper is organized as follows. Section 2 defines the worker 
assignment problem. Section 3 describes our PSO algorithm for the worker assign-
ment problem. Results of numerical example are reported in Section 4. Finally, Sec-
tion 5 concludes the paper.  

2   Multi-function Worker Assignment Problem  

In this section, the evaluation including the relationship among the workers is devel-
oped in order to tackle the worker assignment problems efficiently [12]. The evalua-
tion criteria are classified into three factors:  social factors, performance factors, and 
mental factors. 

In this paper the relationship is evaluated pairwise among workers. The relation-
ship evaluation is performed via the sum of all the evaluation results between any 
couple of workers. This prescription can be generally applied to any size of the 
worker group, and is appropriate for our purpose and for computations. In general 
each criterion has its importance weight depending on the nature of jobs. Therefore, in 
the following computation method the weighted sum is performed (see Eq. (2)). Sup-
pose the following situation: the decision makers are responsible for assessing the 
suitability of m workers (Pi, i = 1,…, m) under each of the k criteria (Ct, t = 1,… k). 
Let e(J, i, Ct) be a number, which is a rating assigned to a worker Pi by the decision 
makers for a criterion (Ct) for a job (J). Let W(J, Ct) be the importance weight of the 
criterion Ct for the job J. The decision makers can fix the total worker number as-
signed to each job depending on the job feature, if required. If not, the total the num-
ber of workers is also determined in our algorithm. The computation flow of our 
method is as follows: 
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Step 1: Determine the evaluation criteria. Select the appropriate rating scale to assess 
the importance weights of the criteria and the suitability of the workers to the criteria. 
Tabulate suitability ratings (S) assigned to each worker (P) for each criterion (Ct) by 
each decision maker. Tabulate importance weightings (W(J, Ct)) assigned to each 
criterion (Ct) for each job (J) by the decision makers. 

 
Step 2: A suitability ranking of each worker Pi for the job J can be obtained by stan-
dard arithmetic operations: 
  

                                            .),(),,(
1

),(
1
∑

=

=
k

t
eval CtJWCtiJe

k
iJE                                   (1) 

In Eq. (1) the summation result is divided by the total number k of criteria employed 
so that Eeval(J, i) does not depend on k. The ranking order is determined by the total 
grade value Eeval(J, i) for each job J. 

 
Step 3: In order to find possible combinations PCs, the decision makers assign the 
minimum grade value required for each job. 
 
Step 4: Based on the result of the workers' suitability evaluation, the possible combi-
nations PCs are obtained in order of the ranking each worker having a larger grade 
value is selected and assigned to the PC. The total grade value for the possible combi-
nation EPC(J) for the job J is as follows: 
  

                                                   ∑=
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i
evalPC iJEJE ),,()(                                       (2) 

 
where the summation is performed over all members of the PC. The results are listed 
in the ranking order based on the total grade value EPC(J) for the possible combina-
tions for each job. If any PC does not satisfy the minimum grade value, return to  
Step 3. 
 
Step 5: Evaluate the relationship among the workers in a combination for a job: the 
relationship among the workers is computed as follows: 
  

                                       ,),(
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where fC2 =f(f- 1)/2, eRL(i, j) is a value assigned to the relationship between two work-
ers (Pi and Pj) in the combination, the summation is taken over all couples of workers 
in the job J, WRL(J) is the importance weight of the relationship for the job J, and 
ERL(J) is the total relationship-evaluation value. 
 
The summation is normalized by fC2 so that ERL(J) does not depend on the number 
(fC2) of couples of workers. The final evaluation is computed as follows: 
 

                                                  Ecomb(J) = EPC(J) + ERL(J).                                        (4)  
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The result for final evaluation is listed in the ranking order based on the grade value 
Ecomb(J).  
 
Step 6: If the total job number TJ is one, the maximum grade value combination is the 
best one. When the total job number TJ is more than one, the decision makers specify 
if one worker can be assigned to plural jobs or not, depending on the job nature. If one 
worker is not assigned to plural jobs, an overlapped assignment of one worker is 
checked and avoided in the total combination construction. Based on this information, 
the total final combination evaluation TEcomb is as follows: 
  

                                                 ∑
=

=
TJ

J
combcomb JETE

1

).(                                            (5) 

The result for the total final evaluation TEcomb is listed. The combination that has the 
maximum grade value is the optimal solution for the worker assignment problem. 

3   Particle Swarm Optimization and Multi-function Worker 
Assignment 

3.1   Particle Swarm Optimization (PSO) 

PSO was first introduced by Kennedy and Eberhart in 1995 and partly inspired by the 
behavior of large animal swarms such as schooling fish or flocking birds [13], [14]. 
PSO conducts search using a population of random solutions, corresponding to indi-
vidual. In addition, each potential solution called particles is also assigned a random-
ized velocity. Each particle in PSO flies in the hyperspace with a velocity which is 
dynamically adjusted its position according to their own and their neighboring-
particles experiences, moving towards two points: the best position so far by itself 
called Pbest and by neighbor called Gbest at every iteration. The particle swarm optimi-
zation concept consists of, at each time step, changing the velocity of each particle 
towards its Pbest and Gbest.      

Suppose that the search space is D dimensional, then the ith particle of the swarm 
can be represented by a D dimensional Xi=(xi1, xi2,…,xiD)’. The particle velocity can 
be represented by another D dimensional vector Vi=(vi1,vi2,…,viD)’. The best previ-
ously visited position of the ith particle is denoted as Pi=(pi1, pi2,…,piD)’. Defining g as 
the index of the best particle in the swarm, and let the superscripts denote the iteration 
number, then the position of a particle and its velocity are updated by the following 
equations 
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where d=1,…,D, i=1,…,N, and N is the size of swarm; w is called inertia weight; c1, 
c2 are two positive constants, called cognitive and social parameter respectively; r1, r2 
are random number, uniformly distributed in [0,1]; and k=1,2,… determines the itera-
tion number.  

3.2   Particle Swarm Optimization for Multi-function Worker Assignment 
Problem 

In this section, we describe the formulation of a PSO algorithm for the worker as-
signment problem. In this paper, we set up a search space of M dimension of the 
worker assignment problem. Each dimension has discrete set of possible values lim-
ited to s={Pi: 1<i<N}; such that N is the number of workers in the one cell in CM.  

Using such particle representation, the PSO population is represented as two-
dimensional array consisting of N particles, each represented as a vector of M job. 
Thus, a particle flies in an M-dimensional search space. A job is internally represented 
as an integer value indicating the worker number to which this job is assigned to dur-
ing the course of PSO.    

In PSO, the exploration-exploitation trade-off determines the efficiency and accu-
racy of an optimization, which are controlled by the velocity update equation [15]. 
Thus, the velocity information is important for searching best solution, and if we can 
control the velocity in different range, we could find the different best solution. In our 
proposed method, we discover that the velocity smaller, easier to find the best solu-
tion. Therefore, for our problem the following limit is applied; at first, if particle ve-
locity is greater than vmax, it was set equal to vmax; if the velocity is smaller than vmin, it 
was set equal to vmin. Secondly, if the found solution is greater than pmax, it was set 
equal to pmax, if the found solution is smaller than pmin, it was set equal to pmin, where 
pmin, pmax is the range of solution. 

In this research, M-job assignment is map into corresponding M-coordinate particle 
position. The algorithm starts by generating randomly as many as potential assign-
ments for the problem as the size of the initial population of the PSO. It then measures 
particles’ fitness. Eq. (4) is use as our fitness function. 

The algorithm keeps an updated version of “global-best” position and “local-best” 
position through out the course of its execution. It does that by conducting two ongo-
ing comparisons: First, it compares the fitness of each particle being in its ‘current’ 
position with fitness of other particles in the population in order to determine the 
global-best position each generation. Then, in order to determine a local-best position 
for every particle, it compares different visited positions of particles with its current 
position. These two positions affect the new velocity of every particle in the popula-
tion according to Eq.(6). As shown in Eq.(6), two random parameters control amount 
of effect the two positions such as global and local best positions impose over the new 
particle velocity. Introducing a randomize and unbiased affect from either positions is 
the purpose of these parameters. Therefore, introduces a bit of exploration at some 
times and a bit of exploitation at another time randomly. The algorithm uses the new 
velocity to update the particle current position to a new position according to Eq.(7). 
Once all particles adjust their positions, they will constitute the new status of the PSO 
population. Then, the algorithm evaluates the fitness of these particles according to 
their new positions. Finally, the algorithm repeats this whole process of determining  
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the global and the local best positions, updating particle position and evaluating new 
particle position until a user-determined criterion is satisfied. In our case, this crite-
rion is mapped to a maximum number of generations. The proposed PSO algorithm 
for worker assignment problem is summarized in Formulation 1. 

 

[Formulation 1] 
Defines: 

N, number of workers given by the problem 
M, number of job 
P, size of the PSO population 
PSO[i], position of the ith particle of the PSO population represented as        
an M-dimension vector, whose entries’ values belong to the set {1,…, N}; 
PSO[i][j], worker number to which the jth job in the ith particle is assigned. 
Fitness [i], grade-value function of the ith particle according to Eq. 4. 
V[i], travelled distance (or velocity) of an ith particle represented as an  
M-dimensional real-coded vector.  
Gbest , an index to global-best position. 
Pbest[i], position of the local-best position of the ith particle. 
Pbest_fitness [i], local best fitness for the best position visited by the ith particle. 

 

For each particle i in the population; 
For each job j; 
Initialize PSO[i][j] randomly from the set {1,…,N}. 
Initialize V[i] randomly. 
Evaluate fitness[i]. 
Initialize Gbest with the index of the particle with the best fitness (highest   
grade-value) among the population 
Initialize Pbest [i] with a copy of PSO[i] for All i ≤ P 

 

Repeat until a number of generation equal to twice of the total job, is passed; 

⋅ Find Gbest such that fitness [Gbest] ≥ fitness[i] for All i ≤ P 

⋅ For each particle i; PSO[i] if fitness[i]>Pbest_fitness[i] for All i ≤ P 

⋅ For each particle i; update V[i] according to Eq. 6; if particle velocity is 
greater than vmax, it was set equal to vmax; if the velocity is smaller than vmin, it 
was set equal to vmin. Secondly, if the found solution is greater than pmax, it 
was set equal to pmax, if the found solution is smaller than pmin, it was set 
equal to pmin, where pmin, pmax is the range of solution and PSO [i] according 
to Eq. 7; if the found solution is greater than pmax, it was set equal to pmax, if 
the found solution is smaller than pmin, it was set equal to pmin, where pmin, 
pmax is the range of solution. 

⋅ Evaluate fitness[i] for All i ≤ P 

4   Numerical Example 

It is assumed that a CM is composed of three cells. Each cell is provided with six 
machines which possess different functions, but the three cells are as same as each 
other. Several kinds of productions will be manufactured, the productive quantity of 
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each production is given, and each production needs to be produced on which  
machine is known according to the process flow of each production itself. Twenty 
workers need to be assigning to the three cells, and each worker needs to be assigned 
to only one machine of only one cell. In this case, the possible combination from 20C6; 
it becomes 38760 combinatorial.    

In the proposed method, the PSO algorithm begins by initializing randomly a 
population of particles based on the given cell. Each entry in a particle array repre-
sents a job in the cell, and each value for these entries is a worker number to which 
the corresponding job is assigned. Initially, particle velocities are initialized ran-
domly. To simplify the discussion, assume a population of ten particles initialized. As 
an example, in the first generation particle 1’s position {1,4,5,2,6,3} suggest a solu-
tion to problem assigning job 1 to worker 1, job 2 to worker 4, job 3 to worker 5, and 
job 4 to worker 2, job 5 to worker 6, and job 6 to worker 3. Particle fitness, which is 
the grade-value of combination (calculated according to Eq. (4)), is shown adjacent to 
each particle. In this population, the best particle (Gbest) has a fitness value. A copy of 
Gbest position is updated throughout generations.    

While it is the initial population, historical local best position for a PSO particle is 
its initial position. PSO then updates each particle velocity using Eq. (6). Then the 
updated velocities are used in Eq. (7) to get the new position for each particle. Since, 
values in a particle are worker numbers; a real value is meaningless. Therefore, in the 
algorithm we usually round these numbers to the closest worker number by dropping 
the sign of the fractional part. The effects of converting from continuous domain to 
discrete domain need to be determined further, which mapping will yield the better 
results. The new particle position is a new solution to the assignment problem. In 
conjunction, this adjustment is done for all particles and the cycle of finding the Gbest 
and local bests and updating the particle positions continues until satisfactory results 
or termination criteria are met such as population converge onto one solution. 

We used in experiments the following values for parameter that control each algo-
rithm: the size of population equals to twice the number of jobs; the inertia weight w 
is set to 0.90; c1=c2=1.49; vmax=0.40, vmin= -0.40. Furthermore, for each experimental 
setting, 10 trials were performed.   

 
Table 1. Summary of results comparison 

Cell 
No. 

Standard PSO method Proposed method Improvement 
in grading value 

(%) 
 

1 
W4(M1),W7(M2),W8(M3), 
W11(M4),W14(M5),W15(M6)

W4(M1),W8(M2), W11(M3),
W15(M4),W3(M5),W1(M6) 

2.50 

 2 W1(M1),W3(M2),W5(M3), 
W12(M4),W16(M5),W18(M6)

W18(M1),W5(M2),W12(M3),
W9(M4),W17(M5),W2(M6) 

0.20 

 3 W2(M1),W6(M2),W9(M3), 
W10(M4),W13(M5),W17(M6)

W6(M1),W10(M2),W7(M3), 
W14(M4),W16(M5),W13(M6)

5.29 

    *W, M represent worker and machine accordingly.   
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Table 2. PSO algorithm evaluation results 

49.848.1Best Value of Fitness 

49.0347.77Average Best Value of Fitness 

299471Average Iteration No.

252418Iteration No.

100%80%Goal Achieved 

PSO with controlled 
velocity

Standard PSO

49.848.1Best Value of Fitness 

49.0347.77Average Best Value of Fitness 

299471Average Iteration No.

252418Iteration No.

100%80%Goal Achieved 

PSO with controlled 
velocity

Standard PSO

   
 
 

By using the method presented in this paper, the result is presented in Table 1. While 
standard PSO does not concern with the traveling velocity, the method proposed in this 
paper had limit the traveling velocity. Taking Cell 1 as a case, grade value for the best 
combination processed by standard PSO ((W4, M1), (W7, M2), (W8, M3), (W11, M4), 
(W14, M5), (W15, M6)) is 57.9. By using proposed method, the grade value 59.1 for 
the best combination ((W4, M1), (W8, M2), (W11, M3), (W15, M4), (W3, M5), (W1, 
M6)) as in Table 1 is higher than the total grade value 57.9 by 2.5%. In Cell 2, the com-
bination ((W1, M1), (W3, M2), (W5, M3), (W12, M4), (W16, M5), (W18, M6)) is the 
highest grade value for the standard PSO method.  By using proposed method, the grade 
value 58.2 for the best combination ((W18, M1), (W5, M2), (W12, M3), (W9, M4), 
(W17, M5), (W2, M6)). Finally for Cell 3, ((W2, M1), (W6, M2), (W9, M3), (W10, 
M4), (W13, M5), (W17, M6)) had resulted in the highest grade value for both standard 
PSO method and for the proposed method is 59.8 for the best combination ((W6, M1), 
(W10, M2), (W17, M3), (W14, M4), (W16, M5), (W13, M6)). 

In order to evaluate the performance of the proposed PSO with controlled velocity, 
five evaluation criteria were selected in order to evaluate the performance of the PSO 
algorithm for worker assignment problem. The details are shown in Table 2. From the 
result, it is clear that both standard and proposed methods can find optimal solution 
for the problem. However, PSO algorithm with controlled velocity is faster and pos-
sess better precision for the optimal solution. 

5   Conclusions 

A new proposal was presented to solve the problem of worker assignment in CM envi-
ronment. In this paper also a new heuristic algorithm called PSO algorithm is proposed 
for the worker assignment problem. The proposed method was used to typical applica-
tion examples in CM environment. The results show that the proposed method is one of 
the key issues and our proposal is effective for the decision-making process. 

These results also indicate that the proposed PSO algorithm is an attractive alterna-
tive for solving worker assignment problem. The method proposed in this paper is 
concentrated on particles PSO algorithm that suits discrete optimization problems. 
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Moreover, PSO application to other combinatorial optimization problems needs to be 
study in the future. 

The domain of worker assignment illustrated in this paper is focused on a CM en-
vironment. It may also be applied to other types of assignment problems. The result 
also showed the grade values are significantly improved compared with a standard 
PSO method.  While it is generally accepted that standard PSO approach is suitable to 
solve this kind of problem, result in this paper suggests that controlled velocity PSO is 
more superior than the standard method. 
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Abstract. The objective of this study is to present an alternative approach to 
solve reasoning problems. DNA computing technique shows to solve evidential 
reasoning problems in this study.  The reasoning is here executed on the basis 
of the concepts of plausibility and belief function.  The evidential reasoning is a 
process dealing with problems that having both quantitative and qualitative  
criteria under various uncertainties including ignorance and randomness of in-
formation.  The procedure to solve reasoning problem by means of DNA com-
puting has been illustrated.  An experiment shows the steadfastness of DNA 
computing to reach the solution of a reasoning problem.   

Keywords: DNA computing, Reasoning, Evidential reasoning, Plausibility, Be-
lief function. 

1   Introduction 

Reasoning is defined as the process of inferring conclusions from statements.  The 
reasoning process has two main parts, inference and conclusion.  Inference is the use 
of a rule or warrant to link some proposition (statements) with others meanwhile con-
clusion is the proposition toward which the inference moves.  From the definition, 
reasoning can be the movement of evidence from propositions to propositions, but the 
conclusion of reasoning is an action.  

From a normative point of view the study on the logic of reasoning is to judge 
whether reasoning is weak or strong, good or bad, valid, fallacious, etc.  Reasoning 
normally has a direction, in a context of argument, toward some goal.  But it does not 
always need to direction.  There can be aimless reasoning.  When reasoning is used to 
fulfill an affording proof or evidence, there is normally one particular proposition 
designated as the ultimate conclusion to be proved in the sequence of reasoning.  This 
goal gives the sequence of reasoning its purpose.   

1.1   Evidential Reasoning 

The evidential reasoning approach is widely used in decision support system and 
expert system to help a decision maker in preparing possible solution for certain deci-
sion [6].  The theory of evidence is deals with weights of evidence and with the nu-
merical degrees to support based on evidence [1]. 



 Evidential Reasoning Based on DNA Computation 213 

                           
   (a) Plausibility – intersection          (b) Belief function - inclusion 
                 

 

Fig. 1. Illustration of (a) plausibility and (b) belief function 

1.2   Belief and Plausibility Concepts 

Belief concept is referred to model the degree of someone’s belief.  Theory of belief 
functions is based on two ideas which are; (1) the idea of obtaining the degree of 
belief for one question from subjective probabilities for a related question, and (2) 
Demspter’s rule for combining such degrees of belief when they are based on inde-
pendent items of evidence [5][7].  

Level of confidence is expressed as a percentage of instances that a set of similar 
constructed tests will capture the true mean of accuracy for the system being tested 
within a specified range of values around measured accuracy value of each test.   
Meanwhile priori probabilities expressed marginal probability to interpret a descrip-
tion of what is known about a variable in the absence of the same evidence [8][9].  It 
is largely employed in Bayesian statistical inferences.   Figure 1 illustrates graphically 
the plausibility and belief function. Plausibility can be defined as the summation of all 
movable mass of intersected sets with the focal set A as shown in Figure 1(a), mean-
while belief function can be represent as the summation of all movable masses of sets 
included in the focal set A  as shown in Figure 1(b). 

The conventional technique to calculate plausibility and belief function requires   
complex steps and calculations.  These complex steps and calculations directly re-
quire huge resources of either computing resources or human expertise when we con-
sider a large number of data.   

DNA computing is totally different, where all the calculation and process of con-
sidering feasible solutions are done in a single step during the process of ligation 
and hybridization [10].  Even though wet experiment of DNA requires quite huge 
amount of time even for processing a small size of data, but it is very effective if we 
consider a large number of data.  This is because it spends the same processing time 
to deal with both small and large sizes of data in DNA computing.  Almost all proc-
ess in DNA computing can be solved by complexity of On meanwhile ligation and 
hybridization and gel electrophoresis can be done by O1 , where On and O1 denote 
the movement of the number of steps of executing DNA wet-experiment process.   

2   DNA Computing Approach to Solve Reasoning Problems 

2.1   DNA Procedures 

In this section, we will briefly explain DNA procedure to solve reasoning problems.  In 
solving reasoning problems through DNA procedure, we follows Demspter-Shafer’s 
model when plausibility and belief of certain condition will be considered. As we  
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discussed above, plausibility represents intersection relation of data meanwhile belief 
represents inclusion relation of data in universal set Ω [8].  Thus, we propose DNA 
procedure to find a plausibility and belief in one universe set. As the prerequisite of our 
proposed method, we assume that we have the knowledge of a target set to identify a 
plausibility and belief function for Ω .  

As a prerequisite in DNA computing procedure, DNA should be synthesized to 
code data.  In this study, we randomly generate ssDNA to represent each element in 
the set of Ω .  The detail algorithm will be discussed further in the next sections. 

2.2   An Example 

In this section, we will provide an example to solve through DNA computing tech-
nique.  The example is adopted from [2].  In this paper, the author has considered the 
breakable sensor.  However, to make it more understandable, we simplified the break-
able sensor problem.  Details of explanation for the considered problem can be found 
in [2].   

3   Model 

In order to solve this problem, let us present it in a finite boolean algebra of proposi-
tions or of sets which here are equivalent as below 

 

                                                  Θ××=Ω TS                                                        (1) 
Where; 

 S = {B , R}, the sensor status, Blue or Red 
 T = {TH, TC}, the temperature status, Hot or Cold 
 Θ = {ThW, ThB}, the thermometer status, Working or Broken. 
 

The eight elements of the space Ω are detailed as shown in Table 1. 
 

Table 1. The labels of the eight elements in Ω 

B R  
TH TC TH TC 

ThW a b c d 
ThB e f G h 

 
Consider this example, degree of belief on subsets of Ω is  quantified by a prob-

ability distribution  P:2Ω [0,1] such that Ω∈∀ω , })({ωP  and A∀ ,  

Ω⊆B  with =∩ BA φ,  )()()( BPAPBAP +=∪  and ∑
∈

=
A

pAP
ω

ω)()( .   

On the other hand, the probability distribution of P on Ω2 for the above example 
can be calculated as below.   

8.0)()()()(}),,,({)( =+++== dpcpbpapdcbaPThWP                (2)                

2.0)()()()(}),,,({)( =+++== hpgpfpephgfePThBP                                       (3) 
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Equations (2) and (3) illustrate the information that the box induces the constraints for 
each possibility. Table 2 shows probability distribution on Ω based on events shown 
in Table 1. 

 

Table 2. Probability distribution on Ω = θ××TS  

B R  
TH TC TH TC 

ThW 0 .8π .8(1-π) 0 
ThB .2(1-π) .2π x .2(1-π)(1-x) .2π (1-x) 

Considered the transferable belief model analysis in [3], when π in unknown, the 
results in the basic belief masses can be shown as below: 

      m( {a,b}) = 0.8                                 and                              m({e,f,g,h}) = 0.2 

Conditioning on B, ThB implies the transfer of all basic belief masses within the set 
{a,b,e,f}.  The basic belief masses mB are: 

mB ({b}) = 0.8                        and                                 mB({e,f}) = 0.2 

Thus,  
 bel(TC|B) = belB ({b,f}) = 0.8    and                 pl(TC|B) = plB  ({b,f}) = 1  

 
On the other hand, when π in known, the results in the basic belief masses m’ with 

 
m' ({b}) = 0.8 π,  m’ ({c}) = 0.8 (1-π),  m’({e,g}) = 0.2(1-π),        m’({f,h}) = 0.2π 
 

Conditioning on B implies the transfer of all basic belief masses within the set 
{a,b,e,f}.  The updates basic belief masses m’B are 

 
              m'B ({b}) = 0.8 π      m'B ({e}) = 0.2( 1-π)      m'B ({f}) = 0.2 π 
 
Thus 

                         bel' (TC|B) = bel’B ({b,f})  = 
'2.08.0 +π

π  

and 

                          pl’(TC|B) = pl’B({b,f}) = 
'2.08.0 +π

π  

4   Experiment  

In this section, the experiment is designed for DNA computation to solve a reasoning 
problem. The above example is considered to explain how a DNA computing ap-
proach can solve reasoning problem.   The concepts of believe and plausibility are 
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engaged in this experiment to obtain the final result.  The procedures in Section 2.1 
are explained in this section to solve the above problem. 
 

 

Step 1.  At the first place, randomly 12-mer of ssDNA is generated to represent each 
value as shown in Table 1. The values that are represented by ssDNA are status of 
sensor {B, R}, temperature status {TH, TC} and thermometer status {ThW, ThB}.  
Table 2 shows the randomly generated 12-mer of ssDNA to represent all these values.  
For the purpose of generated ssDNA, the software of DNASequenceGenerator devel-
oped by Udo et al. [4] has been employed.   
 
 

Step 2. From the following ssDNAs, the strands are synthesized to represent elements 
in Ω.  For example, if a strand to represent that sensor status is Blue, temperature 
status is Hot and thermometer status is working,  {B ∩ TH ∩ ThW} can  represent the 
combination of second half 6-mer of B, 12-mer of TH and first half 6-mer of ThW.  
Figure 1 shows how this connection can be designed.  

From the following ssDNAs, the set of  Ω’s elements are synthesized as follows:   
From (2) and (3), sets in space Ω (which represent sensor is working or broken) can 
be defined as below: 

 
P(ThW) = P{( TGTCGTaaggtgGTACGActaggg),( TGTCGTttatacACGCTGctaggg),               

           ( TAACGAaaggtgGTACGActaggg),( TAACGAttatacACGCTGctaggg)} 

 
P(ThB) = P{( TGTCGTaaggtgGTACGAtctgga)( TGTCGTttatacACGCTGctaggg) 

          (TAACGAaaggtgGTACGAtctgga)(TAACGA ttatacACGCTGtctgga)} 
 

 

Table 3. ssDNA of represented values in the case study 

 
 

 
 
 
 
 
 

 

Table 4. ssDNA fo rm of all possible elements in Ω to considered in this study 

 
 

Values ssDNA (3’  5’, 12 mer) 
B aagctctgtcgt 
R ttaaagtaacga 

TH aaggtggtacga 
TC ttatacacgctg 

ThW ctaggggtgatt 
ThB tctggaggaggt 
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 ssDNA for represent { ThWTHB ∩∩  } 

                               
 

               tgtcgt AAGGTGGTACGA ctaggg 
  
 
 

 

Fig. 1. Example of ssDNA synthesized to which are represent elements in Ω 
 

From these two sets, set of Ω can be defined as follows: 
 

Ω= 
{(TGTCGTaaggtgGTACGActagggTGTCGTttatacACGCTGctagggTAACGAaaggtg
GTACGActagggTAACGAttatacACGCTGctaggg), 

 
(TGTCGTaaggtgGTACGAtctggaTGTCGTttatacACGCTGctagggTAACGAaaggtgG
TACGAtctggaTAACGAttatacACGCTGtctgga)} 

 
To solve reasoning problem, the plausibility and belief function should be obtained 
from Ω.  In order to identify plausibility and belief function.  As general, plausibility 
can be defined as the intersection between P (ThB) and P (ThW) in space Ω.  Mean-
while, belief function can be defined as the inclusion of sets in space Ω.   

In the next step, procedures to obtain plausibility and belief function are discussed.  
In the first part, the procedures to obtain the plausibility are discussed, and then pro-
cedures are explained to obtain the belief function. 

 
Step 3 (plausibility) 
    

i. Put each strand that represents each set from Ω in a different test tube,  
say strand P(ThW) is in test tube T1 and labeled as S1’ and strand  
P(ThB) is in test tube T2 and labeled as S2’.   

ii. Using affinity separation process, a complementary strand of specific 
ssDNA (e.g complementary of strand of TH, labeled as TH’) is placed 
into magnetic beads.  Pour the DNAs from T1 onto magnetic beads.   
a. If there are ssDNA extracted, let us name it as E1 (E1 is an original 

ssDNA of TH that is extracted from T1). 
b. If not any ssDNA extracted from T1, change to other ssDNA.   
c. Repeat the process. 

iii. To check the plausibility elements with T2  
a. Put the complementary strand of E1, let us denote this complemen-

tary strand of E1 as E1’ and stick it into a magnetic beads 
b. With affinity separation process, pour the solution from T2 into 

magnetic beads. 
c. If there are ssDNA extracted, remove it to T3. 

iv. Repeat steps of (ii and iii) for all ssDNA from T1 and T2. 

Last 6-mer of B 12-mer of TH  First 6-mer of ThW 
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v. Read-out a left strands in T1, T2 and T3. 
vi. If all three test tube have a different strands, we can say that T1 ⊆ T2  

and vice versa. 
 

 Thus, there are plausibility between element P(ThW) and P(ThB) 
 

Step 4 (belief function) 
 

i. Put all strands from Ω into a test tube, labeled as T1. 
ii. Synthesize a complementary strand for given strand (S) (say, we intend to 

check either ThWTCB ∩∩  is belief function for Ω or not, therefore 
strand that represent ThWTCB ∩∩  is labeled as S). Label the strand as 
S”. Put strand of S” into magnetic beads for affinity separation process. 

iii. Pour solution from T1 onto magnetic beads of S”. 
iv. Extract the complement strand for S” from T1. 
v. Run the gel electrophoresis step to read the strand from S” and T1, then 

readout. 
vi. if S” < T1, we can say S”∩ Ω. 

5   Concluding Remarks 

In this study, we have proposed a new approach to solve evidential reasoning with 
DNA computing technique.  We have illustrated our proposed solution to tackle the 
simplified breakable sensor problem.  In solving this problem with evidential reason-
ing approach, plausibility and belief function have been examined by DNA comput-
ing technique.   

At the current stage, the proposed algorithm only able to examine the existences of 
belief functions and plausibility in the universal search space of Ω without calculate 
the degree of these two measurements.  In the near future, we hope to upgrade the 
algorithm to include the calculation module in order to allow the calculation of belief 
functions and plausibility can be done in one process.     

Solving reasoning problem by DNA computing technique can offer a new perspec-
tive of reasoning field where the huge size of data can be considered to solve and the 
super massive parallel. 
 
Acknowledgments. The first author would like to thank University Malaysia Pahang 
and Kementerian Pengajian Tinggi Malaysia for supporting study leave. 
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Abstract. Transportation plays a pivotal role in our society, especially in a 
good quality of life and economic prosperity. Intelligent transportation system 
(ITS) has been developed to manage the transport infrastructure and vehicles 
since the number of vehicles is rapidly growing and to avoid any accident. 
Various applications have provided to support ITS. One of them is a driver-
assistant system. Considering of heavy vehicles such as bus, truck, trailer and 
etc., the driver assistant system is of importance in monitoring and recognizing 
objects in vehicle surrounding. For example, in operating a heavy vehicle, a 
driver has a limited view of the vehicle surrounding itself. It is difficult for the 
driver to ensure that the surrounding of vehicle is safe before operating the ma-
chine. Thus, in this paper, we employ a video tracking system through PSO and 
Parzen particle filter to break through several problems such as simultaneous 
motion and occlusion among objects. This method makes it easy to track a hu-
man movement from every frame and indirectly require less a processing time 
for tracking an object location in a video stream compared to conventional 
method. The detail outcome and result are discussed using experiments of the 
method in this paper.  

Keywords: Dynamic tracking system, PSO, template matching, Parzen particle 
filter, and human tracking. 

1   Introduction 

Transportation plays a pivotal role in our society, especially in realizing a good qual-
ity of life and economic prosperity. The economically and environmentally efficient 
transportation system is required to solve our transportation issues such as safety and 
security. Intelligent transportation system (ITS) has been developed to manage the 
transport infrastructure and vehicles since the number of vehicles are rapidly growing. 
This system employs various technologies such as information and communication 
technology including wireless communications, computational technologies, floating 
car data or floating cellular data, sensing technologies, inductive loop detection and 
video vehicle detection. 
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Various applications have been provided to support ITS. One of them is a driver-
assistant system. The objective of assistant systems is to detect obstacles surounding 
the vihecle and lanes on roads [1],[2],[3], monitor surrounding vehicles to avoid acci-
dents [4],[5], find transportation speed limit signs to warn of over speeding [6],[7], 
and localize vehicles by landmarks [8].  

Nowadays, driver assistant systems are utilized in many automobiles. This is be-
cause a driver safety has become an important and serious issue to prevent a vihecle 
from an accident. Considering of heavy vehicles such as bus, truck, trailer and etc., 
driver assistant system is important to monitor and recognize obstacles surrounding 
vehicles. For example, in operating the heavy vehicle, a driver has a limited view 
surrounding the vehicle. It is difficult for the driver to ensure that the surrounding of a 
vehicle is safe before operating the machine.  

In this paper we employ a wide view camera installed on a large vehicle such as a 
bus to capture videos around the vehicle. The purpose of this research is to help a 
driver to avoid or mitigate an accident through detecting an object using multi-camera 
tracking system. A particle swarm optimization and Parzen filter algorithm based on 
template matching are proposed in order to detect and track a static and moving object 
that enables us to address the following problems: 

 

1) Simultaneous motion 
For this purpose, we installed the camera at the vehicle. Thus during the process 
of image capturing, the camera and object are moving concurrently. It is resulted 
in that the location and motion object are changing dynamically. Therefore, it is 
hard to measure a possibility object location during the tracking process. 

2) Hidden objects or occlusion among objects 
Hidden objects will occur during a camera tracks the objects from the location. 
Both of object motion and camera location actively give an influence for the oc-
clusion. 

In the remainder of this paper, we will describe in detail the techniques and algorithm 
that we use in our proposed method in Sections 2, 3 and 4. Our detailed outcomes and 
simulation results will be discussed in Section 5, and finally, we conclude with a 
discussion of the results and opportunities for future work in Section 6. 

2   Target Detection 

In target detection process, we combine a background subtraction and histogram 
method to detect the location of humans which at the first enters in the system. Back-
ground subtraction can be defined as the process of subtracting related information 
from the image and then finally, all information will be processed through threshold 
to obtain the object interested. Using JI × size image, the background subtraction is 
done by means of the following formula: 
 

⎩
⎨
⎧ >−

=
otherwise:0

),(b),(a:1
),g(

λyxyx
yx                                       (1) 
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where ),g( yx  is a new pixel value, ),(a yx  a value of fixed background pixel and 

),(b yx  a value of frame pixel. x  and y  are the coordinates of image pixel, where 

Ix ,..,1= and Jy ,..,1= . λ  is threshold value denoted as: 

JI

),(b),(a(

×
−

= ∑ yxyx
λ  .                                           (2) 

A histogram method is applied to the image after the subtraction process. The purpose 
of this method is to recognize the location of objects based on x and y axes. In this 
method, we can divide the procedure into two sub-processes: (1) determining the 
location of x-axis (horizontal process) and (2) determining the location of y-axis (ver-
tical process).  

In the horizontal process, an image ),g( yx will be divided into several smaller 

windows Jl ×  size pixel. l is a integer number and Il < . After that, for each 

smaller window, ),( jid gets the sum of pixel value written in the following: 

∑= ),()( jidrh .                                                 (3) 

where )(rh  is the feature of a binary image, and ji,  are the integer number of pix-

els in a smaller window. The peaks and their region of surrounding areas of )(rh are 

extracted to produce a set of vertical slices of the image based on x-axis.  

ee xxx ∂∂=∂ ,..,1:1 .                                                  (4) 

Next, the vertical process is executed from these slices to determine the object candi-
date regions based on y-axis. This process is the same process to determine the loca-
tion of x-axis. Therefore, this process can produce a set of horizontal slices based on 
y-axis of the image. 

ee yyy ∂∂=∂ ,..,1:1 .                                              (5) 

Meanwhile, in our study we consider a center point of object tracking process. The 
coordinate of center point of object ( , )x y  can be defined as follows: 

2
1+∂−∂

= ee xx
x  and                                               (6) 

2
1+∂−∂

= ee yy
y .                                                   (7) 

3   Particle Swarm Optimization and Template Matching 

During the process of an analysis, a target or visual object rapidly changes in any 
direction at each frame. Particle swarm optimization is employed with template 
matching to break through this problem. 

After we found the region and center of coordinates of a human's location on the x 
and y axes using target detection process, the process of feature extraction is exe-
cuted. At the first, we extract the feature of an object region by dividing into n smaller 
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windows. For each small window, we employed the equation (8) to calculate the fea-
ture space, F   as shown below: 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ −
−=

σ
μ

σ
vx

Fi exp
2
1                                              (8) 

where σ  and μ  are the mean values of the whole region and a small window, re-

spectively. vx  is a gray level value of the object region and [ ]ni ,...,1=  are the 

integer numbers of small windows. Suppose that we have several object regions in 
feature extraction process and denoted as [ ]nFFjp ,...,)( 1=  where j is the numbers of 

objects.  
In this research, the PSO algorithm is applied to find out the minimum values of 

template matching process. Assuming an image has an NM ×  size, we initialize the 
position of  m  particles as formula below: 

],[)( ll pypxlf =                                                (9) 

where ],...,1[ ml =  is a particle, px  and py  are a random locations based on image 

size and denoted as:  
Mmrandpx ×= ),1(                                         (10) 

Nmrandpy ×= ),1(                                        (11) 

In order to achieve a minimize value, we denote the number of iteration by η . Ac-

cording to this, the best position, pbest  is obtained based on the following rule: 

( )
( )⎪⎩

⎪
⎨
⎧

−>

−<
=

)1()(:)(

)1()(:)(
)(

lllpbest

lllf
lpbest

ηηη

ηηη
η ττ

ττ
                           (12) 

where τ  is Euclidean distance value that we get from template matching process. In 
order to measure the matching process, we applied the Euclidean distance as shown in 
the following equation: 

∑ −= 2))()(()( lqjpl ηητ                                       (13) 

where )(lqη  is a new feature from the image. On the other hand, in this case of 

)1()( −> ll ηη ττ ,  current value τ can be defined as below: 

( ))1()()1()( −>−= llifll ηηηη ττττ                                (14) 

Furthermore, the global best position, gbest  can be defined as below: 

))(min()()( ηηη τlocationliflpbestlgbest ===                    (15) 

The current position, )(lf  and velocity, ν  are updated after each iteration using 

))()(())()(()()1( 2211 lflgbestrclflpbestrcll −+−+=+ ωνν          (16) 

and 
)1()()1( ++=+ llflf ν                                          (17) 

where ω  is a inertia weight, 1c  and 2c  are constant values, 1r  and 2r  are random 

values, respectively. In our research, we initialize the values 0.2 and 1.4 to inertia 
weight and constant values, respectively.  
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4   Parzen Particle Filter 

In general, the parzen particle filter is executed based on Kernel density estimator. 
Using this density estimator, the performance of the traditional algorithm in broader 
kernel can be improved [9]. 

In our study, the state space of each target includes both position axes x and y 
denoted as:  

[ ]k
t

k
t

k
t yx ,X =                                                (18) 

where, x  and y  are coordinates of a pixel image. At the first step (time=0), a set of 

particles, k
tS is initialized to 0: 
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t

k
t

k
t                                      (19) 

In our case, an observation process is corresponding to observe a new position of 

object movement for every target. The observation k
tY  is obtained by: 

[ ]k
t

k
t

k
t yx ,Y =                                                (20) 

Based on the equation above, the joint distribution of X and Y is the distribution of 
the intersection of the events X and Y, that is, the one of the co-occuring event of X 

and Y. However, the main concern is to find the conditional density of the state tX at 

time t , which can be represented by )Y(X
:1 ttP . This conditional density can be ob-

tained by predicting and updating recursively.  
In our study, we used a Parzen particle filter. In this method each kernel can be 

propagated through mapping )XX( 1
k
ttP −  by using a local linearization and can be 

addressed as continuous output distribution )Y(X
:1 ttP . )Y(X

:1 ttP  can be generated 

by the process of noise sampling as written in the following: 

 ))X-X(A(KW)Y(X
:1

k
tt

k

t

N

t

k
tttP ∑=                              (21) 

where K is taken a standard Gaussian function with mean zero and variance 1 and A 
is a transformation matrix. Transformation matrix A can be calculated as: 
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Meanwhile, J is defined by Jacobian: 
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Furthermore, to update a weight sample two processes are involved; weight evalua-
tion and weight normalization. In weight evaluation, the weight sample can be drawn 
by: 
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For the likelihood we used a function related to noise sample, where we assumed a 
Gaussian process with zero mean and a variance. Therefore, we can denote as:  
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In the other hand, for ,,...,1 Nk = normalize the importance weights as in the 
following formula: 
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At the final stage, the output of the particle filter is given by: 

∑
=

−
⋅=

S

k

k
t

k
tt

1

XWx                                                (27) 

However, for re-sampling the detail explanation of this formula can be found in [10]. 
After re-sampling process, basically all the processes are repeated. 

5   Result and Discussion 

In order to evaluate the proposed method, we employed a wide FOV camera installed 
on a movement or stopping vehicle to capture videos around the vehicle. In this case, 
the images are captured by a fisheye camera. Two different types of video data have 
been tested (i) single human movement and (ii) plural human movements with differ-
ent direction. One video stream was taken about 5 seconds (150 frames), and the size 
of the video frame is 320 x 240 pixels as shown in Fig.1. 

 
 

 

Fig. 1. Example of video image 
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For detection process, the result shows that our proposed method can recognize the 
human location well as shown in Fig. 2. Furthermore, the result shows the target is 
clearer and it is easy to recognize the location. 

 

 

Fig. 2. Detection results 

 

 

Fig. 3. Tracking result based on our proposed method 

 
Besides that, using the PSO algorithm and Parzen particle filter is capable of iden-

tifying the human location and tracking several human motions for every frame as 
shown in Fig. 3. In addition, our proposed method is capable of tracking human 
movements during or after the overlapping between objects occurs compared to con-
tinuous detection method. It is able to discriminate two different object movements 
even when both of these objects are overlapped.  

6  Conclusions 

There are two main issues for human tracking system in a large view case. First is 
location detection and second is to track a human movement in every frame. In this 
paper, background subtraction and histogram methods are implemented in detection 
module to detect a human location. Meanwhile for tracking module, we proposed a 
new method using PSO and Parzen particle filter to solve two listed problems which 
we discussed in Section 1. 
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In this study, several video data such as single and multiple human movements 
with different direction have been tested. Furthermore, background subtraction is able 
to abstract features of image clearer and at this stage the features of the images are 
more prominent to our naked eyes. Therefore, it is easier for histogram method to 
recognize human locations precisely. In the other hand, our tracking module in the 
proposed method is capable to track the location of human in very stable and deals 
with different direction movement as we presented the result as written above. 
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Abstract. Analyzing failure trends and establishing effective coping

processes for complex problems in advance is essential in telecommu-

nication services. We propose a method for semantically analyzing and

classifying customer enquiries efficiently and precisely. Our method can

also construct semantic content efficiently by extracting related terms

through analysis and classification. This method is based on a depen-

dency parsing and co-occurrence technique to enable classification of a

large amount of unstructured data into patterns because customer en-

quiries are generally stored as unstructured textual data.

Keywords: Semantic content, Co-occurrence, Dependency parsing, Tele-

com operation, Text mining.

1 Introduction

The increasing use of Fiber-To-The-Home (FTTH) and the Asymmetric Digital
Subscriber Line (ADSL) have induced the expansion of a variety of services,
such as the exponential increase in use of the Internet, the provision of Voice
over Internet Protocol (VoIP), and video distribution services. Therefore, the
end-to-end network structure has become complicated compared with a net-
work providing a conventional fixed telephone service, if we consider the con-
nection of home equipment, such as a modem, and the setup of its software. As
a result, customer enquiries about problems, such as no-connection to an Inter-
net/phone service, will increase and discovering the causes of problems becomes
difficult.

Customer satisfaction decreases when a long time is spent on repairing the
problem because discovering the cause is difficult. Therefore, it is important
to analyze the failure trends and establish effective coping processes for com-
plex problems in advance of receiving the customer enquiries. A text mining
technique, such as morphological analysis, syntax analysis, or co-occurrence re-
lation, is effective [1],[2],[3],[4] because the customer enquiry is unstructured
data. This technique is applicable to customer questionnaire analyses in prod-
uct development, word searches in portal sites, term frequency analyses in web
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logs (blogs) or customer-generated media, article classification by keyword in
news articles, and evaluation indexes of a company’s image. Mainly morpho-
logical analysis is applied in these areas to survey trends by analyzing the fre-
quency of terms in selected text. Clustering methods based on supervised learn-
ing have also been proposed [5],[6],[7],[8]. They are mainly applied for searching
research papers by abstract and for automated scoring of descriptive answers,
and they are effective for searching for similarities in text based on the given
trend terms/information. Text similarity evaluation methods are introduced in
Refs. [9], [10], [11], [12] in terms of sequential patterns of sentences, or the term
frequency of the same word. These approaches are valid for verifying the sim-
ilarity of classified texts, but knowing the semantic content of the text is im-
possible. Simply understanding failure trends and noting customer requirements
when analyzing an enquiry then analyzing the word trends is not always ef-
fective. Because a telecom operator writes down information about a customer
enquiry, the style of the description deeply depends on the operator. That is,
the textual data contains of several sentences including failure points, failure
phenomena, cause of the trouble, or a workaround process, such as ”PC trouble
induces no-connection”, ”blinking affects Internet trouble”, and ”switching on
and off power supply because of modem blinking”. Therefore, accurately un-
derstanding the meaning of sentences is essential. There are no effective and
practical methods to semantically analyze text that are applicable to telecom
management.

A text classification method that considers the features of telecom services
and the co-occurrence of terms with dependency parsing for classifying and ana-
lyzing a large amount of unstructured data consisting of customer enquiries has
been proposed [13]. We improve this method by adding detailed classification by
telecom features considering not only the failed network component and problem
event but also the affected network component and workaround. We can essen-
tially construct the semantic content through texts classified by this function.
Therefore, it can support the efficient establishment of coping processes. The
features of textual data in telecom services are explained in Sec. 2. Our pro-
posed classification and construction method is in Sec. 3. The evaluation results
are described in Sec. 4.

2 Features of Textual Data in Telecom Services

Telecommunication service is generally provided by an end-to-end network con-
sisting of a telephone, PC, the carrier’s network, the provider’s server, etc. as
shown in Fig. 1.

There is clearly an event feature for each element of the network. We can
predict that the equipment, such as the telephone, PC, or network, is strongly
related to the problem, such as failure, misconfiguration of set-up, and cable
breakdown, respectively. Moreover, an operator recommends to the customer
an efficient workaround, such as switching the power supply on and off, re-
booting the PC, or dispatching the problem to the provider/vendor. Therefore,



230 M. Iwashita, S. Shimogawa, and K. Nishimatsu

Fig. 1. Telecom features categorization

by designating the network factor as one event (Category A) and the prob-
lem/workaround as the other event (Category B), we can construct a semantic
representation.

Next, we discuss the textual structure of a customer enquiry. To understand
the customer enquiry and construct semantic content, including four kinds of
information is desirable, such as troubled equipment, problem event, affected
equipment/service, and workaround/related problem event, as shown in Fig. 2.

How much information is input deeply depends on the operators themselves.
There are six patterns for a two-term relationship when we select two terms.
Six examples, ”PC is misconfigured”, ”modem trouble induces Internet trou-
ble”, ”PC trouble induces no-connection”, ”blinking affects Internet trouble”,
”switching on and off the power supply because of blinking”, ”Internet is not
connected”, correspond to P21, P22, P23, P24, P25, and P26, respectively. We
can construct the meaning of the classified text, but we need some sentences to
fill areas not covered by the two terms.

We have four patterns for a three-term relationship when we select three
terms. Four examples, ”PC misconfiguration causes Internet trouble”, ”switch-
ing on and off the power supply because of the modem blinking”, ”PC trouble
induces no-connection to the Internet”, and ”reinstalling software to the PC be-
cause of security trouble” correspond to P31, P32, P33, and P34, respectively.
It is possible to classify the texts more precisely using three terms. These pat-
terns can support the construction of semantic content among classified texts
and establishment of coping processes.
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Fig. 2. Textual structure for telecom enquiry

3 Classification Method

The requirement for the classification of customer enquiries and construction of
semantic content is based on the ability to cover all textual data and to match
the operator’s meaning. We want this classification to be determined from the
viewpoints of term frequency, co-occurrence, and cause-effect relationship. Term
frequency can tell us what kind of customer enquiries often appear, while co-
occurrence tells us which terms strongly correlate. The cause-effect relationship
tells us the relationship among multiple terms. We also want this construction
of semantic content to be determined by the comparison of the co-occurrence
rate among categorized and selected terms. The framework in which customer
enquiries (textual data) are classified and the meaning in terms of the previous
three criteria is constructed is shown in Fig. 3.

A large number of customer enquiries are input. Morphological analysis and
dependency parsing is an effective preprocessing step for classification. Then, the
terms are classified in terms of category as an input condition and calculated by
frequency. Co-occurrences of these selected terms are calculated and selected by
the threshold parameter as an input. Then we select the relationship between
multiple terms by transition-rate calculation. Finally, we construct the semantic
content for the classified texts to establish coping processes.

The details of the method from morphological analysis to transition-rate cal-
culation are described in Ref. [13]. The semantic content is constructed through
comparing the co-occurrence rate among terms. The three-term relationship is
described below as an example.
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Fig. 3. Framework of classification

– Procedure 1: Classification of text into Pattern 1 (P31, P33) or 2 (P32, P34)
- If the selected terms are, Ai and Aj , in category A (network component)
and Bk, in category B (problem event/workaround), then go to Procedure
2, else Procedure 3.

– Procedure 2: Semantic content construction for Pattern P31 or P33
- If α1 > α2, then (Ai&Bk) → Aj , or Aj → (Ai&Bk)
- If α1 < α2, then (Aj&Bk) → Ai, or Ai → (Aj&Bk)
α1 and α2 are the co-occurrence rates of Ai&Bk and Aj&Bk, respectively.

– Procedure 3: Semantic content construction for Pattern P32 or P34
- If α1 > α2, then (Bi&Ak) → Bj , or Bj → (Bi&Ak)
- If α1 < α2, then (Bj&Ak) → Bi, or Bi → (Bj&Ak)
α1 and α2 are the co-occurrence rates of Bi&Ak and Bj&Ak, respectively.

The patterns described in Sec. 2 are selected in each classification.

4 Evaluation of Results

We used about 180,000 customer enquiries made during a month in 2007. We
confirmed that the results obtained using 180,000 data items were almost the
same as the results obtained using 18,000 data items from three days. Therefore,
one month of data was stable. Co-occurrence among categories was calculated
for the textual data from about 180,000 enquiries under the given thresholds
α = 0.05, 0.09. Pairs of terms obtained by our proposed method are shown in
Table 1 with the pairs of terms obtained by term frequency. The number of
frequency means how many times a pair of terms appeared in 180,000 enquiries.
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Table 1. Comparison of two methods

The ratio of pure pairs means the number of enquiries including only selected
terms.

Let us first focus on the choice of pairs with the threshold as a parameter. The
number of candidates increases when the threshold decreases. This is because
of the weakness of co-occurrence. The number of pairs with a transition rate
grows when the threshold decreases. Terms A1, A2, A3, A4 and A5 correspond
to ”internet”, ”e-mail”, ”IP-Tel”, ”PC” and ”Modem” respectively, while B1,
B2, B3 and B4 correspond to ”misconfiguration”, ”blinking”, ”power supply on
and off”, and ”security trouble”.

Let us compare the proposed method and the method using only term fre-
quency for selecting pairs of terms. As for the threshold value, the frequency
of the 5th choice was 2,377 obtained by pair of terms frequency, while that of
the 5th choice obtained by the proposed method was 1,100 with α = 0.09. The
choice obtained by term frequency was appropriate in this case because the dif-
ference between these two choices was large. Therefore, α should be improved
to small value. The frequency of the 9th choice was 1,194 by pair of terms fre-
quency, while that by the proposed method is 1,100 when α = 0.05. However,
the difference was small when α = 0.05. Therefore, the choice obtained by the
co-occurrence is appropriate and α can be determined by the difference between
frequency by term frequency and that by the proposed method.

The selected pairs of two terms by the proposed method had a high co-
occurrence rate and term frequency. We compared the pairs of three terms
obtained by the proposed method and the pairs of two terms obtained using
term frequency from the 9th choice to 15th choice. Using pair of two terms can
not always construct applicable semantic content, this is because number of fre-
quency by two terms is sometimes small compared with that by three terms (A3
& B3, and (A1 & A4) & B1, for example as shown in Table 1). Moreover, the
coverage rate by pure pairs, which means text consisting of only selected terms,
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Table 2. Coverage rate with co-occurrence

was evaluated as shown in Table 2. Using pairs of two terms for example, the
coverage rates of A4 & B1 and A5 & B1 are 43.6% and 51.4 % respectively. If
we consider (A4 & A5) & B1, the coverage rate becomes 60.2% by A4 & B1,
A5 & B1, and (A4 & A5) & B1. The coverage rate mostly improved more than
50% when using pairs of three terms, while the pairs of two terms by term fre-
quency did not reach a high coverage rate. The constructed semantic content is
sometimes ambiguous by the pairs of two terms, while the pairs of three terms
can construct semantic content more concretely. Therefore, introducing pair of
three terms by the proposed method is effective for classifying semantic content.

Finally, we discuss the validity of constructing semantic content by the se-
lected three terms. We calculated the concordance rate of the constructed mean-
ing and the classified texts by applying the method explained in Sec. 3. In the
case of (A4 & A5) & B1 corresponding to patterns P31 or P33, a high con-
cordance rate of 81.5% was obtained. We also got a high concordance rate for
the other six pairs. This suggests that the coping processes can be efficiently
established.

5 Conclusion

A classification technique for customer enquiries is needed due to the increasing
complexity of the connections in end-to-end networks in the telecom operating
field. We proposed a method for analyzing and classifying customer enquiries
that enables quick and efficient responses. Because customer enquiries are gener-
ally stored as unstructured textual data, this method is based upon dependency
parsing and co-occurrence techniques to enable classification of a large amount
of unstructured data into patterns. Moreover, a construction method of semantic
content based on a comparison of the co-occurrence rate among selected terms
was proposed. We applied the proposed method to 180,000 customer enquiries
and evaluated its effectiveness.
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We are currently conducting further studies on applying this method to real
telecom operation in an operation support system.
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Abstract. The mathematical framework for studying of a fuzzy approx-

imate reasoning is presented. One of the defuzzification methods besides

the center of gravity method which is the best well known defuzzification

method is described. The continuity of the defuzzification methods and

its application to a fuzzy feedback control are discussed.
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1 Introduction

Since 1990’s, like the theory of classical control and modern control, many sys-
tematized mathematical considerations have been discussed [1]–[4]. In practical
use, fuzzy membership functions (fuzzy sets), which represent input and output
states in optimal control system, are decided on the basis of the experience of
experts before. Therefore some acquisition methods of fuzzy inference rules by
a neural network and a genetic algorithm have been proposed [5] [6].

The authors consider fuzzy optimal control problems as problems of finding
the minimum (maximum) value of the cost (benefit) function with feedback law
constructed by Mamdani method, product-sum-gravity method, and Nakamori
method [7] [8]. These approximate reasoning methods adopt the center of grav-
ity method, and calculate defuzzified value of inference result represented by
fuzzy set. This defuzzification method is most widely used. The resulting behav-
ior of fuzzy approximate reasoning using any of these defuzzification methods
will be discussed in the following section. The author’s study covers the area
defuzzification method [9] [10]. Since this method does not synthesize the fuzzy
set (membership function), this is better than the center of gravity method in
respect of high-speed computing.

In this study, two kinds of continuity of defuzzification are discussed. One is
Lipschitz continuity on the space of premise valuable. The other is continuity
as functional on the set of membership functions. By the continuity as func-
tional and the compactness of the set of membership functions in L∞ space, the
� The paper was supported in part by Grant-in-Aid for Young Scientists (B)

#19700225 from Japan Society for the Promotion of Science (JSPS).
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existence of an optimal feedback control law in a nonlinear fuzzy feedback con-
trol system, in which the feedback laws are determined by IF-THEN type fuzzy
rules, are shown. Then it is crucial to investigate the convergence of feedback
laws constructed by fuzzy approximate reasoning method and the convergence
of solutions of the nonlinear state equation in the fuzzy control system.

Throughout this paper, IRn denotes the n-dimensional Euclidean space with

the usual Euclidean norm ‖x‖ =

(
n∑
i=1

|xi|2
) 1

2

, x = (x1, x2, . . . , xn) ∈ IRn.

2 Fuzzy Logic Control

2.1 IF-THEN Type Fuzzy Control Rules and Fuzzy Controller

The following IF-THEN type fuzzy control rules are considered in this study.

Rule i: IF x1 is Ai1 and . . . and xn is Ain THEN y is Bi (i = 1, 2, . . . , m) (1)

Here, m is the number of fuzzy production rules, and n is the number of premise
variables xj . y is consequence variable. Let μAij and μBi be membership func-
tions of the fuzzy set Aij and Bi, respectively.

For simplicity, we write “IF” and “THEN” parts in the rules by the following
notation: Ai = (μAi1 , μAi2 , . . . , μAin) (i = 1, 2, . . . , m), A = (A1,A2, . . . ,Am)
and B = (μB1 , μB2 , . . . , μBm). Then, the IF-THEN type fuzzy control rules above
is called a fuzzy controller, and is denoted by (A,B). In the rules, the tuple of
premise variable x = x1, x2, . . . , xn is called an input information given to the
fuzzy controller (A,B), and y is called an control variable.

2.2 Approximate Reasoning

It is confirmed by Ohta that a computational complexity of area method is
smaller than gravity method, and there is hardly a difference of the control
performance between the two from simulation of the auto cruise control [11].
In the following, the approximate reasoning method with area defuzzification
method is introduced. If given the input information x∗ = (x1

∗, x2
∗, . . . , xn∗) to

the fuzzy controller (A,B), the procedure for inference is summarized as follows:

Procedure 1. The strength of each rule is calculated by

αAi(x
∗) =

n∏
j=1

μAij (xj
∗) (i = 1, 2, . . . , m).

Procedure 2. The control output of the each rule is calculated by

βAiBi(x
∗, y) = αAi(x

∗) · μBi(y) (i = 1, 2, . . . , m),

where {·} indicates multiplication.
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Procedure 3. The defuzzified value y∗
i of the fuzzy set in consequent part of i-th

rule is given by

y∗
i =

∫
yμBi(y)dy∫
μBi(y)dy

(i = 1, 2, . . . , m).

Procedure 4. Defuzzification stage.

ρAB(x∗) =
∑m

i=1 y∗
i SAiBi(x∗)∑m

i=1 SAiBi(x∗)
, where SAiBi(x

∗) =
∫

βAiBi(x
∗, y)dy.

Since these calculations are depend on the membership functions, the subscripts
Aij ,Ai,A, Bi, and B are put on α, β, S and ρ.

2.3 Fuzzy Feedback Control

Let f(y, v) : IRn × IR → IRn be a nonlinear vector valued function which is
Lipschitz continuous. In addition, assume that there exists a constant Mf > 0
such that ‖f(y, v)‖ ≤ Mf (‖y‖ + |v| + 1) for all (y, v) ∈ IRn × IR.

Consider a system given by the following state equation:

ẋ(t) = f(x(t), u(t)), (2)

where x(t) is the state and the control input u(t) of the system is given by the
state feedback u(t) = ρ(x(t)). Assume that the controllability is guaranteed in
this system. For a sufficiently large r > 0, Br = {x ∈ IRn : ‖x‖ ≤ r} denotes a
bounded set containing all possible initial states x0 of the system. Let T be a
sufficiently large final time. Then, we have

Proposition 1. [7] Let ρ : IRn → IR be a Lipschitz continuous function and
x0 ∈ Br. Then, the state equation

ẋ(t) = f(x(t), ρ(x(t))) (3)

has a unique solution x(t, x0, ρ) on [0, T ] with the initial condition x(0) = x0
such that the mapping (t, x0) ∈ [0, T ] × Br �→ x(t, x0, ρ) is continuous.

For any r2 > 0, put

Φ = {ρ : IRn → IR : Lipschitz continuous, sup
u∈IRn

|ρ(u)| ≤ r2}. (4)

Then, the following (a) and (b) hold.
(a) For any t ∈ [0, T ], x0 ∈ Br and ρ ∈ Φ, ‖x(t, x0, ρ)‖ ≤ r1, where

r1 = eMfT r + (eMfT − 1)(r2 + 1). (5)

(b) Let ρ1, ρ2 ∈ Φ. Then, for any t ∈ [0, T ] and x0 ∈ Br,

‖x(t, x0, ρ1) − x(t, x0, ρ2)‖ ≤ eLf (1+Lρ1)t − 1
1 + Lρ1

sup
u∈[−r1,r1]n

|ρ1(u) − ρ2(u)|, (6)

where Lf and Lρ1 are the Lipschitz constants of f and ρ1.
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Let r2 ∈ IR be a positive constant, then r1 is obtained by (5) in the proposition
1. In this study, for any fuzzy controller (A,B), the feedback function

ρ((x(t)) = ρAB(x) : [−r1, r1]n → IR

on the basis of the rules (1) is defined by the previous approximate reasoning
using area method, where ρAB(x) = ρAB(x(t)) is the amount of operation from
the fuzzy controller (A,B) for the input information x(t).

2.4 The Set of Membership Functions on L∞ Space

Let C[−r1, r1] be the Banach space of all continuous real functions on [−r1, r1]
with the norm ‖μ‖ = maxx∈[−r1,r1] |μ(x)|. Denote by L1[−r2, r2] the Banach
space of all Lebesgue measurable real functions μ on [−r2, r2] such that∫ r2

−r2
|μ(x)|dx < ∞.

We also denote by L∞[−r2, r2] the Banach space of all Lebesgue measurable,
essentially bounded real functions on [−r2, r2]. Let Δij > 0 (i = 1, 2, . . . , m; j =
1, 2, . . . , n). We consider the following two sets of fuzzy membership functions.

FΔij = {μ ∈ C[−r1, r1] : 0 ≤ μ(x) ≤ 1 for ∀x ∈ [−r1, r1],

|μ(x) − μ(x′)| ≤ Δij |x − x′| for ∀x, x′ ∈ [−r1, r1]}

and
G = {μ ∈ L∞[−r2, r2] : 0 ≤ μ(x) ≤ 1 a.e. x ∈ [−r2, r2]}.

The set FΔij , which is more restrictive than G, contains triangular, trapezoidal
(π-type), bell-shaped, Z-type, and S-type fuzzy membership functions with gra-
dients less than positive value Δij . Consequently, if Δij > 0 is taken large
enough, FΔij contains almost all fuzzy membership functions which are used in
practical applications. In this study, we shall assume that the fuzzy membership
functions μAij in “IF” parts of the rules (1) belong to the set FΔij . On the other
hand, we shall also assume that the fuzzy membership functions μBi in “THEN”
parts of the rules (1) belong to the set of discontinuous functions G [12].

Put

F =
m∏
i=1

⎧⎨⎩
n∏
j=1

FΔij

⎫⎬⎭× Gm, (7)

where Gm denotes the m times Cartesian product of G. Then, every element
(A,B) of F is a fuzzy controller given by the fuzzy control rules (1).

2.5 Admissible Fuzzy Controller

The reasoning calculation and defuzzification are denoted as composite function
through the inference procedure from 1 to 4 on the set of premise valuable
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[−r1, r1]n, and depend on the set of membership function. To avoid making the
denominator of the expression in the procedure 3 and defuzzification stage equal
to 0, for any δ > 0, and ε > 0, we consider the subset

Fδε =
{

(A,B) ∈ F : ∀x ∈ [−r1, r1]n,
m∑
i=1

SAiBi(x) ≥ ε,

∀i = 1, 2, . . . , m,

∫ r2

−r2
μBi(y)dy ≥ δ

}
. (8)

This is a slight modification of F by (7). If δ and ε are taken small enough, it is
possible to consider F = Fδε for practical applications.

3 Continuity of Defuzzification as Functional

In this section, the continuity of approximate reasoning as functional on the set
of membership functions Fδε is shown. It is already shown that the calculations
in the procedure 1 are continuous [8]. That is, if for each i = 1, 2, . . . , m,

μAk
ij

→ μAij (i = 1, 2, . . . , m; j = 1, 2, . . . , n)

for k → ∞ implies

‖αAk
i
− αAi‖∞ = sup

x∈[−r1,r1]n
|αAk

i
(x) − αAi(x)| → 0.

Assume that a sequence (Ak,Bk) ⊂ Fδε converges to (A,B) for the product
topology if and only if, for each i = 1, 2, . . . , m,

‖αAk
i
− αAi‖∞ → 0

and
μBk

i
→ μBi for the weak topology σ(L∞, L1). (9)

Noting that for all i = 1, 2, . . . , m,
∫ r2

−r2
μBi(y)dy ≥ δ by (8) and the definition

of membership function, we have

|y∗
i
k − y∗

i | ≤
r2

δ2

(
2
∣∣∣∣ ∫ r2

−r2
yμBk

i
(y)dy −

∫ r2

−r2
yμBi(y)dy

∣∣∣∣
+r2

∣∣∣∣ ∫ r2

−r2
μBk

i
(y)dy −

∫ r2

−r2
μBi(y)dy

∣∣∣∣). (10)

This means that the defuzzified value y∗
i is continuous on Fδε by (9). Noting

that |αAk
i
(x)| ≤ 1 (∀x ∈ [−r1, r1]n, ∀i = 1, 2, . . . , m), it is easy to show that

|SAk
iB

k
i
(x) − SAiBi(x)| ≤

∣∣∣∣ ∫ r2

−r2
μBk

i
(y)dy −

∫ r2

−r2
μBi(y)dy

∣∣∣∣+ 2r2‖αAk
i
− αAi‖∞.

(11)



Defuzzification Using Area Method on L∞ Space 241

It follows from routine calculation that

|ρAkBk(x) − ρAB(x)| ≤ 4mr2
2

ε2

( m∑
i=1

|y∗
i
k − y∗

i | +
m∑
i=1

|SAk
i B

k
i
(x) − SAiBi(x)|

)

by noting that
m∑
i=1

SAk
i B

k
i
(x) ≥ ε. Hence, (Ak,Bk) → (A,B) implies that

||ρAkBk − ρAB||∞ = sup
x∈[−r1,r1]n

|ρAkBk(x) − ρAB(x)| → 0

for k → ∞ by (10) and (11). It is easy to lead that the functional ρ is continuous
on Fδε from above inequalities. Therefore the continuity of the area method on
Fδε is obtained.

4 Lipschitz Continuity and Existence of Unique Solution
of the State Equation

In this section, Lipschitz continuity of the defuzzification as the composite func-
tion on the premise variable [−r1, r1] is shown. Lipschitz condition is applied to
the existence of unique solution of the state equation (3). For all i = 1, 2, . . . , m,
the following mapping αAi are Lipschitz continuous on the space of premise
variables [−r1, r1]n [7] [8]. That is, for x, x′ ∈ [−r1, r1]n

|αAi(x) − αAi(x
′)| ≤ Δαi‖x − x′‖

and
|βAiBi(x, y) − βAiBi(x

′, y)| ≤ Δαi‖x − x′‖,

where Δαi is Lipschitz constant of αAi (i = 1, 2, . . . , m). Then we have

|SAiBi(x) − SAiBi(x
′)| ≤ 2r2Δαi‖x − x′‖.

Moreover, it follows from above Lipschitz continuity of SAiBi that

|ρAB(x) − ρAB(x′)| ≤ 8r2
3

δ2

m∑
i=1

Δαi‖x − x′‖, (12)

by noting that |y∗
i | ≤ r2. Therefore defuzzification by area method is Lipschitz

continuous on the space of premise valuables [−r1, r1]n.
Let (A,B) ∈ Fδε. Then it follows from Lipschitz continuity above that the

ρAB is Lipschitz continuous on IRn and satisfies sup
u∈IRn

|ρAB(u)| ≤ r2. Therefore,

by the proposition 1 the state equation (3) for the feedback law ρAB has a unique
solution x(t, x0, ρAB) with the initial condition x(0) = x0 [13]. The detail about
the extension of domain is omitted.
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5 Application to Optimal Control Problem

In this section, using an idea and framework mentioned in the previous section,
the existence of optimal control based on fuzzy rules in the admissible fuzzy
controller will be established.

The performance index of this control system for the feedback law ρ in the
previous section is evaluated with the following integral performance function:

J =
∫
Br

∫ T

0
w(x(t, ζ, ρ), ρ(x(t, ζ, ρ)))dtdζ.

where w : IRn× IR → IR is a positive continuous function. The following theorem
guarantee the existence of a rule set which minimizes the previous function.

Theorem 1. The mapping

Fδε � (A,B) �→
∫
Br

∫ T

0
w(x(t, ζ, ρAB), ρAB(x(t, ζ, ρAB)))dtdζ (13)

has a minimum (maximum) value on the compact space Fδε defined by (8).

Proof. It is sufficient to prove that compactness of Fδε and the continuity of
performance function J on Fδε are obtained.

For each i = 1, 2, . . . , m, FΔij is a subset of C[−r1, r1] which is the subspace
of continuous function on [−r1, r1]. Then it is compact respect for uniform norm
‖·‖∞ by the Ascoli Arzela’s theorem [14]. On the other, G is closed for σ(L∞, L1).
Then it is a compact set respect for the weak topology [7]. Therefore, by the
Tychonoff’s theorem, F is compact respect for the product topology. It is easy
to show that Fδε is a closed subset of F and hence it is compact. Assume that
(Ak,Bk) → (A,B) in Fδε and fix (t, ζ) ∈ [0, T ] × Br. Then it follows from the
section 3 that

lim
k→∞

sup
x∈[−r1,r1]n

|ρAkBk(x) − ρAB(x)| = 0. (14)

Hence, by (b) of the proposition 1, we have

lim
k→∞

‖x(t, ζ, ρAkBk) − x(t, ζ, ρAB)‖ = 0. (15)

Further, it follows from (14), (15) and (a) of the proposition 1 that

lim
k→∞

ρAkBk(x(t, ζ, ρAkBk)) = ρAB(x(t, ζ, ρAB)). (16)

Noting that w : IRn × IR → IR is positive and continuous, it follows from (15),
(16) and the Lebesgue’s dominated convergence theorem [15] that the mapping
(13) is continuous on the compact space Fδε. Thus it has a minimum (maximum)
value on Fδε, and the proof is complete.
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6 Conclusion

In this paper, we analyzed the continuity of the area defuzzification and proved
that there exists an optimal feedback control law in a nonlinear fuzzy feedback
control system, in which the feedback laws are determined by IF-THEN type
fuzzy rules. To select the proper defuzzification method, it is necessary to analyze
the property of fuzzy approximate reasoning and the simulation of fuzzy control.

It is recognized that in various applications it could be a useful tool in ana-
lyzing the convergence of fuzzy control rules modified recursively.
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Abstract. This paper presents an agent-based simulator to investigating cus-
tomer walking flows and purchasing behaviors in a super market. So far, such 
investigations have cost very much to examine in real situations. The simulator 
enables us to carry out “virtual experiments” through changing various parame-
ters of retail businesses and store operations.  For this purpose, first we observe 
an actual retail store and analyze sales data. Then we develop the simulation 
model: Agent-Based In-Store Simulator (ABISS). Intensive experiments have 
revealed that the flow of customers, which is related to the sales, depends on the 
design of a store and that the places of in-store advertisement and recommenda-
tion system vary their sales. 

Keywords: Multi-agent Based Simulation, Agent-Based Modeling, Customer 
Behaviors, Data Mining, Decision Support. 

1   Introduction 

Service management of retail business in a super-market requires investigations for 
store operations including the shop layout, sales promotion, and control of customer 
flows.  So far, such investigations have cost very much to examine in real situations. 
In this study, we will carry out “virtual experiments” for the purpose through chang-
ing various parameters on retail businesses and store operations.   

For the purpose, we have developed Agent-Based In-Store Simulator (ABISS), 
which enable us to examine the effects of changes of operations through detailed 
simulation settings.  ABISS consists of 1) store layout information, which includes 
kinds of sales items, item category groups, and promotion panels, 2) customer agents, 
which have decision making functionality for personal behaviors and purchasing 
items, 3) ‘virtual’ recommendation functions for the customers, and 4) data bases on 
sales items, their stocks, and point-of-sales data for each customer.   

The data of items, customers and layout information are implemented based on the 
ones of a real small sized store in Japan.  However, the information is easily modified 
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according to the changes of situations.  Customer agents are able to walk around the 
virtual store and purchase items in the store according to their decisions and recom-
mendations of the store. The virtual point-of-sales data are gathered and analyzed by 
data mining techniques during and/or after simulation studies.  Therefore, using 
ABISS, we virtually but efficiently investigate the effects of changes of retail man-
agement and operation strategies.  

This paper presents the basic principles and architectures of ABISS and experi-
mental results of the simulation, which have revealed that 1) customer behaviors both 
in the current layout and in different modified ones with catalysts for circulation 
changes: 2) the effects of design changes of new floor layouts and placement of ad-
vertisements, and 3) effects of personal and/or group recommendations for sales pro-
motions.  

The rest of the paper is organized as follows: Section 2 discusses the background 
of the research and related work; Section 3 briefly explains the field study on the 
target super-market; Section 4 describes the basic principles and architecture of 
ABISS; Section 5 presents experimental results; and Section 6 gives some concluding 
remarks and future work. 

2   Background and Related Work 

There have been so many researches about consumer behaviors and their decision 
analysis in marketing science literature [1],[2]. They are based on statistical analysis 
of purchased items and profiles of consumers. Recently, several data mining tech-
niques have been used for the analysis [3],[4]. They have been also utilized custom-
ers’ movement data in a real shop using recent technologies of RFID tags and video 
camera tracking [5],[6], [7]. The data obtained in these investigation methods are 
intrinsically very noisy and it costs much to carry out the investigations. 

We are conducting a research project to develop a decision support system to in-
crease the service productivity on retail store management including ordinary super 
markets [8], [9]. In the current situation, however, to measure the individual custom-
ers’ behaviors in real time is very difficult because of the measurement costs. Instead 
of carrying out real experiments, we have decide to develop a ‘virtual’ environment 
for the purpose. We employ agent-based modeling (ABM) to simulate consumer 
behaviors in a super-market.  

Agent-based modeling is one of the cutting-edge methodologies to uncover social 
and economic behaviors of individuals [10], [11]. The "agent" is a software compo-
nent, which models humans, groups, organizations, and societies. An agent contains 
internal states, decision and/or behavioral rules, and communication capability among 
them.  Using ABM, we would like to uncover emergent behaviors as results of inter-
actions of micro- and macro-links of individuals and their group behaviors. In this 
study, using bottom-up manner, we design customers as agents and a super-market as 
a physical and information environment.  We set various micro level parameters of 
agents and their environment so that macro level emergent phenomena are coinciding 
with the real observable conditions. Also, because the ABM is implemented as a com-
puter simulator, the explicability of the model is easily validated. Using the model 
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with reasonable time and costs, we are able to evaluate conditions like plural floor 
layouts, sales promotion tactics, and marketing strategies. 

3   Field Study of the Target Store 

Our objectives of ABISS are 1) to explore in-store customer behavior analysis to 
increase customer convection time and purchase points, and 2) to examine store lay-
out changes and POP advertisement methods.   

Before developing ABISS, we have carried out a detailed fieldwork on the targeting 
super-market, whose photo and the basic layout is shown in Figure 1. In the figure (b), 
marks A, B, …, F in (b) mean important areas for the analysis. 

Interview survey with store management, we have obtained the following com-
ments: 

・ There are many customers that move to the inner part of the store after having 
perused the main aisle which centers on the 3 fresh items.  

・ The time spent in the store is about 20 minutes for each customer.   

・ Modifying store layout and new item sales promotions requires a lot of time and 
money, and are difficult to execute. 

 

 
 

(a) Photo of the Store                               (b) Current Floor Layout 

Fig. 1. A Photo of the Target Store and the Current Floor Layout 

 

 

(a) Customers vs. Number of Items       (b) Customers vs. Purchased Costs 
 

Fig. 2. Customer Distribution of Purchased Item Numbers and Purchased Costs 
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Through the field work, we have understood customer movement lines, and the fac-
tors to induce customer purchases in sales areas.  

In addition, we analyzed the ID attached POS data (between 2007/8/31~2007/9/29, 
with total transactions totaling 51,109), we have analyzed the average customer inter-
val, the average PI value every of sale area, the average unit price per item of every 
sale area, the  customer distribution of every item's purchase score (Figure 2 (a)), 
and the customer distribution of every customer unit cost (Figure 2 (b)).  

4   How ABISS Works  

This section briefly describes the architecture of ABISS: design of the store space and 
its environment; agent decisions and movement.  

4.1   Store Space Layout  

The in-store space is displayed in a two-dimensional space with discrete cells. The 
customer agent is defined as the human body's circular radius of 0.3 meters, and one 
cell of the simulation space is defined as the human body circular diameter of 0.6m X 
0.6m. In addition, the following objects exist in a cell. 

Customer Agent represents an in-store customer． 

Walls represent obstacle objects in movement of customers, such as an item shelf and 
a store wall. 
Sales Promotion Objects are used to represent promotion objects such as advertise-
ments inside the store are displayed. 

Item Sale Area: U = {ui | i = 0, , m} means a set of item positions of the item shelf. U 
also holds the respective average item unit cost C = {ci | i = 0, m}.   
Entrance is an area where customers enter the store is displayed 

Register is an area to carry out transaction processing． 

4.2   Customer Agents  

Customer agents move into the store while taking planned purchase items, which have 
been previously decided to be purchased. While moving, sale items within the vision 
range are happened to be unplanned purchases. Also, when sales promotion items 
such as advertisements are found, they are also nominated as unplanned purchases. 
When all purchases are made, the agent will move towards the register, and make the 
transactions. When the transactions are made, the in-store actions will be complete. 

Each customer agent has the following parameters. 

Number of planned purchase items: Nplan means the number of the planned pur-
chase items before entering the store. Nplan is 30% of the buying score distribution. 

Planned purchase item selection probability: Pplan means the probability of select-
ing a planned purchase item. 

Planned purchase item list: Lplan represents the list of item sale areas which are 
planned purchases held before entering the store.  

Estimate is the upper limit amount of items purchased by a customer . 
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Round schedule sale area selection probability: Pround is the probability to move 
round scheduled sale area.  

Walking speed determines the speed a customer agent moves.  

Visual purchasing probability：Pwatch  means the probability of unplanned purchase 
happening, when visiting or passing an item sales area. 

Range of Vision represents how far agents can see sales promotion item objects. 

Recognition Ratio is the possibility of recognizing the information of the sales items 
when sales promotions come into the range of vision.  

Sales promotion purchasing probability：Ppromotion displays the probability to ac-
cept the advertisement of a sales promotion item.   

Sales promotion purchase item sales area list：Lpromotion holds the sales area of the 
item by sales promotion and advertising.  

Scheduled visit sale area list：Lall holds scheduled visit sale areas.  

Shopping cart holds the items acquired from sales areas. 

Total payment amount displays the total amount of the items which are going to be 
purchased.  

4.3   Behaviors of Customer Agents  

When the agent enters the store, planned purchase items are not influenced by the 
store's quality or interior conditions, and planned purchase items and the store interior 
determines the agent's movement path. We assume that all items which enter the cart 
will be purchased. The pseudo code of the customer agent conduct rule is shown in 
Figure 3. 
 

 

//purchasing_behavior 
 Agent enters the store as UnplannedCustomer 
 Determine purchased items with planned purchased probability Pplan 
 Lplan :-  SalesArea on purchased items 
 If total payment > possessed money then CustomerAgent becomes PlannedCustomer 
 Determine Lvisit, where PlannedCustomer finds items with probability Pround 
 Lall :- Lplan U Lvisit 
 Loop 
  call in-store_movement 
  Lall :- Lall - SalesArea 
  If(Lall is empty) {call payment; exit} 
  If (total payment = possessed money) {call payment; exit} 
 End Loop 
 
//in-store_movement 
Loop  
 While (Agent is not at SalesArea in Lall) call walk_around 
 /*planned purchase 
 If(Agent arrives at SalesArea in Lall) then call stay_to_purchase 
 /*unplanned purchase 
 If(Agent passes SaleAea) then  call visual_purchase 
 If(Agent meets SalesPromotionMedia) then call promotion_purchase 
End Loop 
 

Fig. 3. Pseudo-Code for the Customer Behaviors 
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5   Experimental Results 

Based on the model Section 4, we have conducted intensive simulation experiments. 
First, to validate the simulator, we have run the simulation at the original layout and 
data. We have tuned the parameters up and the results have coincided with the actual 
data. Second, we have changed the floor layout. Third, we have added advertisements 
tactics to them. We describe the second and third results in this section. 

We have prepared 16 kinds of fresh product department layouts which are changed 
from the original layout, and have conducted three 43,2000-step (representing the 
store's opening time) simulations. The experiment settings are summarized in Table 1. 
We have analyzed how the changes in floor layout affected the behavior of customers.  

 
 

Table 1. Experiment Settings on Floor Layout Design  

Basic Layout 

Vegetable Layouts 1~9 

Meat Layout 

Fish Layout 

Vegetable-Meat/Fish Layout 

3 Fresh Products Layout 

Layout 

Divided Vegetable Layout 

Simulation Time 9：00～21：00  (43,200 simulation steps) 

No. of Simulation Runs 3 times 
 

 
 

・ Basic layout: Same layout as the surveyed super-market 

・ Vegetable layout 1-9: The fruit/vegetable department layouts are changed  

・ Meat layout: The meat, processed meat, fish sausage, and meat-related spice & 
condiment department was switched with the prepared foods & bread 
department in the back-left corner of the store. 

・ Fish layout: The fish & dried/salted foods department was switched with the 
prepared foods & bread department in the back-left corner of the store. 

・ Vegetable-Meat/Fish layout: The fruit/vegetable department and the vegetable-
related dressing /juice departments were switched with the meat & fish-related 
department. 

・ 3 Fresh Products Layout: Vegetables, meat, and fish-related items departments 
have been moved to the back-left corner of the store.  

・ Divided vegetable layout: The vegetable/fruit-related department has been split 
into two departments. 

The graphs for circulation and number of visual purchases per customer in all layouts 
are displayed in Figures 4 and 5.  
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Fig. 4. Circulation Per Customer (All Operating Hours) 

 

 
Fig. 5. Visual Purchases Per Customer (All Operating Hours) 

 
In each experiment, we have observed various simulation snapshots to interpret the 

results, however, because of the space limit, we have skipped detailed ones in the 
paper. 

About the third experiments, Figure 6 depicts samples of simulated footprints of the 
original layout and the effects of personal and/or group recommendations for sales 
promotions.  In the experiments, promotion posters are assumed to be used. The 
darker meshes mean the more customer move the place.  We have found that the 
places of the promotion information will remarkably affect the customers’ behaviors 
in a store. 

 

 

 
 

(a) Basic Layout                           (b) Case with Promotion Recommendation  
 

Fig. 6. Results of Customers’ Footprints in the Two Different Floor Layouts 
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6   Concluding Remarks 

This paper has presented Agent-Based In-Store Simulator (ABISS) for analyzing 
customer behaviors in a super-market, which aims at developing a marketing decision 
support system for retail management. We have described the background, basic ar-
chitecture, and experimental results of ABISS. Before executing simulation studies, 
we have carried out intensive field survey and POS data analysis to uncover the cur-
rent situations of the targeted super-market. The experimental results have suggested 
the applicability and effectiveness of ABM to carry out “virtual experiments” in the 
marketing decision support domains with various parameters.  

Our future work includes 1) investigation of real and simulated data on customer 
behaviors, 2) development of decision support functions for store managers, 3) analy-
sis regarding customer information and product categories, and 4) grounding the 
simulation results with real customer behavior data. These work will require practical 
experiments and further survey studies. 
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Abstract. In text mining, importance indices of terms such as simple

frequency, document frequency including the terms, and tf-idf of the

terms, play a key role for finding valuable patterns in documents. As for

the documents, they are often published daily, monthly, annually, and

irregularly for each purpose. Although the purposes of each set of docu-

ments are not changed, roles of terms and the relationship among them

in the documents change temporally. In order to detect such temporal

changes, we decomposed the process into three sub-processes: automatic

term extraction, importance index calculation, and temporal trend de-

tection. On the basis of the consideration, we propose a method for de-

tecting temporal trends of technical terms based on importance indices

and clustering methods. By focusing on technical phrases, we carried out

an experimentation to detect emergent and subsiding trends in a set of

research document. The result shows that our method determined the

temporal trends of technical phrases related to finding of patterns for

innovations of research topics.

Keywords: Text Mining, Trend Detection, TF-IDF, Jaccard Coeffi-

cient, Linear Regression.

1 Introduction

In recent years, developing information systems in every field such as enterprise,
academic and medical organizations, and stored data have increased year by year.
Accumulation is advanced todocumentdatabynot the exceptionbutvariousfields.
Especially, the document data gives valuable findings not only for domain experts
in headquarter sections but also for novice users about particular domains such as
day traders, news readers and so forth. In this situation, detecting a new phrases
and termshasbeen very important. In order to realize the detection, emergent term
detection (ETD) methods have been developed [1,2].

However, because the frequency of the word was used in earlier methods, de-
tection was difficult as long as the word that became an object did not appear.
In addition, almost of the conventional methods are not consider nature of terms
and importance indices separately. This causes difficulties of text mining appli-
cations such as limitations for extensionality of time direction, time consuming

J.D. Velásquez et al. (Eds.): KES 2009, Part II, LNAI 5712, pp. 252–258, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



Detecting Temporal Patterns of Importance Indices about Technical Phrases 253

post-processing, and other generality expansions. By considering the problem,
we focus on temporal changes of importance indices of phrases and changes of
them. The temporal changes of the importance indices of extracted phrases paid
to attention so that the specialist may recognize an emergent terms or/and such
fields in this research.

In this paper, we propose a method to detect trends of phrases by combining
term extraction methods, importance indices of the terms and trend analysis
methods in Section 2. Then, taking as an example of the titles and abstracts of
IEEE International Conference of Data Mining (ICDM)1, we show the compar-
ison of changes in two importance indices in Section 3. Finally, in Section 4, we
summarize this paper, and describe our future work.

2 A Method to Detect Trends of Importance Indices of
Automatically Extracted Terms

In this section, we describe a method to detect some temporal trends of technical
terms by using multiple important indices consisting of the following three sub-
processes:

1. Technical term extraction in a corpus
2. Importance indices calculation
3. Trend detection

There are some conventional studies to extract technical terms in a corpus based
on each particular importance index[2]. Although these methods calculate each
index to extract technical terms, the information of the importance of each
term are lost by cutting off the information with a threshold value. We sug-
gest separating term determination and trends detection based on importance
indices. By separating these phases, we can calculate multiple kinds of impor-
tance indices. Subsequently, to the dataset, we can apply many kinds of temporal
analysis methods based on statistical analysis, clustering and machine learning
algorithms. The overview of this method is illustrated in Figure 1.

Firstly, the system determines terms in a given corpus. There are two reasons
why we introduced term extraction methods before calculating importance in-
dices. One is that the costs to build up a dictionary for each particular domain
are very expensive task. The other is the need to detect new concepts in a given
temporal corpus. Especially, a new concept is often described in the document
for which the character is needed at the right time in using the combination
of existing words. By considering above reasons, we applied a term extraction
method based on adjacent frequency of compound nouns. The method extracts
the technical terms by using the following values for each candidates CN :

FLR(CN) = f(CN) × (
L∏
i=1

(FL(Ni) + 1)(FR(Ni) + 1))
1
L > 1.0

1 http://www.cs.uvm.edu/~icdm/

http://www.cs.uvm.edu/~icdm/
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Fig. 1. An overview of the proposed remarkable temporal trend detection method

Where f(CN) means frequency of the term CN . Similarly, FL(Ni), and FR(Ni)
mean frequencies of the right and left of the object noun Ni. In order to deter-
mine terms in this part, we can also use the other term extraction methods and
terms/keywords from users.

After determining terms in the given corpus, the system calculates multiple
importance indices of the terms for the documents in each period. As for im-
portance indices of words and phrases in a corpus, there are some well known
indices. Term frequency divided by inversed document frequency (tf-idf) is one
of the popular indices to measure the importance of the terms. The definition of
tf-idf is shown in the following:

TFIDF (t) =
TF (t)

loge
|D|

DF (t)

Where TF (t) means the frequency of each term t in the corpus with |D| doc-
uments. And DF (t) means the frequency of documents containing wi, which
are the words included in the term t. As another importance index, we used
Jaccard’s matching coefficient[3]2 calculated as the following:

Jaccard(t) =
h(w1, w2, ..., wL)

h(w1)h(w2)...h(wL)

Where h(wi) means the number of hit documents in the corpus to the word
wi. Each Jaccard coefficient value shows strength of co-occurrence of multiple
words as an importance of the terms in the given corpus. We can also assume

2 Here after, we call just ”Jaccard coefficient”.
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Term Jacc_1996 Jacc_1997 Jacc_1998 Jacc_1999 Jacc_2000 Jacc_2001 Jacc_2002 Jacc_2003 Jacc_2004 Jacc_2005

output feedback 0 0 0 0 0 0 0 0 0 0

H/sub infinity 0 0 0.012876 0 0.00885 0 0 0 0.005405 0.003623

resource allocation 0.006060606 0 0 0 0 0 0 0 0 0

image sequences 0 0 0 0 0 0 0 0.004785 0 0

multiagent systems 0 0 0 0 0 0 0.004975 0 0 0

feature extraction 0 0.005649718 0 0.004484 0 0 0 0 0 0

images using 0 0 0 0 0 0.004673 0 0 0 0

human-robot interaction 0 0 0 0 0.004425 0 0 0 0 0

evolutionary algorithm 0 0.005649718 0 0.004484 0 0 0 0 0.002703 0.003623

deadlock avoidance 0 0 0 0 0.004425 0 0 0 0 0

ambient intelligence 0 0 0 0 0 0 0 0 0 0.003623

feature selection 0 0 0 0 0 0 0 0 0.002703 0

data mining 0 0 0 0 0.004425 0 0 0 0.002703 0

Fig. 2. Example of the dataset consisting of an importance index

the degrees of co-occurrence such as the χ2 statistics to the terms consisting of
multiple words as the importance indices in our method.

In our method, we propose treating these indices explicitly as a temporal
dataset. Figure 2 shows an example of the dataset consisting of an importance
index for the years.

Then, the method provides the choice of some adequate trend extraction
method such as linear regression analysis, clustering and so forth to the datasets.
In the following case study, we applied the linear regression analysis technique
in order to detect the degree of existing trends based on the two importance
indices. The degree of each term t calculated as the following:

Deg(t) =
∑M

i=1(yi − ȳ)(xi − x̄)∑M
i=1(xi − x̄)

,

where x̄ means the average of the period, and ȳ means the average of each
importance index for the period 1 ≤ i ≤ M . At the same time, we also calculated
the intercept Int(t) of each term t as the following:

Int(t) = ȳ − Deg(t)x̄.

3 Experiment: Detecting Remarkable Trends of Technical
Phrases in a Temporal Corpus

In this experiment, we show the results of detecting two trends by using the
method described in Section 2. As the input of temporal documents, annual sets
of titles and abstracts of ICDM conference from 2002 to 2008 are taken.

In these corpus, we determined technical terms by using the term extraction
method[4]3 for each entire corpus.

Subsequently, tf-idf and Jaccard coefficient values are calculated for each term
to the annual documents on each corpus. To the datasets consisting of tempo-
ral values of the important indices, we applied linear regression to detect the
following two trends of the phrases: Emergent and Subsiding.
3 The implementation is called Gensen, distributed in

http://gensen.dl.itc.u-tokyo.ac.jp/termextract.html (in Japanese).

http://gensen.dl.itc.u-tokyo.ac.jp/termextract.html
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3.1 Extracting Technical Terms

As for the documents, we assumed each title and abstract of the article as one
document. Then, we did not use any stemming technique, because we want to
consider detailed difference of the terms.

Table 1 shows the description of the abstracts and titles of ICDM conferences
from 2002 to 2008.

Table 1. Description of the ICDM corpus

.

Year Abstract Title

#documents #words #documents #words

2002 112 18,916 112 960

2003 125 19,068 125 1,040

2004 106 15,985 106 840

2005 141 20,831 141 1,153

2006 152 24,217 152 1,307

2007 101 16,143 101 782

2008 144 22,971 144 1,136

TOTAL 881 138,131 881 7,218

We applied the term extraction method to all of the abstracts and the titles
of the seven years’ ICDM conferences. From of the entire abstracts for the seven
years, the method extracted 21,599 terms.

As same as to the abstracts, 1,912 terms are extracted in the entire titles for
the seven years.

3.2 Results of the Automatically Extracted Terms

By using the degree and the intercept of each term, we tried to determine the
following two trends:

– Emergent
• sorting the degree with ascending order
• sorting the intercept with descending order

– Subsiding
• sorting the degree with descending order
• sorting the intercept with ascending order

Table2 shows the top ten phrases extracted in the abstracts of ICDM having
the two trends based on the degrees Deg(t) and the intercepts Int(t) of every
phrase t. The degrees and the intercepts are calculated for the two importance
indices. As same as the phrases from the abstracts, Table3 shows the top ten
phrases extracted in the titles of ICDM.

On each set of documents, our method identified similar phrases both of the
two importance indices for each temporal trend. “Social Network” shows the
most typical emergent trend with both of the importance indices. This indicates
that both of the standardized frequency of the phrases and the characteristic
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Table 2. Top 10 phrases with two trends based on tf-idf and Jaccard coefficient values

in the abstracts of ICDM

t Deg(t) Int(t) t Deg(t) Int(t) t Deg(t) Int(t) t Deg(t) Int(t)

1 Experimental results 0.0050 0.0182 collaborative filtering 0.077 0.284 data mining -0.021 0.222 association rules -0.055 0.457

2 social network 0.0032 -0.0020 upper bound 0.065 0.089 association rules -0.011 0.057 association rule -0.053 0.421
3 text mining 0.0028 -0.0014 social networks 0.054 -0.035 experimental results -0.009 0.072 web pages -0.043 0.480
4 real world 0.0027 0.0040 social network 0.053 0.027 association rule -0.006 0.033 nearest neighbor -0.042 0.501
5 feature extraction 0.0024 -0.0029 gene expression 0.051 0.479 data sets -0.006 0.084 frequent itemsets -0.039 0.367
6 real-world data 0.0016 0.0054 matrix factorization 0.047 0.043 frequent itemsets -0.005 0.039 naive Bayes -0.034 0.266
7 background knowledge 0.0016 -0.0004 Support Vector Machines 0.045 0.143 clustering algorithm -0.003 0.025 experimental results -0.032 0.322
8 social networks 0.0014 -0.0015 anomaly detection 0.038 0.027 mining algorithm -0.003 0.016 dynamic programming -0.027 0.218
9 synthetic data 0.0014 0.0048 random walk 0.038 0.057 clustering algorithms -0.002 0.025 outlier detection -0.022 0.217

10 real datasets 0.0013 0.0016 computational cost 0.037 -0.024 association rule mining -0.002 0.012 feature selection -0.017 0.268

Rank
Emergent Subsiding

tf-idf Jaccard Coefficient tf-idf Jaccard Coefficient

Table 3. Top 10 phrases with two trends based on tf-idf and Jaccard coefficient values

in the titles of ICDM

t Deg(t) Int(t) t Deg(t) Int(t) t Deg(t) Int(t) t Deg(t) Int(t)

1 Data Streams 0.0010 0.0029 Collaborative Filtering 0.125 0.101 Association Rules -0.00333 0.01638 Event Sequences -0.107 0.607

2 Active Learning 0.0006 0.0000 Nonnegative Matrix Factorization 0.095 -0.048 Data Mining -0.00111 0.01173 Association Rules -0.089 0.583
3 Nonnegative Matrix Factorization 0.0005 -0.0007 Random Walk 0.095 0.048 Data Sets -0.00104 0.00559 Decision Trees -0.077 0.637
4 Collaborative Filtering 0.0005 0.0002 Dimension Reduction 0.089 0.018 Decision Trees -0.00057 0.00404 Latent Semantic Indexing -0.060 0.393
5 Text Categorization 0.0005 -0.0006 Hidden Markov 0.071 -0.071 Unsupervised Algorithm -0.00048 0.00206 Experimental Evaluation -0.054 0.375
6 Social Networks 0.0005 -0.0004 Belief Propagation 0.071 0.000 Web Page Classification -0.00048 0.00206 Bayesian Network -0.054 0.280
7 Dimension Reduction 0.0004 -0.0001 Taxonomic Research 0.071 0.071 Dimensional Data -0.00040 0.00232 Document Categorization -0.054 0.280
8 frequent itemsets 0.0004 -0.0002 Similarity Measure 0.065 -0.077 Time Series -0.00038 0.00797 Fast Algorithm -0.048 0.238
9 Document Clustering 0.0004 0.0003 Pairwise Constraints 0.051 -0.068 Latent Semantic Indexing -0.00037 0.00227 Utility Itemsets -0.045 0.313

10 Sequential Pattern Mining 0.0003 -0.0002 Link Prediction 0.050 0.021 data mining -0.00037 0.00207 data mining -0.042 0.244

Rank
Emergent Subsiding

tf-idf Jaccard Coefficient tf-idf Jaccard Coefficient

combinations of the words included in the phrases has been focused as an im-
portant topic in these years by both of the reviewers and the authors.

Since Jaccard coefficient does not depend on the frequencies of the phrases,
some different phrases such as “Matrix Factorization” are identified by this im-
portance index. Looking at the shapes of the importance indices in these charts,
tf-idf can detect more smooth temporal trends than those of Jaccard coefficient.
The meaning of the difference between the importance indices should be clarified
by connecting the other information in the future.

3.3 Discussion about the Empirical Results

As for the comparison between the phrases extracted by the term extraction
method and the keyword specified by the authors, the emergent phrases and the
subsiding phrases are almost same. Since research documents are usually written
carefully, the result that there is no significant difference between the two sets
of phrases is not surprising. However, especially for ill-written documents, the
automatic term extraction will be helpful to identify un-expected phrases in an
analyst mind. By cooperating with automatic term extraction methods, we can
consider the temporal trends of both of expected and un-expected phrases in a
temporal corpus.

The difference between the importance indices of phrases also should be dis-
cussed. As shown in Table2 and Table3, the behaviors of the two importance
indices are different in spite of sorting with the same criteria calculated with the
linear regression technique. We will improve the sorting result with introducing
the other criteria to measure the fitness of each series of values to linear models
such as coefficient of determination, statistical test values of the coefficient and
other criteria of the linear regression model.

In this experiment, we only obtained the temporal trends from the view of
un-supervised manner. Further experiments from the views of supervised and
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co-clustering will be needed to identify each functional characteristics of the
importance indices.

4 Conclusion

In this paper, we proposed the method to detect trends of technical terms by
focusing on the temporal changes of the importance indices. We implemented the
method by combining the technical term extraction method, the two important
indices, and linear regression analysis.

The case study shows that the temporal changes of the importance indices
can detect the trend of each term, according to the degree of the values for each
annual document. The emergent terms, which detected by a domain expert, are
ranked as the terms with increasing degrees of the importance indices. Regarding
to the result, our method can support to find out trends of terms in documents
based on the temporal changes of the importance indices.

In the future, we will apply other term extraction methods, importance in-
dices, and trend detection method. As for importance indices, we are planning
to apply evaluation metrics of information retrieval studies, probability of oc-
currence of the terms, and statistics values of the terms. To extract the trends,
we will introduce temporal pattern recognition methods, such as temporal clus-
tering. Then, we will apply this framework to other documents from various
domains.
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Abstract. Collaborative filtering is used for the prediction of user pref-

erences in recommender systems, such as for recommending movies, mu-

sic, or articles. This method has a good effect on a company’s business.

E-commerce companies such as Amazon and Netflix have successfully

used recommender systems to increase sales and improve customer loy-

alty. However, these systems generally require ratings for the movies,

music, etc. It is usually difficult or expensive to obtain such ratings data

comparison with transaction data. Therefore, we need a high quality

recommender system that uses only historical purchasing data without

ratings. This paper discusses the effectiveness of a graph-partitioning

method based recommender system. In numerical computational exper-

iments, we applied our method to the purchasing data for CDs, and

compared our results with those obtained by a traditional method. This

showed that our method is more practical for business.

Keywords: Recommender system, Graph-partitioning, Collaborative

filtering, Binary Data, Data mining.

1 Introduction

Recommender systems have become more important in terms of e-business as
people access numerous e-commerce Web sites. These systems are used to present
for items that users prefer. Recommender systems can be categorized into two
main fields: collaborative filtering (CF) and content-based recommendation (CB).
CF algorithms find similar users and decide on recommendation items using the
ratings of those similar users. On the other hand, CB algorithms select recom-
mendation items based on a match between content attributes and user prefer-
ences.

According to [1], one advantage of CF algorithms is that they can perform in
domains where items have little available content associated with them. Another
advantage is that CF systems can sometimes provide serendipitous recommen-
dations. On the other hand, CF systems contain two fundamental problems: the
user-item rating matrix is generally very sparse, and the first-rater problem is
generated when users come across new or obscure items.

J.D. Velásquez et al. (Eds.): KES 2009, Part II, LNAI 5712, pp. 259–269, 2009.
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The points highlighted in the above studies are understandable, and the ex-
isting CF algorithms, such as those that make recommendations on the basis
of ratings data, show some good results. However, we need to point out some
additional problems from the viewpoint of practical usage. First, CF approaches
require a large amount of ratings data. Although firms have general POS data
or panel data, it is unusual to have ratings data for items and obtaining such
data from users leads to the incurrence of additional cost. From the viewpoint
of practical usage, it is important to recommend something unexperienced and
valuable to a user, by using his/her historical purchasing data. We think that
it is more practical to develop an algorithm that uses the relationships between
purchased (or used) items, although additional ratings data can also be used.
Hence, we need a high quality recommender system that uses only binary data,
such as historical purchasing data, without ratings. In this study, we propose
a recommendation algorithm based on the graph-partitioning method by using
the relationships between items. We also propose a method for selecting rec-
ommendation items we consider the extent of a user’s preference based on the
types of purchased items. We used the historical purchasing data for CDs in
computational experiments 1.

The remainder of this paper is organized as follows. Section 2 reviews related
works. Section 3 explains the recommender system using a graph-partitioning
problem and recommendation strategies. Section 4 provides a brief overview
of the traditional user-based and item-based CF approaches. Finally, Section 5
proposes an evaluation metric and reports the experimental results.

2 Related Works

Currently, the use of CF algorithms is the most popular approach in recom-
mender systems. Over the last decade, many studies have proposed CF algo-
rithms [2], [3], [4], [5], [6], and [7]. These algorithms can be broadly classified
as user-based and item-based CF algorithms. The former are used to find users
with similar characteristics, and the latter to find similar items from a data set.
Both algorithms require considerable time to handle large online data sets. As
an alternative, Rashid et al. proposed a two-step method that used k-means
clustering and a CF algorithm, called ClustKNN [7].

In the first step of their method, users are divided into k similar groups using
the k-means clustering. Then, the CF algorithm makes a recommendation using
k surrogate users. The division of the search process into offline and online parts
is a very intelligent means of cost reduction since the main problem is caused by
the cost of online part.

Related studies on binary data have also been conducted by [8] and [9]. These
are similar and propose scoring methods. In these methods, a predictive value is
calculated on the basis of the weighted sum of the ”votes” of other similar users.

1 The data was obtained from the 2006 Data Analysis Competition, which was spon-

sored by the Joint Association Study Group of Management Science (JASMAC).



Recommender System for Music CDs Using a Graph Partitioning Method 261

Although the Jaccard coefficient is used as a weight in [9], its framework is very
similar to general CF approaches.

These CF approaches are very popular and have shown some successful results,
but their problem is to require a large amount of rating data. Firms that record
only panel data would want to have such a recommender system, so it is desirable
to recommend something based only on the historical purchasing data for items.

This paper proposes a recommendation algorithm. Our algorithm is similar to
ClustKNN in that both are two-step algorithms; however, our algorithm uses the
graph-partitioning method as the first step to divide similar items into k groups.
Note that ClustKNN divides users into k groups using k-means clustering. Data
on the relationships between items are very sparse in general; hence, by using
the graph-partitioning technique, we can obtain some meaningful subitem sets.
We propose a new algorithm by using the subsets as the second step, whereas
ClustKNN uses a general CF algorithm with k surrogate users.

3 Recommender System Using Graph-Partitioning
Method

The recommender system domain comprises a user u(u = 1, ..., n) and an item
i(i = 1, ..., m). Additionally, each user’s preferences on item, Ru,i can be ex-
plicitly given for the item i by the user u as 0 or 1. In this case, we suppose
that 1 denotes purchase and 0 denotes no purchase. The system performs two
types of computational tasks: the offline task of building a model using a graph-
partitioning method and the online task of generating predictions and recommen-
dations. In the offline task, the purchasing data are transformed into graphical
data to express the relationships between the items. Subsequently, the graphical
data is partitioned into subgraphs using a graph-partitioning method, in order
to partition the items into several groups. In the online task, recommended items
that have not yet been rated are decided for a target user. Using the relation-
ships between the items obtained from the partitioned subgraphs improves the
quality of the recommendations.

3.1 Application of the Graph-Partitioning Problem

Graph-partitioning problems are NP hard problems that require the partitioning
of the vertices of a graph into several groups, in a way that maintains the balance
of the vertical size and minimizes the sum of cutting costs of the edges between
the groups [10]. The graph-partitioning problem is widely applied in several
fields, including VLSI design, network design, and data mining.

In order to apply the graph-partitioning problem, we initially transform the
purchasing data into a weighted undirected graph. Given a graph whose vertices
correspond to the items, and the edges correspond to the relationships between
the items purchased by the user. Therefore, it is desirable to give the weights
which represent the strengths of the relationships between the items.

In this study, the weighted undirected graph G is defined as G(V, E) where
V is a set of vertices and E is a set of edges connecting two vertices in V .
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Given a positive integer k (k ≤ m), V is partitioned into k subgraphs—that
is, V = V1 + V2 + ... + Vk (disjoint union)—which maintains the balance of the
vertical size, as shown in equation (1).

w(Vq) ≤ ρ · w(V )
k

, (1)

where the value of ρ is 1.03 from a parameter of METIS [11], and w(Vq) and w(V )

denote the sums of weights of the vertices in Vq and V , respectively. Additionally,
the main purpose is to minimize the sum of the costs of the edges between the
subgraphs, whose cost is expressed as shown in equation (2).∑

(x,y)∈E,x∈Vq,y∈Vp,p�=q
c((x, y)), (2)

where c((x, y)) denotes the cost of the edge between x and y.
Next, we determine suitable values for the costs and weights. The costs of the

edges are determined by the strengths of the relationships between the items,
such as ”support,” ”confidence,” [12], or the ”Jaccard index” [13]. We used the
support value to determine the costs of the edges, because the confidence value
requires the directions of the edge. Moreover, the confidence and Jaccard index
tend to increase if the number of users who rate the items, x and y, is few. In
particular, if only one user rates two items, x and y, and no other user rates
two items, the confidence and Jaccard index become 100%. This value widely
influences the divided subgraphs. Therefore, we use the support value as the
weights of the edges, c((x, y)), which is defined by

c((x, y)) =
the number of users purchasing items of both x and y

the total number of users
. (3)

Note that in actual experiments, the numerator of the above equation is used
for cost determination, because the graph-partitioning problem can handle only
positive integers in such cases. We give a unit weight for the weight of the vertex,
because it is desirable that the number of items is the same in our method.

By applying the graph-partitioning method, the obtained subgraphs exhibit
interesting properties. One of these properties is that the total weight of the
vertices is almost the same at each subgraph because of the balance of the ver-
tical size. In other words, every subgraph has almost the same number of items.
Therefore, this property shows that we can recommend items in the same manner
even if we select a subgraph randomly. Another property is that the relation-
ships between the items contained in the same subgraph are stronger than those
between items that belong to different subgraphs. In other words, the remaining
edges show strong relationships compared to the eliminated edges. Therefore,
the calculation costs can be reduced when recommending items because we can
search only for items connected by edges.

3.2 Recommendation Strategies

Typically, the recommendation is represented by a ranked list of items that the
target user will like. This type of recommendation is also known as a Top-N
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Fig. 1. Generating the Top-N list

recommendation [14]. The Top-N list is generated by sorting the results of the
prediction rating on all the items not yet rated. In order to generate the Top-N
list in our recommender system, we sort the edge cost totals.

We can illustrate the method of selecting the items, which consists of a Top-N
list, by using the subgraphs. Figure 1 shows the subgraphs obtained from the
graph-partitioning problems. The bold circles represent the purchased items,
z = 1, 3, 6, 8. The edges between the purchased items z and non-purchased items
that connect with z directly, s = 2, 4, 5, 7, 9, 10, remain, while the other edges
are eliminated. Finally, the value of the recommendation is calculated as the
sum of the costs of the edges that connect each s; for example, the value of the
recommendation for s = 4 is 0.6, because from vertex 1 and vertex 8, two cost
values, 0.2 and 0.4, are connected and added. The predicted value of each s is
calculated in this manner.

When we generate the Top-N list, we adopt three types of strategies as follows.

Strategy 1. The Top-N list is generated by sorting the recommendation values
for all of the candidate items.

Strategy 2. The Top-N list is generated using the D’Hondt method, which has
been used for allocating seats in proportional representation systems.

Strategy 3. The Top-N list is generated by considering the subgraphs that
belong to many non-purchased items.

Figure 2 shows a position of the three strategies. Strategy 1 emphasizes a stronger
relationship between the recommended items and the purchased items. If this
value is high, it shows that the item is strongly connected to the purchased
items. However, if almost all of the purchased items have strong relationships
with items that belong to the same subgraph, this strategy may select recom-
mended items exclusively from the same subgraph. Strategy 2 decides on the
number of recommendation items using the D’Hondt method applied to the
number of subgraphs that belong to the purchased item. By using Strategy
2, we can determine the number of recommended items from each subgraph
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Strategy3
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The strength of relationships between non-purchased 
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Fig. 2. The position of the three strategies

using the relative size, that is, the number of purchased items in each subgraph.
Strategy 3 emphasizes serendipity. The recommended items are selected from
subgraphs that barely belong to purchased items using the inverse of the ratio
of the subgraphs that contain the purchased items. Later, we will compare these
three types of strategies.

4 Recommender Systems Using Collaborative Filtering

In order to compare our proposed method with traditional CF systems, we de-
scribe two types of CF systems: user-based CF and item-based CF. We also
describe a method that just uses random sampling and is the simplest available
technique. We will now provide a brief overview of each algorithm.

4.1 User-Based CF Algorithm

In this algorithm, the rating prediction is obtained from the similarity of user
preferences. The basic idea here is that users with similar characteristics will
have similar preferences. This algorithm comprises a two-step process. First, the
similarities between users are computed from the common items that have been
purchased by both the target user and all the other users. Although several
techniques are available to determine this similarity, we selected the Pearson
correlation, which is the most commonly used technique [5]. The similarities of
the users are computed by equation (4).

simU(u, tu) =
∑
i∈I(Ru,i − R̄u)(Rtu,i − R̄tu)√∑

i∈I (Ru,i − R̄u)
2
√∑

i∈I (Rtu,i − R̄tu)
2
, (4)

where tu denotes the target user, and I is the set of items purchased by both u
and tu. R̄u is the average for a user u on all the items.
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Next, the rating prediction R̂tu,ti is computed by using the similarity among
the users obtained from step one and determining a weighted average for the
deviations from the selected user means:

R̂tu,ti = R̄tu +
∑

u∈UC(Ru,ti − R̄u) · simU(u, tu)∑
u∈UC simU(u, tu)

, (5)

where ti denotes the target item, and UC is the set of users where simU(u, tu) ≥
α. Here an appropriate value is given to α from 0 to 1. The Top-N list is generated
by sorting the results of the prediction rating.

4.2 Item-Based CF Algorithm

This algorithm also comprises a two-step process. It first computes the similarity
between the items and then obtains a prediction by using this similarity. One
fundamental difference between the similarity computations in the user-based
CF and item-based CF is that in the former, the similarity is obtained from
common items that are purchased by two different users, and in the latter, from
users who have purchased two different items. In other words, the difference is
either computed along the rows or the columns of the matrix. The similarity
between two items i and b is computed by adjusting the cosine measure in
equation (6), which was proposed by [6].

simI(i, b) =
∑

u∈U (Ru,i − R̄u)(Ru,b − R̄u)√∑
u∈U (Ru,i − R̄u)

2
√∑

u∈U (Ru,b − R̄u)
2
, (6)

where U denotes the set of users who have purchased both i and b.
Once the similarities between the items are computed, the rating space of the

target user tu is examined to find all of the purchased items similar to the target
item ti. The rating prediction R̂tu,ti is computed using the weighted average by
equation (7).

R̂tu,ti =
∑

b∈N (simI(ti, b) · Rtu,b)∑
b∈N |simI(ti, b)| , (7)

where N denotes the set of items where simI(ti, b) > β. As with α, an appro-
priate value is given to β from 0 to 1. Typically, a threshold for the β similar
items is used rather than that of all the items. The Top-N list is generated by
sorting in the same manner as the item-based CF.

4.3 Methods of Random Sampling

This method of using only a random sampling for generating the Top-N list is
simpler than the others. In experiments, this method is probably considered to
be the standard of the lowest performance.
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5 Experimental Evaluation

5.1 Evaluation Metrics

The F1-measure was used in our experiments. This is widely used in recom-
mender systems and is calculated on the basis of precision and recall. Precision
and recall are also widely used to evaluate information retrieval systems, and
can be defined as below.

Precision =
|purchased items ∩ Top-N list|

|Top-N list| , (8)

Recall =
|purchased items ∩ Top-N list|

|purchased items| , (9)

where | · | denotes the number of elements in the set and “purchased items”
means the items that are involved in test sets.

F1 =
2 ∗ precision ∗ recall

precision + recall
(10)

5.2 Data Set

In order to evaluate these methods, we used historical purchasing data for CDs.
This data was sourced from a specific CD store in Japan. The collected data
comprised data for two years and contained 1,200,000 records, 330,000 customers,
and 50,000 items. We divided the purchasing data into the first and second years
for use as training sets and test sets, respectively. We selected 1,340 users who
purchased more than fifteen CDs in the first year and more than five CDs in the
second year. We determined the target users, who consisted of 10% of the 1,340
users, by using a ten-fold cross validation. Therefore, the recommended items
for the target users were determined by using the training sets.

5.3 Results and Discussion

We compared the proposed method with the other methods that were reviewed
in the previous section by using the abovementioned evaluation metrics. For the
experiments, we set parameters for the graph-partitioning and item-based CF
methods. In the graph-partitioning method, the number of partitions was k = 30.
This value was selected based on the results of preliminary experiments. In the
cases of the user-based CF and item-based CF, we used α = 0.1 and β = 0.2,
respectively. These conditions were also determined by conducting preliminary
experiments.

Tables 1 and 2 show the Top-N recommendation results with N = 5 and 10,
respectively, using precision, recall, and the F1 − measure. The Top-N list
generated by Strategy 2 of our proposed method, that is, ”graph based (Strategy
2),” showed the best quality of all the metrics in both the Top-5 and Top-10
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Table 1. Results for the Top-5 recommendations using precision, recall, and F1 −
measure

Precision Recall F1

Graph based (Strategy 2) 0.0121 0.0078 0.0094

Graph based (Strategy 1) 0.0087 0.0052 0.0065

User-based 0.0082 0.0051 0.0062

Graph based (Strategy 3) 0.0053 0.0037 0.0043

Item-based 0.0016 0.0013 0.0014

Random sampling 0.0009 0.0005 0.0006

Table 2. Results for the Top-10 recommendations using precision, recall, and F1 −
measure

Precision Recall F1

Graph based (Strategy 2) 0.0099 0.0131 0.0112

Graph based (Strategy 1) 0.0073 0.0088 0.0078

User-based 0.0061 0.0077 0.0068

Graph based (Strategy 3) 0.0051 0.0066 0.0043

Item-based 0.0014 0.0023 0.0017

Random sampling 0.0007 0.0007 0.0007

recommendation results. The second best quality was obtained by Strategy 1,
”graph based (Strategy 1).” A comparison of our method with the traditional
CF methods reveals that the user-based CF delivers better performance than the
item-based CF and Strategy 3. Overall, although the values of all the metrics are
poor, they are better than the values obtained by random sampling. Therefore
we could show that it is very difficult to select an item that will be purchased in
the near future.

We can make some important observations based on the experimental eval-
uation of the proposed methods. First, the proposed method provides better
quality recommendations than the other methods. This shows that it is benefi-
cial to use the relationships between items expressed by a graphical structure.
Second, in terms of the recommendations made, our proposed method provides
better quality recommendations for items based on both the Top-5 and Top-10
recommendation results. In particular, the second strategy, which created the
recommendation list by using the D’Hondt Method, obtained the best quality.
This shows that the important thing is to reflect a balance between the major
items and minor items in the preferences of the target users. Although the exper-
imental results confirmed that these selection methods are suitable, the quality
of the recommendations made by them was still somewhat low. Therefore, some
improvements are needed to consistently generate a high quality Top-N list.

6 Conclusions and Remarks

In this paper, we proposed a recommender system that uses the graph-
partitioning method and recommendation strategies that employ binary data
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without ratings. In the computational experiments, we illustrated that the pro-
posed method provides better quality recommendations than the other methods.
Our method provides better quality recommendations by using the relationships
between items. However, we need to produce better quality recommendations in
actual business applications.

It was an interesting challenge to use the D’Hondt method to select subgraph.
It outperforms traditional methods, because of the selecting subgraphs method.
It depends upon whether a customer likes major items or minor items. Therefore,
it may be effective to incorporate some degree of customization. For instance,
major items might be primarily recommended to some customers, while minor
items are recommended to other customers. Then it would be necessary to iden-
tify customer groups to apply a more suitable strategy.

Another idea to improve the performance involves selecting items in the sub-
graph. They could be selected based on a strong relationship with existing pur-
chased items. It might be better to select other items for specific customers.

We would like to incorporate these ideas to improve the recommendation
performance in future works.
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Abstract. This research aims to present an analysis to optimally allo-

cate advertising budgets based on single source data on consumers’ views

of TV advertising. A model of consumer behavior and an optimality cri-

terion for the advertising budget allocation are proposed together with a

GA based optimization algorithm. Through the analysis, we discovered

some knowledge to improve the effectiveness of advertising for several

products.

Keywords: advertising, optimal budget allocation, GA.

1 Introduction

Along the development of information technology in recent years, new media
have appeared on Internet and mobile phones services, and these increase the
variety of advertising media. Since the financial crisis began, many companies
are under pressure to reduce expenses and earnestly striving to cut advertising
costs. Under this situation, the cost effectiveness of diverse advertising media is
becoming much more important. In particular, because TV advertising comprises
the largest share of company advertising costs, maximizing cost effectiveness of
TV advertising is becoming a top priority in many companies.

Marketing researchers throughout the world have done much research on TV
advertising. Some of the earliest research was to develop an advertising effect
model called MEDIAC [1]. MEDIAC is a model on the responses of individual
consumers to advertising, and it is used to support decision making of advertisers.
After this work, many advertising effect models were proposed in the marketing
science field [2]. On the other hand, some researches on the synergy effect of cross
media [3,4] and the time-series effect of advertising [5] have been conducted.
However, almost all of these researches used data of advertising GRP and sales
value, but made insufficient use of detailed panel data, and there is very little
research on optimal budget allocation based on advertising effect models.

This research aims to an analysis to optimally allocate advertising budgets
based on single source data on consumers’ views of TV advertising. We propose
the following analysis framework in order to support decision making on the
optimal allocation of advertising budgets. First, in order to ease the advertising

J.D. Velásquez et al. (Eds.): KES 2009, Part II, LNAI 5712, pp. 270–277, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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planning which includes a task to choose appropriate TV programs from the
vast candidates for broadcasting of the advertising, we propose to categorize
TV programs by cost for advertising and time slot when it was broadcasted.
Next, we propose a novel model to estimate the number of purchasers on an
objective product based on the single source data with the new TV program
categorization, and derive the optimal resource allocation by using the model
and genetic algorithm based optimization under the constraint of a given total
advertising budget.

The rest of this paper is organized as follows. Section 2 describes the objective
single source data and the new TV program categorization in this paper. Section
3 proposes our novel model of consumer’s purchase and our new approach to
derive the optimal allocation of advertising budget. Section 4 represents the
results of the optimal allocation. Finally, the paper is concluded in Sect. 5.

2 Objective Data and New TV Program Categorization

This research uses single source data provided by Marketing Analysis Contest
2008 in Japan. This data contains information on 3000 individual consumers
from February to March 2008. It includes each TV program viewed by every
consumer during that period (5 weeks), records of all TV programs containing a
TV advertising of each product, consumers’ purchasing behavior for each prod-
uct, their lifestyles, and so on. This data set enables to estimate impacts of the
contact between an advertising and a consumer on its purchasing behavior.

Table 1. Each consumer’s views of every TV program category, its purchase behavior

and number of advertising broadcasted in every TV program category

Sample ID holiday-night(A) weekday-night(A) . . . weekday-night(B+) Purchase

1 5 8 . . . 4 Yes

2 1 1 . . . 2 Yes

3 2 4 . . . 8 No

. . . . . . . .

m . . . . . . .

# of advertising 20 32 . . . 20

In conventional analyses, a categorization named “time rank” of TV program
has been frequently used to represent the cost required to broadcast advertising.
It consists of four classes (A, B, B+ and C) based on the cost reflecting audience
rate of each TV program. Here, we propose novel categorization of TV program
named “time slot”. It indicates attributes of their broadcasting time, and is
represented by a combination of a) weekday or holiday and b) daytime, night or
midnight. Each TV program is categorized by the combination of these “time
rank” and “time slot” in this paper.
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The aforementioned data set is transformed into a specific format for the latter
estimation of the impact of the contact between a consumer and an advertising
on its purchasing behavior. The data set is divided into data subsets according
to objective products, and each data subset of a product contains instances each
of which is a relation consists of frequencies of TV program categories viewed
by a consumer and the consumer’s purchase behavior. The purchase behavior
is labeled as “yes” if the consumer has not purchased the products before the
objective period of the data acquisition, but purchased it later. Otherwise, it is
labeled as “no”. Each row in Table 1 is an example of this relation. For example,
the first row indicates that the consumer labeled as ID 1 purchased an objective
product while viewing the TV program categorized as holiday-night(A) 5 times
and so on. In the mean time, the number of the product’s advertising broadcasted
in each TV program category is counted for the latter use as indicated at the
bottom row of Table 1.

3 Optimal Allocation of Advertising Budget

In this study, we address an optimization problem to find an advertising budget
allocation pattern that maximizes a utility of advertising under a given budget
based on a novel model to estimate number of purchasers. First, we build the
model by using the data produced in the former section. Next, we define the
utility to optimize the advertising budget allocation based on the model, and
present an algorithm for the optimization.

3.1 Model to Estimate Number of Purchasers

To estimate the number of the purchasers of an objective product, we assume
that a consumer, who actually purchased the product, reaches the purchase after
viewing the advertising of the product at least three times. This assumption is
based on three exposures theory [6]. In addition, we also assume that the chance
of viewing advertising in a TV program category linearly increases depending
on the number of advertising placed in every TV program category.

Let T be a set of all TV categories, and let It be the number of the advertising
on a product placed in a TV program category t (t ∈ T ). Let N be a set of
purchasers of the product, and let Vnt be a frequency that each purchaser n
(n ∈ N) viewed the advertising in the TV program category t with It. From the
above assumptions, if the number of advertising in the category t is actually Jt,
the number of purchasers E is estimated as:

E(Jt; t = 1, . . . , T ) =
∑
n∈N

U

(∑
t∈T

Vnt
Jt
It

− 3

)
, (1)

where the function U is a unit step function:

U(x) =
{

0 (x < 0)
1 (x ≥ 0). (2)
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This model reflects the assumption that the expected number of viewing the
objective advertising more than or equal to 3 contributes to the actual purchasing
behavior.

3.2 Definition of Optimization Problem

By using this estimation E, we define an objective function to measure a utility
consists of the advertising effectiveness and the cost-performance as follows:

F (Jt; t = 1, . . . , T ) = E(Jt; t = 1, . . . , T ) + αP (Jt; t = 1, . . . , T ). (3)

Here, the number of purchasers E given by (1) is considered to represent the ad-
vertising effectiveness. P is cost-performance of the advertising given as follows,
when the actual number of advertising in each category t is Jt (t = 1, . . . , T ).

P (Jt; t = 1, . . . , T ) =
E(Jt; t = 1, . . . , T )
C(Jt; t = 1, . . . , T )

(4)

where C is an advertising cost index arbitrary scaled by the audience rate of
time rank when the advertising is broadcasted. The objective of the optimiza-
tion problem is to find optimal Jt (t = 1, . . . , T ) which maximizes this utility
F . α introduces a trade-off between the advertising effectiveness and the cost-
performance. In this study, α is dynamically adjusted to equalize the contribu-
tions of both terms to the objective F according to the expected values of these
terms during the optimization process.

3.3 Algorithm of Optimization

Assuming that the practically possible number of advertising to be placed in
a TV program category is from 0 to 50 in each of 16 TV program categories,
the number of possible advertising placements is 5116, i.e., around 2.1 × 1027.
Accordingly, the search space of our optimization problem is too large for the
thorough search. In addition, the objective utility function is nonlinear and dis-
crete, and the solutions of Jt (t = 1, . . . , T ) are constrained within sets of in-
tegers. Therefore, exact analytical methods, including linear programming and
dynamic programming, are not applicable to this optimization problem.

Based on these observations, we employed genetic algorithm (GA) [7] which
has wide and flexible applicability to the optimization problem. GA is one of
meta-heuristic methods and suitable for the optimization problems having no
known satisfactory problem-specific algorithms or better heuristic methods. Al-
though GA does not always ensure the optimality of its solution, it is known to
produce an acceptable suboptimal solution in most problems.

In GA, feasible candidate solutions are encoded in form of chromosomes, and
it searches a suboptimal solution through crossover, mutation and natural selec-
tion of the chromosomes. The approach of GA is characterized by the following
factors: encoding method for chromosome, crossover operation, mutation oper-
ation and selection operation. We encoded a placing pattern of advertising into
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a chromosome which is a T dimensional vector of integer numbers. The t-th
element of the vector indicates the number of advertising placed in the TV pro-
gram category t. For the crossover, a blend crossover operation [8] was adopted,
because our chromosomes are expressed with integer number. Its offspring is
generated by calculating values intermediate between two parent chromosomes.
The crossover rate is set to be 80% in this study. We introduced two types of
mutation operations. One is to find a completely new placing pattern. Through
this mutation, the number of placing in a TV program category is completely
changed. The second type is to refine a current pattern where the number of
placing in a TV program category is slightly changed. The mutation rate of
each type is set to be 1%. For the selection, we applied both elite selection and
roulette selection. We pick up the top 20 chromosomes having larger values of
the utility F by elite selection, and apply the roulette selection to the rest of
the chromosomes in every generation. The roulette selection was employed to
pick up candidate chromosome sets for the crossover and the mutation. The
application of these operations determines new chromosome sets of the next
generation.

4 Evaluation and Demonstration

4.1 Example Result of Optimization

Figure 1 and 2 are the original placing pattern (It; t = 1, . . . , T ) and the op-
timized placing pattern (Jt; t = 1, . . . , T ) for Soyjoy which is a healthy snack
food. They show that the optimal placing pattern concentrates into particular
categories such as weekday-midnight (C), holiday-morning (B) and holiday-night
(C), while the original pattern covers a wide range of TV program categories.
This means that the original pattern still has much room for improvement of
cost-performance.
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Fig. 2. Optimal placing pattern of Soyjoy
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Table 2. Performance of original and optimal patterns for Soyjoy

Original pattern (I
t
) Optimal pattern (J

t
)

Utility of advertising F 161.6 171.3

Number of purchasers E 140 78

Cost-performance P 0.168 0.724

Cost for advertising C 833.69 108.62

Table 2 shows the comparison between the original and optimal patterns on
the utility of advertising, the number of purchasers, the cost-performance and
the cost for advertising appeared in (3) and (4). The number of purchasers of
the original pattern is the actual number of purchasers observed in our data,
while that of the optimal pattern indicates the estimated number E by (1).
For both the original and the optimized patterns, the utility of advertising F is
computed by (3) with α = 128.9 which was determined through the optimiza-
tion process. Table 2 indicates that the optimal pattern maximizes the utility
of advertising F as the result of the improvement of cost-performance P with
smaller budget C. The cost for advertising was cut down by 87.0% while the
number of purchasers was reduced by 44.3%. Consequently, this resulted in 431
% improvement of the cost-performance. This optimal pattern suggests a good
strategy to allocate the advertising budget efficiently to the TV program cate-
gories.

4.2 Comparison among Different Products

Comparison of the optimal patterns among different products suggests important
characteristics of each product. This suggestion can be used to design the optimal
allocation of advertising budget on each type of the products.

Figure 3 and 4 represent the optimal placing patterns of Kuro-oolong-Cha
and Nodogoshi-Nama respectively. Kuro-oolong-Cha is healthy oolong tea sim-
ilar to Soyjoy. In fact, those two optimal placing patterns, Soyjoy (Fig. 2) and
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Kuro-oolong-Cha (Fig. 3), are similar. On the other hand, Nodogoshi-Nama,
which is a beer, has a completely different optimal pattern from the previous
two patterns. The optimal pattern depicted in Fig. 4 has particular placement
in holiday-night (A) and weekday-night (B+) together with the placements over
a wide range of TV program categories.

This difference of the optimal patterns between these types of the products is
considered to come from the difference of their target consumers. The insights
suggested through this analysis can be used to design the optimal allocation of
the advertising budget based on the characteristics of the objective products.

4.3 Optimization for Carryover Effects

An important issue for the advertising budget allocation is to take into account
carryover effect of the advertising. This effect is that partial contribution of the
advertising to the consumers’ purchasing behavior lasts degressively even after
a time period when the advertising is broadcasted. The advertising placement
over multiple weeks is presumed to be further optimized by including its contri-
bution.

In this section, we take into account the carryover effect and try to figure out
more efficient advertising placement. Figures 1 to 4 indicate that the optimal
pattern for Nodogoshi-Nama has a complex advertising placement over various
TV program categories comparing with the other two products. This fact sug-
gests the possibility to further increase the utility of the advertising budget
allocation for Nodogoshi-Nama by focusing the placement on less TV program
categories to reduce the advertising cost, if we can introduce some extra effec-
tive measure for this optimization. Here, we introduce the advertising carryover
effects as the extra measure and determine the optimal advertising placement
over an advertising period consisting of 5 weeks. However, the number of param-
eters required to represent the placement over the 5 weeks is too large even for
the GA-based optimization. To alleviate this difficulty, we focused on only 4 TV
time ranks, A, B, B+, C, instead of 16 TV program categories and selected only
the 9 time ranks, A2, B+2, A3, B+3, B3, A4, B+4, B4, C4, which are known
to have large contribution to the consumers’ purchasing behavior based on our
preliminary analysis. The suffixes of the time ranks represent week IDs over the
5 weeks.

Figure 5 and 6 show the original placing pattern in our target single source
data and the optimal pattern of Nodogoshi-Nama over the 9 time ranks respec-
tively. The original pattern has a major placement at A2 and B+2, while the
optimal pattern has at A4. In Japan, there are two typical advertising placement
patterns. One is a placement at various TV program categories over a long term
to appeal the objective product over widely targeted consumers, and the other is
a placement at a particular category within a short term to appeal to focused con-
sumers. As easily understood, the original placement of Nodogoshi-Nama adopts
the former pattern and the above result suggests that Nodogoshi-Nama should
be appealed to focused consumers to enhance the utility of its advertising.
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of Nodogoshi-Nama

5 Conclusion

In this paper, we investigated a new framework for the optimal allocation of
advertising budgets. The framework we presented in this paper clarifies that the
optimization of the advertising placement pattern according to a utility measure
of advertising dramatically improves the cost performance of the advertising
for various products. However, many issues remain. This framework does not
consider some other crucial effects of advertising such as reach, recognition and
cross media effects. There is a need to develop a further integrated framework
in the future, which includes various factors.
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Abstract. We have studied query diffusion strategy to cover all the nodes over 
unstructured overlay network. Although our previous work [1] covers 80% of 
nodes over the power-law network, we step further to minimize the number of 
left-behind nodes. In order to propagate messages to overall network, we as-
sume the best case to choose the shortest path between every node pair. This is 
aimed for studying the optimal message path as a whole, reducing the query dif-
fusion cost which is equal to the sum of minimum shortest path length. We have 
studied the characteristics of message propagation behavior, and that our pro-
posed strategy can be applied for contents delivery over unstructured overlay 
network. 

1   Introduction 

In Japan, with rapidly growing demand for broadband contents delivery over the 
Internet, HD contents download service has been launched in the end of 2008 in Japan 
by acTVila corporation. This company has been established by five leading Japanese 
TV set manufacturers aiming for presenting TV-friendly contents which is easier to 
view, operate, pay and other transactions mainly on TV display. This is an epoch-
making event in the Japanese Internet history because broadband stream (more than 
10Mbps) delivery has become standard service even for TV viewers. This clearly 
shows that not only PCs but TV sets become more and more important devices as a 
broadband contents receiver over the Internet. Sooner ore later, millions of TV sets 
will access to the Internet searching for their favorite broadband contents, which 
causes unprecedented huge amount of traffic to the backbone network.  

However, when it comes to the matter of how we should deliver broadband con-
tents over the Internet, the total throughput will be determined by any bottleneck 
somewhere between contents provider to consumers. For example, even a user pur-
chases 100Mbps optical fiber service, one's requested contents comes from distant 
server only 100Kbps because of narrow path somewhere over the Internet. Most of 
proxy servers distributed over the Internet are aimed for static contents like homepage 
objects, and are not tuned for broadband stream delivery.  
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Fig. 1. Query Message Propagation on the Overlay Network 

 
For instance, once many users try to pull large video streams at the same time, it is 

clear that backbone network is easily falls into overflow. This requires a new contents 
delivery technology which supports a huge simultaneous access transaction for broad-
band objects.  

For this problem, we have proposed community-based overlay network over the 
Internet, and to manage generated traffic within that community, to be new message 
propagation method to cover the whole network [1]. This technique is based on the 
fact that any link status on the Internet follows power law distribution [2]. For exam-
ple, one of the most popular pure P2P network Gnutella has been analyzed that its 

nodes' outgoing degree can be expressed as  )0(k~)( - ≥ττkP [3]. However, 

such an unstructured network is not manageable in nature, and makes it difficult to 
apply for contents delivery for its fundamental network architecture. In our previous 
study, we have employed percolation theory [4] that is mainly studied in physics, to 
model the "percolating information" for query message delivery over pure P2P net-
work. In other words, the query message released by client seeking for requested 
contents is not merely used for this purpose, but we have defined a new "reverse-
query" message to find any client who needs a certain contents and try to apply the 
percolation theory to manage the generated traffic. This will lead to reduce the explo-
sive P2P query traffic while maintaining fairly high clients cover rate over our pro-
posed overlay network. An outlook of our model is shown in Fig.1. 

2   Related Work 

2.1   Contents Delivery Network 

In order to deliver broadband contents over the Internet, CDN (Contents Delivery 
Network) architecture [5] and contents distribution algorithm for replication [6] are 
actively studied. But such CDN solutions for large scale contents delivery faces diffi-
culty because the number of acceptable simultaneous access is almost determined by 
hardware  specification of cache servers, and this falls into optimal cache server dis-
tribution problem with considering dynamic request load balance under the exact 
forecast of contents popularity and hardware availability. This is also regarded as a 
big issue for realizing broadcast type traffic over the Internet. Existing technique to 
handle telephone call over the telephone network is specific for point to point traffic, 
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and it is not applicable for clearing simultaneous access to a contents sever, that 
makes it difficult to deliver broadband contents to many clients. 

Recently, file sharing application over P2P network has been pervasive and it plays 
an important role as contents distribution infrastructure. When we apply P2P network 
for contents delivery, under the pure P2P architecture which has no center server, it is 
major concern how to find available resources and required contents from all over the 
network. In this field of study, such projects as CAN[7]，Chord [8] are trying to 
employ Distributed Hash Table (DHT)[9]. 

However, in order to apply for commercial services, there exist more problems in 
this DHT solution.  
(1) When peers join/leave the network, they have to takeover management table to 

some other peers, results in heavy overhead. 
(2) Network structure becomes complicated. 
In addition, traffic generated by those P2P nodes has been increasing more and more, 
whose amount of load gives serious impact to today's ISP backbone network. 

2.2   Reverse Query Diffusion 

In our previous study [1], we proposed new network architecture for query message 
delivery which covers almost 80% nodes of overlay network, but still exist the left-
behind nodes that never receive any query messages. Let us review the results of our 
idea to propagate a query message over the unstructured peer-to-peer network called 
“Reverse Query Mechanism” [10]. We have defined new “do-you-need” query and 
shown that contents can be delivered just relaying this query from server to peer to peer. 

Macdonald et al. proposed to express the significance and network topology by 
MST (Minimum Spanning Tree) [11], but this has drawback that the message route 
depends on the value of weigh definition.  Our study reveals that the value of mini-
mum shortest path will not increase even without giving such weigh. We assume the 
best case to relay the query message by the shortest path between every node pair. 
This means that the amount of shortest path length does not increase, without any 
weighing operation.  

3   Efficient Contents Delivery over  Community-Network 

When we regard community-network as an overlay network, the network structure 
will hold the nature of unstructured power-law overlay network.  Our previous paper 
revealed that cover rate 80% to 90% had been achieved by our model, but it was diffi-
cult to cover all the nodes in the network. This is because we pass on the query with-
out the knowledge of the whole network structure, and choose the query receiver just 
randomly.  In other words, it is difficult to choose the best node which will be optimal 
for message propagation even we have the knowledge of whole network. This is true 
even for the central P2P architecture, because the ad-hoc behavior of every node is 
not predictable and we cannot rebuild the delivery path upon the leaving node activ-
ity. In order to present the solution for this problem, we assume the best case to 
choose the shortest path between every node pair. As we focus on the power-law 
nature of overlay network, we have studied how the video contents delivery should be 
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deployed over this network, specifically paying attention on the required delivery 
time to cover all the nodes joining this overlay network. 

3.1   Distribution of the Shortest Path and Bottleneck 

First, we try to generate the overlay network which we employ as a contents delivery 
platform. Some parameters are shown below. 

 

Data generation platform: GNU Octave 3.0 
 

Graph Drawer: Pajek 1.4 [12] 
 

Next, we examined the generation results. The distribution example of the shortest 
path length between each node pair is 2, is shown in the Fig. 2. This network consists 
of 1,000 nodes, 3,435 arcs and the probability of nodes’ degree to be k  is expressed 

as 51.1-k49.0)( =kP .  

 

Reachable vertex 

Degree
 

Fig. 2. Distribution of Shortest Path (SPL=2) 

 

 
 

Fig. 3. Network by Shortest Path Branch 
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For improving the analysis, we assume that “Do-you-need” message propagation 
along the shortest path, because when we deliver the message, it is better to find the 
route that would not take detour. Then we assume the message will be relayed along 
with the shortest path and try to draw the graph how the message has been passed on 
from the origin. Our results are drawn in Fig 3. 

As shown in this fig.3, the bottle-neck that would delay the message delivery is in 
the midst of nodes that are used by many nodes as a part of the shortest path. We can 
find that such a node will be an obstacle for message delivery because the relay prob-
ability is limited only for constant value.  This giant node cannot pass on the message 
to every neighbor. Such a node possibly falls into not only drawing heavy accesses, 
but CPU overload for transaction. For instance, “hub” airport like New York boasts 
the concentration of airline flow. By employing our proposed strategy for “Do-you-
need” message delivery, we can solve this bottleneck problem. 

We have studied the average TTL to cover all the node is at most seven, to imple-
ment the shortest path delivery by Fig.3. As we have shown in the previous chapter, 
we can propagate the message to all the nodes in the overlay network.  

3.2   Model Customization 

In our previous study, when message is delivered on the shortest path, any nodes 
which behave as hub can be regarded as bottleneck. Therefore, we will employ algo-
rithm to avoid such hubs for routing the message. When we look for the message 
path, we will force to avoid the top-three most accessed nodes in selecting the shortest 
path. This improves to lower the relay probability and minimize the message TTL 
value. The results for applying this algorithm is shown in Fig. 4 

 

 

 

Fig. 4. Shortest Path Branch Avoiding Hubs (top-three) 
 
We can reduce the usage frequency of hub by avoiding the most frequently used 

nodes from the message path as in Fig.5. In this case, the maximum value of shortest 
path length remains just eight, which means we can cover the whole network without 
increasing the delivery cost. While this proposal assumes the shortest path, we can  
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Fig. 5. Vertex Degree Distribution   (Avoiding top-three hubs) 

expect the similar effects when we apply the same algorithm in choosing the message 
path. This is to improve the message delivery overhead on our overlay network. 

Next, we will consider applying this result for the community-based overlay net-
work model. As already shown above, message delivery traffic is concentrated on the 
hub nodes when we try to propagate messages on power-law overlay network. And if 
we select the “best routing path,” any message can reach every node on the network 
within maximum of shortest path length (hops) of eight. 

In addition, when we regards the relay probability as a parameter, we got the com-
bination of relay probability 0.3 and hop count 5 produces cover rate 80%, but it was 
difficult to percolate the message to all the nodes on the network. In order to over-
come this limitation, our proposed method adds the condition that “preferentially 
choosing nodes other than hub” upon simple probabilistic decision. This leads to 
deliver messages to all the nodes while reducing the overall traffic. This algorithm 
can be implemented just to add an inquiry step whether its opponent nodes are hub or 
not, before sending message. 

4   Conclusion 

In this study, we have studied query diffusion strategy to cover all the nodes over 
unstructured overlay network of “Do-you-need” model, improving the cover rate. 
This is to propose how to propagate the query message to all over the network for 
video contents delivery. This shows that our proposed method can deliver message 
without increasing the maximum value of shortest path length. More specifically, a 
message can go through by getting around the most accessed hubs and maintaining 
the maximum value of shortest path length.  

Also, our previous study shows that cover rate 80% can be achieved but difficult to 
cover all the nodes. We propose to apply our method for video contents delivery over 
the overlay network, that is, to find the distribution of the distance between every node 
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pair and estimate the required time for contents delivery. This proves our proposed 
method can increase the efficiency of contents delivery over the overlay network. For 
commercial application example, we can attach video clip in the reverse-query mes-
sage, which is possible to use this mechanism as electric flyer distribution. 
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Abstract. This paper, we focus on recommendation functions to extract the 
high potential sales items from the trend leaders' activities with the ID (Identifi-
cation)-POS (Point-Of-Sales) data. Although the recommendation system is in 
common among the B2B or B2C businesses, the conventional recommendation 
engines provide the proper results; therefore, we need to improve the algorithms 
for the recommendation. We have defined the index of the trend leader with the 
criteria for the day and the sales number. Using with the results, we are able to 
make detailed decisions in the following three points: 1) to make appropriate 
recommendations to the other group member based on the transitions of the 
trend leaders' preferences; 2) to evaluate the effect of the recommendation with 
the trend leaders’ preferences; and 3) to improve the retail management proc-
esses: prevention from the stock-out, sales promotion for early purchase effects 
and the increase of the numbers of sales. 

Keywords: Recommendation Systems, Dual-Directed Recommendation, Col-
laborative Filtering System, Customer Preference, Trend Leader, Service Sci-
ence and Management Engineering. 

1   Introduction 

There are various reasons for the store operation inefficiency in the retail business, 
especially small to mid size companies in Japan; one of the reasons for the issue is 
luck of the timing understanding for the items that customers needs. For instance, it 
comes from the stock out of the items for insufficient understandings. This issue will 
affect the whole retail industry not only to the whole seller but the manufacturers; 
therefore, we need to understand the both the preferences and the timings for the cus-
tomers. As for the understanding for the preferences, the collaborative filtering system 
is one of the extracting algorithms for the preferences, and is adopted among the B2B 
or B2C industries [1]. 
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2   Related Works; The Conventional Recommendation Systems 

Although the recommendation system is in common among the B2B or B2C busi-
nesses [2] [3] [4], the conventional recommendation engines provide the proper re-
sults, so that this issue should improve with new criteria when we apply to the retail 
industry. The customers of the retail industry are composed from with the diversity as 
following points; preferences, income, and number of family, therefore, we need to 
care generating the recommendation information not only with the properly but with 
the diversity.  

2.1   Collaborative Filtering Systems 

The collaborative filtering system has following characteristics of the algorithms; 
Easy to data convert, Affordability for the huge data, such as the data depend system. 
But, on the other hand, this system has a tendency influenced for the majority answer 
and both the items and the customers need to extract the adequate recommendation 
information as the negative points[5][6][7]. Therefore, a large amount of information 
related to consumers is required. From this large amount of the information, appropri-
ate characteristics are extracted and the users are categorized into an appropriate seg-
ment, on this bases and appropriate product group needs to be identified for long tail 
business.  

The collaborative filtering system is one of the techniques for providing suitable 
items from the customer's preference as the recommendation information among the 
many candidate items, and forecasts the customer’s preferences from both the cus-
tomer's activities and the purchase record. The feature of this method is to evaluate 
the customer's preference concerning item information and to generate the group of 
the customer preference with the similarity [1] [8]. 

Recommendation information is provides among items with the high evaluation 
from another customers but is not purchased yet with similar preferences. Therefore, 
the steps for generating the recommendation information is necessary as follows; (1) 
correct many purchase history for the customer, (2) Make the group and retrieve the 
customers who bought the same item, when a certain customer purchased the item, (3) 
Generate the recommendation information based on the item group among the same 
group customer. In this method, it doesn't analyze it concerning the content of con-
tents at all. Therefore, it has the feature that the restriction concerning the recommen-
dation object doesn't exist, and the situation in which only similar information to 
information evaluated in the past is recommended can be evaded by using other cus-
tomers' evaluation information. That is, collaborative filtering system is a mechanism 
that customer's community is generated only from the purchase information without 
the analysis of contents of the item. Moreover, the problems of the collaborative filter-
ing system are summarized as follows [7] [9]; 
• Both large number of customers and the amount of contents are required 
• Same recommendation information is generated if the items to recommend are 

little. 
• The items already bought only to be recommended. 
• Impossible to recommend to those who have preferences different from the ordinary. 
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• Cannot prevented from influencing from mis-inputting 
• New item is recommended until someone gives the evaluation even if the item was 

registered 
• Can not connect the customers with the different ID even though they have the 

similar contents for without analyzing for the contents,  
As for the forecasting for the new items sales number, Nakamura evaluated and clas-
sified the characteristics of the new items with the market reflection data such as the 
ID-POS data [10]. The conventional evaluation methods such as the trial repeat model 
only indicates the characteristics for the items that purchased repeatedly but, are in-
sufficient for the customer classification or the recommendation from the ID-POS 
data classification [11]. 

3   Extracting the Trend Leaders 

One of the conventional methods for understanding the timing for the customer needs 
is the time-series data analysis with the quantitative data such as the POS data. These 
methods are good for the inventory controlling such as the stable demand from the 
customer needs because of the sufficient time-series data and able to mark high score 
ratio for the demand forecasting.  On the other hands, it is hard to forecast the demand 
such as the new items or the items that demand rapidly stood up because of the insuf-
ficient of the forecasting base data. To generate recommendation information with 
understanding both the customer preferences and the timing for the needs, it is re-
quired to not assuming the existence of the items; therefore, it comes to consider the 
existence for the new items.  Moreover, it is expected to prevent the stock out to share 
the demand information among the retail industries; therefore, we referred “Dual-
Recommendation” because of providing the recommendation information not only to 
consumers but also to manufacturers and retailers [12]. Therefore, this paper proposes 
the algorithm that detect to the timing of the item needs efficiently with the ID-POS 
data gathered from the local super market in Japan. Especially, to understand the tim-
ing of the item needs, we make use of the concept of the trend leader to forecast the 
demand of the new item. It is difficult to detect the ability with the trend leader of the 
item selection that foreseen the fashion in advance from the numerical data such as 
the ID-POS. Moreover, the candidates for the trend leader include the customer only 
with short span curiosity, so that an efficient selection method of detecting the trend 
leader is required. 

3.1   Data Attributes and Demography 

We make use of the ID-POS data to extract the trend leader. Table.1. indicates the data 
attributes gathered from the local retail store in Japan. This paper, we focus on the 
new registered items during the period to detect the items that will increase the num-
ber of sales. 

Fig.1. indicates the relation between the number of Items for the Newly regis-
tered, the Purchased items, and the Increased items. This also indicates the survivabil-
ity for the newly registered items. From the figure, about 50% of the newly registered 
items could not increase the sales number. 
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Table 1. Data Attributes 

Term 2007/05/01~2007/12/31 

POS Transaction 
Gathered Data 

Reward Card Transaction 
Category Super Market 
Number of Stores 3 
Site Shimane pref., Japan 

 

Fig. 1. Number of the Items for the Registered, the Purchased, and the Sales Increased  

3.2   Extraction Methods 

To understand both the customers’ preference and the purchase timing at once, we 
have set up the dual-directed recommendation system that is able to consider both the 
new items and the stock outs with the Taste [13]. We have defined the trend leaders 
who bought the items at the initial stage were able to maximize the sales amount and 
defined the index of the trend leaders from those customers’ activities and put those 
into the recommendation filters. This recommendation engine based on the functions 
for the proposed extracting method of the trend leaders is with the efficiency and with 
the diversity compared to the conventional recommendation information.  

The conventional forecasting methods for the new item sales number have been 
based on the sales results of the similarity [14]. It is good for the new items that have  
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fewer criterions both to avoid the stock out and to achieve the large scale sales with 
some indexes for forecasting of the maximize sales items from the initial demand. At 
the same time, this forecasting will good for the inventory controlling to avoid the 
stock out with the understanding the timing for the customer needs with sharing the 
item demand information among the retail industries; the whole sellers and the manu-
factures. Then, this paper focuses on extracting the items that can be maximized sales 
number with the index of the trend leader. One the other hand, it is difficult to detect 
the ability with the trend leader of the item selection that foreseen the fashion in ad-
vance from the numerical data such as the ID-POS. 

To measure the indexes of the trend leader for each item, we take the following  
criteria; 
• How first purchased items from the release 
• How many purchased items that increasing of the sales number  

Let iN as the new item that the customer i purchases and iM as the items that in-

creased the sales number, the index of the trend leader (TL) is given as follows; 

                                  

1
j Mi

j

iN

t
TL

∈
∑

=  ( )M Ni i∈        (1) 

3.3   Extraction Results 

Table.2. indicates the results demography for the index of the trend leader (ITL) based 
on the extraction procedure. The maximum of the ITL was 6.91, and minimum ITL 
was 0 and the 8,707 customers in the 9,141customers became 1 or less for the index. 
The customer exceeded 6 or more was 3. 

Table 2. Demography for the Index of Trend Leader 

Index Customer % 

~1 8,707 95.25% 
~2 360 3.94% 
~3 45 0.49% 
~4 20 0.22% 
~5 4 0.04% 
~6 2 0.02% 

~7 3 0.03% 
total 9,141  

4   Recommendation Engines Comparison 

The index of the trend leader is one of the reference values, so that it is necessary to 
set the threshold of the index properly according to characteristics of the region, 
items, customer attributes, and sales policy. Then, index of more than 2 is assumed to 
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be a threshold, both to extract the trend leader and to recommend the items. In this 
paper, we took Taste [13] for the recommendation engine. As for the method for the 
similarity, the correlation coefficient was originally used, and changed the similarity 
method into the cosign distance from the correlation coefficient for holding many 
indexes of the similarity. 

4.1   Evaluation for the Systems 

Fig.2. indicates the results for the evaluation between the default recommendation 
engine and the improved one. The w/TL indicates the recommendation results based 
on the index of the trend leader in the figure. 

This indicates the average increase ratio for the sales number at least 1.43%  
rise with the proposed algorithms. Table.3 indicates the recommendation results  
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Fig. 2. Ave. Increasing Ratio for the Gross Purchase Number and the Early Purchase Effect 

Table 3. Recommendation Results Comparison 

 Max Min 
Average Increase Ratio(with/ITL) 2.88% 1.43% 
Average Increase Ratio 2.66% 1.33% 
Average Early Purchase Effect(with /ITL) 4.74 3.70 

Average Early Purchase Effect 2.91 2.56 
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comparison matrix. As for the average early purchase effect, to recommend the items 
that the trend leader purchased are expected the distinct results for the item sales 
maximization.This early purchase effect is good for not only recommendation for the 
right time but ready for the stock out of the items. 

From the results of the evaluation with the recommendation based on the trend 
leader, we have figure out the following issues; As the benefits for the recommenda-
tion with proposed indexes, detect the items that will increase sales number in the 
future,  

• Prevention from the stock out 
• Sales improvement for early purchase effect 
• Increase of the sale number 
As a result, we have succeeded to extract both the trend leaders from their purchase 
activities and the customer groups that became the trend leaders’ candidates from the 
ID-POS data. We found out the items that will become the high potential for the in-
creasing sales number in the future with the proposed indexes. The recommendation 
information from the trend leaders with high score made increase the sales number 
and shortened the days until purchasing. 

5   Conclusion 

In this paper, a basic research project in relation to the ID-POS transaction data analy-
sis was described. Finding out the formula for extracting the trend leaders among the 
customers, that which confirm that there is a possibility to make appropriate recom-
mendations to the other group member based on the transitions of the trend leaders' 
preferences.  

From the results of the evaluation with the recommendation based on the trend 
leader, we have figure out the following issues;  
• Prevention from the stock out 
• Sales improvement for early purchase effect 
• Increase of the sale number 
As the result, we have succeeded to extract the trend leaders among the custom-
ers, that which confirm that there is a possibility to make appropriate recommen-
dations to the other group member based on the transitions of the trend leaders' 
preferences and confirmed the effect of the recommendation with the trend lead-
ers’ preferences.  

We are able to make detailed decisions in the following three points: 1) to make 
appropriate recommendations to the other group member based on the transitions of 
the trend leaders' preferences; 2) to evaluate the effect of the recommendation with 
the trend leaders’ preferences; 3) to improve the retail management processes: preven-
tion from the stock-out, sales promotion for early purchase effects and the increase of 
the numbers of sales. 

This research was with the courtesy support of the local super market in Japan. We 
express appreciation to those involved. 
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Abstract. Policy plans published by government institutions have been widely 
available to the public on the Internet. However, it has been noted that there of-
ten exist many unclear expressions in the sentences. In this paper, we have pro-
posed a method of considering the level of ambiguity as relates to the amount of 
confidence the writer has in the implementation of the policy presented. In the 
policy plans analyzed in this study, many unclear expressions existed at the end 
of sentences. We also confirmed that such policies using unclear expressions 
lowered the rate of successful implementation as a whole. We also analyzed the 
appearance frequency of the expression “nado (and so forth)” which makes 
nouns and verbs within sentences unclear. As a result, we were able to confirm 
that the more expressions such as “and so forth” are used within one sentence, 
the lower the success rate of implementation of the policy becomes. 

Keywords: text mining; e-Government.  

1   Background and Purposes 

The rapid expansion of the Internet has provided vast amounts of literal computerized 
information. Finding significant knowledge from vast amounts of information is very 
important; however, it is almost impossible for humans to do that alone. In such an 
environment, the use of text mining is a highly effective method in order to automati-
cally analyze document information. 

However, automatic analysis is still inadequate when comprehending the writer’s 
intention and as to his thoughts and feelings described within the document. 

By using analogy in this study, we focused on the content of policy plans described 
by government institutions in order to examine methods to reason on the writer’s 
intention for policy implementation. Although policy plans in Japan are widely avail-
able to the public through media such as the Internet, many individuals have indicated 
that unclear expressions are contained within the text. As to one of the causes of these 
ambiguous expressions, we considered that the level of writer’s confidence could 
have an effect as to whether the policy stated in the document can be achieved or not. 
We examined whether the level of confidence could be viewed as an intention. 
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Text mining is a method to understand the meaning of the relevant document 
through morphological analysis and syntax analysis. This study aims to gain a deeper 
comprehension of the writer’s intention, by analyzing vague phrases and expressions. 

2   Related Studies 

There has been some previous research work that aimed to comprehend the inten-
tion of writers by utilizing text mining. Takahashi has analyzed the relationship 
between targeted stock prices by reading intentions from text data described in 
analysis reports by analysts [1]. Suzuki has worked on estimating writer’s intentions 
and feelings from emoticons that are frequently observed in colloquial descriptions 
made on the Internet [2]. 

In addition, some studies have been conducted to predict potential problems that 
may arise in the future by analyzing the content of documents. Murakami et al. have 
studied how predicting potential troubles that may appear in the future, by analyzing 
the content of project progress reports related to software development [3]. Takuma et 
al. have proposed a method that utilizes text data continuously stored in call centers in 
order to discover problems at an early stage [4]. 

3   About IT Policies in Japan 

In Japan, the Basic Act for the Formation of an Advanced Information and Telecom-
munications Network Society was established in 2000. Given this act, IT Strategic  
 

Table 1. Transition of Japan’s IT policies 
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Headquarters in which the Prime Minister serves as the Director-General was estab-
lished in 2001. In the same year, “e-Japan Strategy” that is Japan’s first comprehen-
sive IT policy [5] was also established. In the present study, we conducted analyses 
based on the policy plan publicized as e-Japan Priority Policy Program [6] out of all 
the IT policies. Table 1 shows the transition of Japan’s IT policies. 

The reason why we focused on this plan in this study is that the continuity of policy 
measures was easy to confirm, and success and failure of each policy measure was 
comparatively easy to judge. With respect to success and failure of individual policy 
measures, only those measures in public documents that have been considered to clearly 
be implemented with the goals achieved were regarded as implemented successfully. 

4   Comprehension of Intension Regarding Sentence-Ending 
Expressions 

To conduct our analysis we focused on the expressions used for the end of each sen-
tence that described the policy measure. The following expressions are used as sen-
tence-ending expressions: “… wo kento suru (to examine sth),” “… wo suishin suru 
(to promote sth),” or “… wo jisshi suru (to implement sth).” These Japanese expres-
sions used at the end of sentences can show the writer’s attitude toward the policy 
measure, namely the level of writer’s confidence. If sentence-ending expressions are 
directly linked to the level of the writer’s confidence, then we should be able to pre-
dict that the sentence-ending expressions have a correlation with the rate of successful 
policy measures.  

First, in the target document, we analyzed the type of sentence-ending expressions 
and their frequency of appearance. Fig.1 shows 21 types of sentence-ending expres-
sions that have a 1% or more of appearance frequency observed in the entire docu-
ment. On the whole, it seems that a significant bias exists in the sentence-ending  
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Fig. 1. Appearance frequency of each sentence-ending expression 
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expressions of administrative documents. The top 4 expression types cover a 40% of 
the total, and the top 10 expression types cover a 60% or more of the total. 

The following sentence-ending expressions came to the top: “okonau (conduct 
sth)” “hakaru (try to)” “jisshi suru (implement sth)” and “seibi suru (maintain sth)”. 
As to the common characteristic of these expressions, they do not have a single mean-
ing, but are verbs that can be widely used in various situations. The expression “oko-
nau (conduct sth)” is a versatile expression which can connect to a wide variety of 
words. The expression “hakaru (try to)” has a meaning close to the word “examine” 
which means “to consider and judge,” as well as multiple meanings such as “to plan” 
that indicates “to attempt to” and “to contemplate,” and “to put into practical use” that 
indicates “to process” and “to arrange.” The expression “seibi suru (maintain sth)” 
was used in the target document as follows: to maintain law, to maintain the system, 
to maintain the environment, and to maintain the foundation. In government institu-
tions, this expression seems to be used in wider concepts than used in general. 

The uses of such sentence-ending expressions widely combined with multiple 
meanings are preferred. This might be because the government can easily avoid re-
sponsibility even if the implementation of a certain policy does not go as planned. 

On the other hand, when the rate of successful policy measures of each sentence-
ending expression (the ratio where the policy was implemented and the goal was 
achieved) was analyzed, the results are shown in Fig. 2. 

It seemed that the rate of successful policy measures was dimidiate with regard to 
clear sentence-ending expressions that do not frequently appear. Those expressions 
such as “sakutei suru(formulate sth)” and “dounyu suru(introduce sth)” seemed to 
have a high success rate; however, other sentence-ending expressions with the mean-
ing of having a high barrier for implementation, such as “kanou to suru(make it possi-
ble to)” “kouchiku suru(structure sth)” and “jitsuyouka suru(put sth into practical 
use)” seemed to have a low success rate. 
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Fig. 2. Success rate of each sentence-ending expression 
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In contrast, regarding unclear sentence-ending expressions frequently used, the ex-
pression “okonau(conduct sth)” showed a success rate (57.1%) higher than the overall 
average (47%), whereas the expression “hakaru(try sth)” showed a 33.3% of success 
rate and the expression “jissi suru(implement sth)” showed 31.8%. These expressions 
showed very low success rates. 

5   Comprehension of the Intention Regarding the Expression “and 
So Forth” (“等(nado)”in Japanese) 

In administrative documents, the expression “and so forth” frequently appears com-
pared to general documents. This expression is used as follows: We are going to visit 
the United States, Britain, France, and so forth. This expression is often used in order 
to indicate that there may be other similar things in addition to the identical things 
earlier listed. However, a frequent use of this expression may cause a risk that the 
meaning of sentence becomes more and more vague. 

Table 2 shows the calculation and analysis results of the expression “and so forth” as 
it appeared in each chapter of the administrative document analyzed in the present 
study. 

Applications of this expression can also be categorized in the following three ways. 
[Noun application]: To obscure the meaning of nouns such as “the Internet and so 
forth,” “dispatched employees and so forth,” and “pharmacies and so forth.” 
[Verb application]: To obscure the meaning of verbs such as “to introduce sth and so 
forth,” “to submit sth and so forth,” and “to review sth and so forth.” 
[Other application]: Application other than the above ones such as “high-efficiency 
and so forth” and “fulfilling and so forth.” 

The appearance rate of the expression “and so forth” in each chapter was between 
0.7% and 1.2%, the average rate was 0.9%, and was applied as a noun 75% of the 
time. 

The rate of successful policy measures including the expression “and so forth” was 
between 28% and 47%. The average was 36%. Since the average rate of all the suc-
cessful policy measures was 47%, this fact shows that such policy measures applying 
 

Table 2. Appearance rate of “and so forth” 

Verb application
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Fig. 3. No. of the expression “and so forth” and the success and failure of policy measure 

the expression “and so forth” had the tendency to somewhat decrease the rate of suc-
cessful implementation. In the present study also, the lowest success rate of 28% was 
recorded in the chapter, “Administrative Computerization,” in which the expression 
“and so forth” most frequently appeared (1.2%). 

In addition, the number of times this expression appeared within one sentence 
which indicated the policy measure was also focused on and analyzed. At the most, 
this expression was used seven times within one sentence. 

When the rate of successful policy measures by the number of times the expression 
“and so forth” appeared, the rate was 48% when this expression appeared once, 48% 
for twice, 28% for three times, and 9% for four times. This result shows that the suc-
cess rate tended to decrease as the number of appearance increases (see Fig. 3). Only 
in the case where this expression appeared five times was there showed a 50% of 
success rate; however, both of the policy measures succeeded in implementation were 
where the measure formulated a legal system, and the name of legal system itself 
included “and so forth.” Thus such an exceptional result was produced. It seems that 
the more the sentence becomes obscure, the more the policy measure itself becomes 
unclear, and it ends up in failure without implementation. 

6   Conclusion 

In this study, we analyzed the content of policy plans described by the government in 
order to examine whether the writer’s intension could be comprehended. 

As a result of analyzing sentence-ending expressions contained in the document, 
we were able to confirm that there exists a correlation between sentence-ending ex-
pressions and the rate of successful policy measures. It would appear that a sentence 
including those unclear sentence-ending expressions frequently used tends to lower 
the rate of successful implementation. However, with regard to clear sentence-ending 
expressions, the success rate seems to broadly be divided in the one with a high suc-
cess rate and the other one with a low success rate. Given this analysis, we can say 
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that the level of the writer’s confidence for the implementation of policy measures can 
be shown in sentence-ending expressions. 

We were also able to confirm through analysis of the expression “and so forth” that 
there exists a high correlation between the number of times this expression is used 
and the implementation of policy measures. This expression is used in order to make 
the sentence meaning obscure. The more the document contains this expression, the 
more its concreteness becomes less. In other words, when a writer frequently uses this 
expression, it means the writer has no specific fixed image of the policy measure. 
This result shows that the level of writer’s confidence can be reflected by using such 
unclear expressions. 

It is appropriate to consider that the same kind of state can be observed in adminis-
trative institutions as well as ordinary businesses. 

We are interested in examining numerical expressions that have meaning in order 
to increase sentence clarity in the future. We would like to continue this study aiming 
at comprehending the correlation between written expressions and the writer’s inten-
tion with a higher degree of accuracy. 
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Abstract. In system development projects, there is increasing number of cases 
requiring decision making to be conducted using official process. In this paper, 
the idea of Analytic Hierarchy Process and Linear Programming are introduced 
into the framework of the traditional decision making process. In addition, deci-
sion making process is continuously improved by eliminating cognitive bias in 
evaluator, by registering the differences between the initial decision making re-
sult and corrected result to Knowledge Database. The proposal was applied to a 
real case and the width of correction required has reduced after series of process 
improvements.  

Keywords: Decision making Process, Kepner-Tregoe Method, AHP Method, 
Linear Programming, Cognitive biases. 

1   Introduction 

Recently, there is increasing number of cases in system development projects where 
decision making (hereafter, abbreviated as DM) using official process is required. An 
example is selection of outsourcing companies (hereafter, abbreviated as OCs).  

However, it is very difficult and unrealistic for the project managers to investigate 
advanced expertise of evaluation method like simulation model or probability model 
and establish process for selecting OCs within tight development schedule. As a re-
sult, there are few cases where evaluation method process implemented effectively. 
From these backgrounds, establishment of the decision making process for selecting 
OCs is taken up as the theme of this research. 

As an early research on outsourcing of IT Management, Lacity [1] pointed out that 
the success condition of the outsourcing depends on the maximization of flexibility 
and the control ability of the system and discussed a concrete selection method for 
selecting OCs. Huber [2] listed various conditions of selecting OCs which change 
high fixed costs into the additional value ahead, then discussed a method for candi-
date organizations selection. Cross[3] reported on the means to evaluate the candidate 
company list of outsourcing under principle of competition in IT outsourcing strategy. 
However, there is no specific previous research that objectively evaluated the DM 
process for selecting OCs in system development projects. 
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2   Issues to Be Solved in the Traditional DM Process 

A traditional DM method is used to establish DM process. The traditional DM proc-
ess has its root in Kepner-Tregoe Method [5] that is developed in the United States 
and is executed by following steps: 1)Define issue that is requiring decision,2)Set up 
the evaluation criteria for the alternatives, 3)Set relative weight of the evaluation 
criteria,4)Enumerate all alternatives, 5)Evaluate alternatives based on the crite-
ria,6)Evaluate value combining criteria weight and each value,7)Select the highest 
score of the comprehensive evaluation. 

The aspect of the traditional DM process is that in Step 2 where the criteria are 
weighted and in Step 5 where the alternatives are evaluated, numerical values are 
used in evaluation. Therefore, total score is semi automatically calculated.  

2.1   Issue of Weighting Criteria 

Weighting Criteria is that selection criteria are classified into absolute conditions and 
relative conditions, and weight is set to respective relative conditions. The absolute 
condition is a mandatory condition such that must be met. On the other hand, a rela-
tive condition is such that it is preferred to be met, but not an absolute condition.  

The criteria in traditional DM method are usually evaluated by ten stages evalua-
tion where score of 1-10 is set on each of the relative conditions. However, the ration-
ale of the logical grounds is extremely vague. It might be difficult to reproduce the 
same point accurately, even when the same evaluator executes it twice. 

Clear grounds to grade do not exist when one evaluates by 10 stages for the criteria 
in relative condition. This becomes the issue in weighting criteria. 

2.2   Issue of Alternatives Evaluation 

It is difficult for evaluator to objectively evaluate the alternatives numerically due to 
cognitive biases. Cognitive bias is the phenomenon that evaluation of certain object is 
dragged by a remarkable feature, or misinterpreted by influence from specific infor-
mation.  

For example, Halo Effect that the evaluation is unnecessarily improved due to in-
troduction by the customer, Ranking Inflation that makes the evaluation lenient when 
the candidate has long term association, or Ranking Compression that the evaluation 
becomes noncommittal near center saying "It cannot be said either" [6].  

The issue to be solved is that the alternatives are to be evaluated objectively with-
out influence of cognitive biases. 

3   DM Process for Selecting OC 

A method to solve the issues of traditional DM process is proposed here. The method 
consists of three phases shown in Figure 1. 
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Fig. 1. Decision Making Process for Selecting Outsourcing Company 

Phase 1: Applying AHP for Weighting Criteria 
In this paper, by using Analytic Hierarchy Process [7] (hereafter, abbreviated as 
AHP), relative conditions are weighted. AHP is a technique for choosing the best 
evaluation by synthesizing a relative importance of the element in each hierarchy after 
arranging them to a layered structure of target, evaluation criteria, and alternative 
approach.  

Weight is set at an average value of a pairwise comparison. Point is set from the 
classification of (1) Same, (3) a little, (5) rather, (7) plentifully, (9) Absolutely (in-
verse is used when one calculates opposite way) [8].  

The product of the evaluation result of the criteria is calculated and their geometric 
mean is determined. Then proportion of each geometric mean to the total of the geo-
metric mean is considered to be the weight. 

 
Phase 2: Evaluate Alternatives and Verification using Linear Programming 
Alternatives are evaluated by criteria and an integrated point is calculated. Then the 
result is verified by Linear Programming (hereafter, abbreviated as LP). LP is a tech-
nique used to calculate the optimum. 

The 1st and 2nd place alternatives of the result by 10 points evaluation are verified 
using LP. Evaluation point required for the 2nd place alternative to exceed point of 1st 
place alternative is calculated by LP method. Then, more than two people compare 
these values to verify that there was no effect of cognitive bias. 

For instance, there is possibility to generate Cognitive biases due to the person in 
charge of the evaluation with insufficient understanding of either relative conditions, 
past incident of delivery delay and/or a quality trouble by OC in question. 

 In such cases, reevaluation is required having person in charge of the evaluation 
replaced to those who is unlikely to have cognitive bias. If there is difference between 
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original and second evaluator, the value determined by "second evaluator's point mi-
nus original evaluator's point" is recorded as “Cognitive Bias Point”. 

 
Phase 3: Optimization of Evaluation using Knowledge Database 
Next, using the cognitive bias points obtained in 3.2, evaluation value is optimized. 
Cognitive bias point is such that when evaluator evaluates a relative condition against 
a specific alternative, evaluation value increases or decreases in constant direction by 
influence of constant cognitive bias. Examples of Cognitive Bias Points are such that; 

 Evaluator-A evaluates the quality control level of Company-C 2 point lower. 
 Evaluator-B evaluates the skill of SAP engineers in Company-D 3 point higher. 

When the point obtained from LP is judged to be more appropriate compared to the 
initial point, then it can be said that there is cognitive bias in evaluation of relative 
condition of alternatives. Then, a matrix of evaluator, relative condition, and alterna-
tive is created, and the cognitive bias point is registered to Knowledge Database 
(hereafter, abbreviated as KDB). 

When a similar case (same evaluator, relative conditions, and alternatives) oc-
curred, the mean value of their cognitive bias points is registered, which is calculated 
by total cognitive bias points and execution frequency. At next occasion of DM, the 
evaluation value is adjusted appropriately by subtracting the cognitive bias points 
from the evaluated value to prevent cognitive bias. 

 4   Application Evaluation 

In this chapter, effectiveness of the proposal in this paper to the DM process is evalu-
ated by applying to a real system development project. 

4.1   Case Study 

The case used here is a scene of selecting an OC in system development project in IT 
vender ‘Company-N’ with CMMI Level 3.  

The rationales for outsourcing to the external organization include; to focus on the 
core competence; to pursue cost advantage. However, despite outsourcing being pro-
moted to achieve cost advantage, number of troubles such as delivery delay or quality 
issue, due to skill-shortage and lack of communication capability in OCs has oc-
curred. The maximum budget of the project for outsourcing development is 12 million 
yen. System to be outsourced is the program development of SAP software operated 
on Windows Vista. A bridge engineer is to be assigned between Japan and offshore 
site, with strong expectation for fluent Japanese capability.  

4.2   Application of the Proposal to Case 

DM process of selecting OC proposed in this paper is applied to the case. Details are 
as follows. 
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1) Define the Policy of DM. Company-N is to pursue cost advantage. Cheaper out-
sourcing is crucial, but cost is not the only criteria for selecting OC as quality problem 
had occurred in the past when OC was selected solely by cost.  

Hence, Company-N established the basic policy for OC selection, which is “Cost is 
primary criteria, but not the only criteria. OC with capability of Japanese language, 
knowledge of Japanese culture, and abundant experience in SAP is to be selected”. 

 
2) Establish Absolute and Relative Conditions as Criteria. Since project cannot 
have a deficit, upper bound for budget of project and outsourcing cost are fixed be-
forehand. Moreover, having abundant SAP experiences is indispensable to prevent 
similar quality issue. It is preferable that criteria are clear judgment criteria. Hence, 
numerical value was put into criteria and absolute conditions were set as follows. 

Table 1. Establish Evaluation Criteria (Absolute Condition) 

 Conditions 
Abs. Criteria 1 Order cost is less the 12 million yen 
Abs. Criteria 2 More than 5 years of SAP Experience 
 
Also, as Company-N has experienced some delivery delay in offshore development 

in the past, number of years for maintenance contract, deal results, and capability to 
manage project using Japanese language only is defined in the policy of DM. To 
guarantee technical skill, number of SAP qualifications holders was set as relative 
condition. 

Table 2. Establish Evaluation Criteria (Relative Condition) 

 

Conditions 
Rtv Condtn 1 Years for Maintenance Contract 
Rtv Condtn 2 Deal Results 
Rtv Condtn 3 Capability to manage project using Japanese Language 
Rtv Condtn 4 No. of SAP Qualification Holders  

 
3) Weighting the Relative Criteria by AHP Method. Next, relative conditions 
shown in Table 2 are weighted and importance is set. To set importance to criteria, the 
AHP method is applied as described in 3.1. 
 

 Main Deal Jap SAP Calculations Product GeoMean Weight 

Main 1 3 5 7 1*3*5*7 105.0 105.0 0.575 
Deal 1/3 1 1/3 1/3 1/3*1*1/3*1/3 0.037 0.037 0.079 
Japan 1/5 3 1 7 1/5*3*1*7 4.200 4.200 0.257 
SAP 1/7 3 1/7 1 1/7*3*1/7*1 0.061 0.061 0.089 
      Total 5.57 1.000 

Fig. 2. Criteria Prioritization by AHP 
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4) Enumerate all alternatives. Company-N has already achieved CMMI Level3 
(Staged Representation). CMMI is used for process management, and candidate of 
OCs is predefined as "Supplier's Candidate's List" or "List of Desirable Supplier" as 
defined in ‘Supplier Agreement Management’ process. 

In the "Supplier's Candidate's List", entire candidate OCs are listed, which were  
selected by considering “Geographical location of the supplier”, “Supplier’s perform-
ance record on similar work”, “Engineering capabilities”, “Staff and facilities avail-
ability to perform work”, “Prior experience in similar applications”. Actually, there 
were only five candidates OCs that meet criteria, so all of these candidates became 
alternatives.  

 
5) Evaluation of Alternatives against Absolute and Relative Conditions. Now, 
alternatives are evaluated based on selection conditions. There are five OCs alterna-
tives in the case of Company-N. Firstly, absolute conditions are judged by  X. Can-
didate OCs are requested to submit cost and SAP development years to Company-N. 
As a result, as two companies did not meet at least one of absolute requirements, 
hence evaluation result was X (NO GO) for both of them. Three remaining companies 
had met both requirements, evaluation result was  (GO) respectively. 

Alternatives that had met absolute conditions are evaluated against relative condi-
tions. In evaluation of relative conditions, alternatives are compared and 10 point is 
given to the alternative that best meet relative condition. Next, 1-9 point is set to other 
alternatives by comparison with alternatives with 10 point. Therefore, 10 point is 
given to one alternative and similarly 1-9 points to other alternatives. 

Having completed weighting relative conditions and evaluation of each alternative, 
score of each alternative was obtained by calculating product of evaluation point and 
weight of relative conditions. This was repeated for all relative conditions, and sum of 
these are considered to be the total score. 

Figure 3 shows evaluation result in Company-N. At this point, alternative-A be-
comes the highest total score and hence it will be selected. 

 

 
  Alt. A Alt. B Alt. C Alt. D Alt. E 
Abs Cond Eva Cler Eva Cler Eva Cler Eva Cler Eva  Cler 

A 1 Cost 12  12  11  13 X 11  

A 2 SAP  5  6  5  6  4 X 

Rtv weight Eva Sco Eva Sco Eva Sco Eva Sco Eva Sco 

R 1 0.575 9 5.175  8 4.600  10 5.757     
R 2 0.079 7 0.553  10 0.790  6 0.474     
R 3 0.257 10 2.570  7 1.799  7 1.799     
R 4 0.089 7 0.623  10 0.890  6 0.534     

 Total 8.92  8.08 8.56   

Fig. 3. Evaluation for Relative Conditions and Total Points 

6) Correction of Cognitive Bias using LP.Here, total score of the highest score al-
ternative is 8.92, so evaluation result of a relative condition that yield total score of, 
say 9 point, is calculated by LP. Result is shown in Figure 4 (right most column).  
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Alternative C in figure 3 and the LP value in Figure 4 are compared. The value of 
alternative C and LP are same for relative conditions 1 and 3. Hence, for remaining 
alternatives 2 and 4, evaluator, contents of relative conditions and Company-C itself 
are investigated whether cognitive biases of “Negative Leniency” had any influence. 

First of all, relative condition 4 ‘No. of SAP Qualification Holders’ is investigated. 
Number of qualification holders is evaluated here, and this is objective value and 
hence there is no room for cognitive bias to take place.  

Next, relative condition 2 ‘Deal Results’ is investigated. There were three past en-
gagements between Company-N and Company-C. No particularly significant “Nega-
tive Leniency” was found. On the other hand, Company-A with high evaluation result 
had a long term relation of more than 20 years, since company establishment. It seems 
that there are feelings that Company-A cannot be eliminated in selection. There is no 
“Negative Leniency” for Company-C, but “Halo effect” to Company-A. The evalua-
tion of Company-C was relatively low, so the evaluation point was changed to 8 point 
as calculated by LP. 

From this, total score of alternative C became 8.72 as a result. However, this value 
is still lower than of alterative A, and hence, alternative A is selected as final  
alternative.  

 

(Net multiplication part of alternative C in Figure 4). 

  Alternative A Alternative C Liner Program 
R.C Weight Evaluation Score Evaluation Score Evaluation Score 

1 0.575 9 5.175 10 5.757 10 5.750 

2 0.079 7 0.553 8 0.474 8 0.659 

3 0.257 10 2.570 7 1.799 7 1.766 

4 0.089 7 0.623 6 0.534 9 0.824 

 Total 8.92 8.72 9.00 

Fig. 4. Verification using LP 

7) Corrective Action by use of KDB.  Evaluation of alternatives is improved by 
registering result of the verification in KDB and reflecting it in future evaluation. 

The conditions of corrective action of cognitive bias using LP are recorded, and 
matrix with evaluator, relative condition and alternatives, is created. With similar case 
(same evaluator, relative conditions, and alternatives) occurred, the mean value is 
registered, which is calculate by total cognitive bias points and execution frequency. 
For example, if cognitive bias point at next execution was +3 point, then total (5) is 
divided by executed frequency (2), and mean of 2.5 is registered in KDB. 

For next time when Evaluator-A evaluates deal result of Company-C, this value is 
subtracted from evaluated result. 

4.3   Evaluation  

The proposal of in this study is evaluated by increase or decrease of correction fre-
quency of the cognitive bias point in application to cases. 
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When the cognitive bias is observed in DM process explained in 4.2, this is cor-
rected. This correction should not be necessary from the next execution because the 
cognitive bias is subtracted and evaluate by use of KDB in similar cases. 

Figure 5 is a correction transition of the cognitive bias points when this proposal is 
continuously applied for the DM process in Company-N. It can be observed that the 
value is corrected gradually, and correct decision is made without any noise. 

5   Conclusion 

In this paper, considering that traditional DM process is not sufficient to provide reli-
able DM process, application of AHP and LP is proposed. In the real case study in 
Company-N, the effect of cognitive bias in DM process was gradually decreased.  

However, in order to declare that the DM process for selection of OC is successful, 
actual project should succeed in points of quality, cost, and delivery date, with contri-
bution of OC to the success. Contribution to such a project result is not appreciable in 
this paper. This is a future task. 
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Abstract. In the man-machine interfaces, it is important to use dialogue under-
standing technologies.  One of the practical application fields is a question and 
answering (QA) systems.  In order to reply appropriate answers for user’s ques-
tions, this paper presents a dialogue technique by transforming semantic expres-
sions for both requests and answers.  The measurements for the disrepute of the 
QA system are introduced for requests and answers, respectively.  For the  
KAMOKUMA QA system generating answers which are reflecting user’s in-
tension, the presented scheme is applied.  For the AQ data with 7,518 requests, 
the real time simulation to estimate user’s sufficiency is computed. 

Keywords: Question and Answering, Dialogue Systems, Semantic Expressions. 

1   Introduction 

In the man-machine interfaces, it is important to use dialogue understanding tech-
nologies.  One of the practical fields is a question and answering (QA) systems, and it 
requires both the user’s satisfaction related to the quality and the amount of questions 
to be managed. There are many QA researches for large databases, but they is no 
relation to CRM schemes [5] [6] [7].  The CRM researches include answering opinion 
questions by [15], good and bad expression understanding by [13], sentence subjectiv-
ity by [14], and estimating sentence types by [12]. 

One solution is to control the QA systems by human operators like a call center. In 
fact, operator can achieve response with good quality for users, but it is impossible to 
manage many questions because of high human expenses.  A FAQ（Frequently 
Asked Questions）scheme is a well known approach that users can find good an-
swers.  It is difficult to determine whether the FAQ service is sufficient, or not.  
Hammond et al.[16] presented knowledge navigation of FAQ systems, but there was 
no discussion about evaluation of the FAQ service.  The behavior of the FAQ scheme 
is similar to the QA system that takes questions as the input and replies answers be-
cause FAQ knowledge bases are static in general.  Thus, this study is very important 
to analyze and to classify questions and answers of FAQ knowledge. Understanding 
approaches for the affective expressions [7] must be introduced, not text classification 
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approaches by [8] [9] [10] [11]. Harada et al.[17] proposed another approach based on 
the levels of questions and answers for FAQ knowledge. In the approach, 1) Ques-
tions are classified by four types, IMPOSSIBLE, SIDE EFFECT, INSUFFICIENT 
and UNCLEAR, and the degree for each type is defined. 2) Measurement of kindness 
for solutions is defined by classified answers. Answers are classified by four types, 
ACTION, CONFIRMATION, EXPLANATION, and NO PROBLEM, and the degree 
is defined. 3) Measurements of sufficiency for the whole FAQ service are introduced 
by the 1) and 2).  

This paper presents an intension understanding scheme and the measurement of 
disrepute of the QA system by extending the method of Harada et al.[17].  Questions 
are classified by four types based on the strength of request. Answers are classified by 
five types based on the politeness of answers. By using the presented method, the QA 
system can generate answers reflecting user’s intension. This approach is evaluated 
by the AQ data with 7,518 natural language requests.  The proposed scheme is ap-
plied to the KAMOKUMA QA that can generate answers reflecting user’s intension. 

2   QA Systems Based on Semantic 

2.1   The Construction of QA Systems 

The concepts of the QA system to be discussed here is to take semantic expressions 
for the input and to generate the corresponding semantic expressions as shown in 
Figure.1.   The input semantic expressions must reflect on user’s requests, or prob-
lems, and the output must include information to resolve the problems.  Although the 
scheme of Harada et al.[17] is restricted to the FAQ systems, the aim of the presented 
method is to reflect politeness of more general QA systems. 
 

 
 
 
 
 
 
 

Fig. 1. An Illustration of QA Systems 

2.2   Semantic Expressions [17] 

A questioner is classified into three kinds of types: interrogative, imperative and de-
clarative sentences.  Consider each sentence requesting a drink as follows:  

1)  Interrogative sentence: “Don’t you get a drink?”  
2)  Imperative sentence:  “Give me a drink.” 
3)  Declarative sentence:  “I want a drink.” 

Although the above examples have direct intentions requesting a drink, many ques-
tions have indirect intentions.  This is called an indirect speech act.  Consider a ques-
tion (1) “Aren’t you thirsty?” with indirect intention.  “How about some juice?” is one 
of the right answers if a questioner’s intention is “I want a drink.”  The intention  

Questions Answers 

Semantic Expressions for Answers Semantic Expressions for Requests 
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understanding depends on the dialogue situation and the semantic expression with a 
situation attribute must be formalized. 

The stated indirect intention of question (1) = “Aren’t you thirsty?” can be represented 
by [Moisture is insufficient in the situation C], and the more formal description of a ques-
tion semantic expression is denoted by [[[C],[SITUATION]];[[moisture],[OBJECT]]; 
[[insufficient], [CLAIM]]], where [] specifies semantic representations and [A] of 
[[A],[B]] is the attribute value for attribute [B]. In order to define an answer semantic 
expression corresponding to expected answer (a) for question (q), the question semantic 
expression is transformed by replacing [[insufficient],[CLAIM]] into [[supply], [SOLU-
TION]]. The transformed semantic expression is the answer semantic expression and it is 
represented as follows: 

[[[C],[SITUATION]];[[moisture],[OBJECT]]; [[supply], [SOLUTION]]]. 
 However, suppose that [C] is [the questioner with a juice and the respondent with 

no juice].  In this situation, the following dialogue is very strange. 
Question (1) = “Aren’t you thirsty?” , Answer (a) = “How about some juice?” 
One of right answers is “Please”.  Therefore, the following semantic expressions are 

defined. A question semantic expression = [[[the questioner with a juice and the respon-
dent with no juice],[SITUATION]]; [[moisture],[OBJECT]];[[sufficient],[REQUEST]]]. 
An answer semantic expression = [[[the questioner with a juice and the respondent with no 
juice],[SITUATION]];[[moisture],[OBJECT]];[[supply],[SOLUTION]]]. That means that, 
the questioner knows that the respondent has no juice and that he/she hopes to give his/her 
juice to the respondent.  

2.3   Transforming Semantic Expressions 

In the dialogue, a questioner provides useful answers resolving his/her requests, but it 
is difficult to reply good answers for any questions.  Therefore, this section discusses 
a formal definition for dialogue systems by defining a Q-CLASS attribute [17]. The 
Q-CLASS attribute means the degree of questioner’s requests and it is defined by four 
kinds of levels.   

We can define the degree of user’s requests by using Q-CLASS.  By introducing 
additional attributes, the formal description of semantic expressions for questions and 
answers are as follows: 
 
[Definition 1]. The question semantic expression SEMANTIC(p) for question p is 
defined as [C(SITUATION); x(OBJECT); i(CLAIM); a(Q-CLASS)].   

Consider question p =“The printed character is unclear”. The question semantic 
expression is [[[printing], [SITUATION]]; [[character], [OBJECT]]; [[unclear], 
[CLAIM]]; [[INSUFFICIENT],  [Q-CLASS]]]. 
 
[Definition 2]. The answer semantic expression for question semantic expression 
SEMANTIC(q) is defined as TRANSFORM(SEMANTIC(p)). 

Consider question semantic expression SEMANTIC(p) = [[[printing], [SITUA-
TION]]; [[character], [OBJECT]]; [[unclear],[CLAIM]];[[INSUFFICIENT],[Q-
CLASS]]].  It means that [the user hopes that the printed character becomes clear]  
and one of the expected answers should be [recommend change the cartridge]. The 
answer semantic expression TRANSFORM(SEMANTIC(p)) becomes  [[[printing], 
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[SITUATION]]; [[cartridge], [OBJECT]];  [[change], [SOLUTION]]; [[ACTION], 
[A-CLASS)]]].  We can define the degree of answers by using A-CLASS. 

 
[Definition 3]. For the semantic expression r, SURFACE(r) defines a set of surface 
sentences. 

Consider the question semantic expression r = [[[printing], [SITUATION]]; [[car-
tridge], [OBJECT]]; [[change], [SOLUTION]]; [[ACTION], [A-CLASS)]]], SUR-
FACE(r) includes sentence “The printed character is unclear”.  By the same manner, 
for the answer semantic expression r = [[[printing], [SITUATION]]; [cartridge], [OB-
JECT]]; [[change], [SOLUTION]]; [[ACTION], [A-CLASS]]], SURFACE(r) in-
cludes “Please change a cartridge”. 

 
Figure 2 shows an illustration of understanding process for the question “The printed 
characters are unclear” and the answer semantic expression. 

In this case, value [printing] of attribute SITUATION is kept as the same value in 
the answer semantic expressions, but there are many semantic expressions to be 
changed.  Consider question p’= “Paper is got blocked in printing” 

SEMANTIC(p’) = [[[printing], [SITUATION]]; [[paper], [OBJECT]]; [[block], 
[CLAIM]]; [[SIDE EFFECT], [Q-CLASS]]] and TRANSFORM(SEMANTIC(p’)) 
includes [[[paper setting], [SITUATION]]; [[sheet holder], [OBJECT]]; [[fixed], 
 

p = “The printed character is unclear” 

q = “Please change the cartridge” 

Question semantic expression 
SEMANTIC(p)

Answer semantic expression 
TRANSFORM(SEMANTIC(p)) 

Generation answer q in  
SURFACE(TRANSFORM(SEMANTIC(p)))

[[[printing],[SITUATION]];[[character],[OBJECT]]; 
[[unclear],[CLAIM]];[[INSUFFICIENT],[Q-CLASS]]] 

[[[printing],[SITUATION]];[[cartridge],[OBJECT]]; 
[[change],[SOLUTION]];[[ACTION],[A-CLASS)]]] 

 
Fig. 2. Transformation of semantic expressions 
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[SOLUTION]]; [[ACTION], [A-CLASS]]] as one of answer semantic expressions.  
This case means the situation of question p’ is focusing on the detailed situation in the 
answer. 

3   Degree of Disrepute for QA Systems 

The emotion intension for requests is defined as 81 classes as shown in Figure 3. By 
using classes of Figure 3, the following Q-CLASS is defined. 
 

 

 
Fig. 3. Classes of request intensions 
 
 

1)glad Reputation 2)good news Reputation 3)lucky Reputation 

4)happy Reputation 5)relieved Reputation 6)celebrate Reputation 

7)grateful Reputation 8)impressed Reputation 9)satisfied Reputation 

10)comfortable Reputation 11)delicious Reputation 
12)satisfied with the 
effect 

Reputation 

13)satisifed with the 
price 

Reputation 14)pleasure Reputation 15)expectation Reputation 

16)enjoyable Reputation 17)pretty Reputation 18)laugh Reputation 

19)entertainment Reputation 20)compliment Reputation 21)like Reputation 

22)encourage Reputation 23)in good shape Reputation 24)popular Reputation 

25)quick support Reputation 26)kind support Reputation 
27)compliment for the 
support 

Reputation 

28)clear explanation Reputation 29)good Reputation 30)anger Complaint 

31)dressing-down Complaint 32)dissatisfaction Complaint 33)dishonor Complaint 

34)animosity Complaint 35)criticism Complaint 36)uncomfortable Complaint 

37)slander Complaint 38)brackish Complaint 
39)dissatisfied with the 
effect 

Complaint 

40)poor support Complaint 41)unkind support Complaint 
42)dissatisfied with the 
support 

Complaint 

43)dissatisfied with 
the price 

Complaint 44)unclear explanation Complaint 45)no response Complaint 

46)angriness Complaint 47)sad Complaint 48)bad news Complaint 

49)unlucky Complaint 50)resignation Complaint 51)lamentable Complaint 

52)disappointment Complaint 53)apology Complaint 54)lonely Complaint 

55)pity Complaint 56)regret Complaint 57)shocked Complaint 

58)worry Complaint 59)rough Complaint 60)sadness Complaint 

61)fear Complaint 62)anxiety Complaint 63)dislike Complaint 

64)bothered Complaint 65)in bad shape Complaint 66)unpopular Complaint 

67)abuse Complaint 68)bad Complaint 69)surprised Others 

70)request Request 71)demand Request 72)suggestion Request 

73)query Question 74)inquiry Question 
75)application for 
membership 

Reputation 

76)application for 
withdrawal 

Complaint 77)want to buy Reputation 78)don't want to buy Complaint 

79)sold Reputation 80)not sold yet Complaint 81)invitation Others 



 Intelligent QA Systems Using Semantic Expressions 313 

 

Table 1. Measurement DISREPUTE(Q-CASS, A-CLASS)  
 

 

 

 
Fig. 4. The KAMOKUMA QA system 

 
 

Q-CLASS 
A-CLASS 

LEVEL 4 LEVEL 3 LEVEL 2 LEVEL 1 

 
LEVEL 4 
 

 0(No dissatisfaction)  1(Overreaction, A little 
dissatisfied) 

 2(Missing points, Very 
dissatisfied) 

 4(Failure of Intension 
understanding, Terribly 
dissatisfied) 

 
LEVEL 3 

1(No concrete instruc-
tion, Very dissatisfied) 

0(No dissatisfaction) 1(Missing points, A little 
dissatisfied) 

3(Failure of Intension 
understanding, Strongly 
dissatisfied) 

 
LEVEL 2 

2(Only feedback, A 
little dissatisfied) 

0(No dissatisfaction) 1(Missing points, A little 
dissatisfied) 

2(Failure of Intension 
understanding, Very 
dissatisfied) 

 
LEVEL 1 

3(Strongly dissatis-
fied) 

1(A little dissatisfied) 1(Missing points, A little 
dissatisfied) 

2(Failure of Intension 
understanding, Very 
dissatisfied) 

LEVEL 0 4(Terribly dissatisfied) 3(Strongly dissatisfied) 2(Strongly dissatisfied) 0(Satisfied) 

ILU Dialogue Understanding Engine   QA system KAMOKUMA 

I have a touch of cold and a little fever. *You can’t stand because you are not in good shape, can 

you? 

*You had better not be lack of sleep. 

*Are you interested in how to relax? 

Talk 

Keyword a tough of cold, a little fever 

hearsay 

*She/He might not be in good shape. 
*She/He had better not be lack of sleep/ 

Dialogue  
intention 

You can’t stand because you are not in good shape, 
can you? 

Dialogue 
opinion 
Question 

Hearsay 
intention 
Hearsay 
opinion 

You had better not be lack of sleep. 

Are you interested in how to relax? 

She/He might not be in good shape. 

You had better not be lack of sleep. 

Dialogue 

Intension Cold 

Field Illness 

Greetings 
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(1) Q-CLASS = [LEVEL 4] : 
For example, “I have a high fever because of the cold. (Complaint)” means a very 

serious claim, then it is defined as Q-CLASS = [LEVEL 4]. 
(2) Q-CLASS  =  [LEVEL 3] : 

For example, “I think I have a cold.（Request）” means a general  claim (request), 
then it is defined as Q-CLASS = [LEVEL B]. 

(3) Q-CLASS = [LEVEL 2] : 

For example, “Can I stop my cough? （ Question ） ” means weak 
claims(questions), then it is defined as Q-CLASS = [LEVEL 2]. 

Q-CLASS = [LEVEL 1] : 

For example, “My cold got better.  Thank you.（Satisfaction）” means satisfac-
tion, then it is defined as Q-CLASS = [LEVEL 1].   

Suppose that the input is “I have a high fever because of the cold.  (Complaint)”.  
Then, an A-CLASS attribute is defined as 4 kinds of levels. 

A-CLASS = [LEVEL 4] 
For example, “There is ABC hospital near here.  The phone number is 123-456-

789.” suggests a concrete solution, then it is defined as A-MODE = [LEVEL 4]. 
A-CLASS =[LEVEL 3] 
For example, “Please take your temperature.  Do you cough?” means actions, then 

it is defined as A-CLASS = [LEVEL 3]. 
(3)  A-CLASS = [LEVEL 2] 
For example, “My temperature is almost over 40 degrees C.  I had better go to the 

hospital.” means a just explanation, then it is defined as A-CLASS = [LEVEL 2]. 
(4)  A-CLASS = [LEVEL 1]: For example, “What should we do?” means no con-

crete solution, then it is defined as A-MODE = [LEVEL 1]. 
(5)  A-CLASS = [LEVEL 0] : For example, “That’s good.” means agreement for 

satisfaction, then it is defined as A-MODE = [LEVEL 0]. 
By using Q-CLASS and A-CLASS, the measurement of disrepute for QA systems 

can be defined by DISREPUTE(Q-CASS, ACLASS) as shown in Table 1, where 
definition depends on the above examples. 

4    Experimental Observations 

In the simulation, the natural language analyzer with retrieving a variety of dictionar-
ies has been utilized by using many techniques [1] [2] [3] [4]. The KAMOKUMA  
QA system by the presented method has been developed.  Figure 4 shows the demon-
stration picture. 

For the KAMOKUMA system, 7,518 questions have been prepared for six kinds of 
requests for foods(1,367questions), trips(1,243 questions), health(1,082 questions), 
beauty(1,355 questions), products(1,234 questions) and sports(1,237 questions).   
Figure 5 shows the results of DISREPUTE(R-CASS, ACLASS). 

From the simulation results, the DISREPUTE can be utilized to take directly the 
tendency of user’s disrepute for QA systems.  Intension understanding is very difficult 
techniques, but it turns out that the KAMOKUMA system has the understanding rate 
from 52% to 72%.  The presented method can be applied to surveillance of the whole 
QA service using natural language processing schemes. 
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Fig. 5. The results of DISREPUTE(R-CASS, ACLASS) 

5   Conclusions 

This paper has been presented an estimation method of the QA service by introducing 
the following measurements: 1) user’s disrepute for requests which is defined by four 
types of classifying questions and by four types of classifying answers.  The formal 
measurement of disrepute in the QA systems has been defined. 

The presented approaches have been evaluated by the KAMOKUMA QA system 
with 7,518 questions. Moreover, the real time simulation to estimate user’s suffi-
ciency (disrepute) has been computed.  From this evaluation, it turned out that the 
presented approach is useful and effectiveness. 
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Abstract. The prospect of widespreading the Internet in business world is 
enabling new ways of solving our several business problems with many Q&A 
web sites. It is hard to say that good communication is carried out in these sites, 
because a lot of speakers may speak inconsistently in same site at same time. 
Therefore, we extracted the egocentrism from language expressions in words at 
some Japanese Q&A sites and tried to extract the gap of the mutual 
understanding in these words of business based on the egocentrism in this study. 
Specifically, we defined the weights for properties of presumed egocentrism with 
the method that presumes the egocentrism from language expressions in our 
previous study. We can presume the gap of the mutual understanding in the text 
data of business Q&A sites that have dialogue form by using the weights and 
calculating the strength score of the egocentrism in speech unit. We also 
evaluated this method with text data of business world in real Q&A sites and 
confirmed its effectiveness. 

Keywords: Egocentrism, Gap of the mutual understanding, Q&A site. 

1   Introduction 

In recent years, the prospect of widespreading the Internet in our business society is 
enabling new ways of solving our several business problems with many Q&A web 
sites. Many companies utilize such sites to support their products to their users and 
improve the operational efficiency and the customer services. For example, OKWave 
is one of the famous Japanese Q&A sites for company’s user support functions. Since 
such sites have a role as a field to resolve problems and an accumulating method to 
gather the collective intelligence, it is expected that extraction knowledge from them 
by the analysis using computational processing. However, it is hard to say that a good 
communication is performed in these sites, because a lot of speakers may speak 
individually in the same site at the same time [1]. This problem also causes 
difficulties of the automatic knowledge extraction. And managing sites itself may be 
exposed to a crisis. Therefore, in this study, we extracted the egocentrism from 
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language expressions in words at some Q&A sites and tried to extract the gap of the 
mutual understanding in these words of businesses based on the egocentrism. 

Here, the egocentrism means a mental disease that a person cannot throw away 
his/her own viewpoint and is the concept proposed by a child psychologist,  Piaget 
[2]. The egocentrism also is a property of a human being that appears strongly in the 
days of an infant and weakens its skill in the communication with others with their 
growth. Futhermore, it is an obstruction factor of good communications on the 
Internet, and we have experienced it in daily life such as one-sided speech in e-mails 
[3]. For example, we may get an advertisement not a solution even if we request 
someone to teach something. Therefore, tools and methods are strongly desired to 
reduce such gap of the mutual understanding of their intentions. 

In this study, we find properties of the egocentrism from Japanese sentences and 
show that it is available to express the gap of the mutual understanding by superficial 
verbalization without handling the deep meaning of sentences. Specifically, we define 
weights for properties of presumed egocentrism by the method of presuming the 
egocentrism with language expressions which was proposed in our former study. This 
method presumes the gap of the mutual understanding for text data in Q&A sites that 
have a dialogue form by calculating strength scores for the egocentrism in a speech 
unit with these weights. We also evaluated by the experiment with the text data in real 
Q&A sites and confirmed an effectiveness of our method. 

2   The Egocentrism and Q&A Sites 

There are some studies of Weblogs that are focused to the egocentrism so far. First of 
all, Numa et. al. defined the closeness from oneself with the distance based on degrees 
of the similarity of words and FOAF(Friend of a Friend) as the egocentrism, and pro-
posed an information retrieval technique with it [4]. Next, Matsuoka et. al. modeled 
real human relations based on the Web link information such as meta data and track 
back data that centered on itself from Weblogs [5]. In contrast, these activities, our 
study places the egocentrism with real human emotional property not relations be-
tween Web sites, and extracts the gap of the mutual understanding in the dialogue 
with its language expressions. 

On the other hand, we can find some researches that analyze features of dialogues 
from text data in Q&A sites as follows. Shimada et. al. related the fragmented articles 
by the relation of contributors [6]. Moreover, Murata et. al. extracted each community 
of the user and the question with the network that had the top of meta data of articles 
[7]. Aramaki et. al. extracted relations between comments with responding 
expressions and qualitative relation words [8]. These researches extracted the 
structural relationship between articles with only meta data not contents. In contrast, 
we extracted the semantic relationship of the gap of the mutual understanding in the 
dialogues by analyzing contents of articles in this study. 

3   The Expression of the Egocentrism 

The egocentrism is a basic and an emotional property of a human and appears on the 
text in many e-mails and Web sites. We collected many such language expressions,  
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Table 1. The classifications of the egocentrism and their weights 

Classification Subdivision Weight 
Attack to Others Dissatisfaction 12 
 Contempt 11 
Lack of Empathy Detachment 10 
 Irony 9 
Priority to One’s Convenience Defiant Attitude 8 
 Restriction 7 
Self Validity Conclusion 6 
 Imposition 5 
 Excuse 4 
Belonging to Self-Profit Demand 3 
Inference Inference 2 
 Question 1 
Agreement Thanks 0 

 
and proposed the egocentrism classification and presumption method with n-gram 
morphemes analysis in our previous study [9]. In this study, we presume the gap of 
the mutual understanding in Q&A sites with this technique. Therefore, we have 
defined weights that show the strength for the classification of the egocentrism in 
table 1. The egocentrism is so strong and the gap of the mutual understanding is so 
large that the value of weight is large. 

Here, we considered following points in addition to the previous research to apply 
this study. First, we added the classification of “Agreement” that was not included in 
the previous research. It has a particularly important meaning in dialogues and ex-
presses how good mutual understanding goes. We extracted and classified the lan-
guage expressions classified into “Questions” with only the question mark so far. But 
those expressions may not only show simple doubt, but also some opinions in the 
mutual understanding. Therefore, we excluded the nouns from objects of this analysis 
as simple questions if the nouns in the sentence of the question were repeated in the 
sentence of the answer. 

Then, we calculated the weight of the egocentrism in a speech unit with the fol-
lowing method. First, we acquire the text data from Q&A sites and carry out the 
morphological analysis. If one speech consists of one or more sentences and the last 
sentence in the speech is the expression of the egocentrism, the egocentrism 
strength of the last sentence in a speech is defined as l. This is because the last sen-
tence in a speech almost expresses the whole speech in many cases. Moreover, we 
decided the speech classifying to “Agreement” if it had at least one sentence ex-
pressed such meaning of an agreement. This is because sentences followed by the 
agreement are almost the additional explanation if it has at least one sentence of the 
agreement. On the other hand, if the last sentence doesn’t have the expressions of 
the egocentrism, we calculate the mean of the strength ix  of each egocentrism for 
N sentences include the egocentrism in the speech. At last, as shown in Eq. (1), we 
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get score S to represent the egocentrism of the speech with a larger value of this l 
and the mean. 
 

),max(
N

x
lS i∑=                                                 (1) 

4   The Expression of the Gap of the Mutual Understanding in 
Dialogues 

In this chapter, we explain the method to express the gap of the mutual understanding 
at the dialogues in Q&A sites as examples of business communication with the 
strength of the egocentrism in each speech calculated at last chapter. First, we plot the 
strength of the egocentrism of each speech at last chapter with a series of articles in 
each question and answer. We use to call these series of articles threads. Next, it is 
possible to presume the gap of the speech by the classification of the shape of the 
graph with classifying four patterns below. We used ChaSen as the morpheme analy-
sis tool for Japanese to get morphemes [10]. It is the most common morpheme analy-
sis tool in Japan. 

(Pattern 1) The strength of the last speech is zero 

The questioner can get an appropriate answer for the question and satisfaction finally 
in this pattern. This shows the gap of the mutual understanding in the dialogue is 
small (Fig. 1). 
 

 

Fig. 1. The example that the strength of the last dialogue is zero 

(Pattern 2) The strength of the speech just before the last is zero 

In this pattern, the respondent can get the agreement for the answer of the question. 
Then, the additional explanation is provided. This also shows the gap of the mutual 
understanding is small (Fig. 2). 
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Fig. 2. The example that the strength of the speech just before the last is zero 

(Pattern 3) The strength of the speech keeps high as a whole 

The questioner can’t get an appropriate answer for the question and there are many 
one-sided speech each other in this pattern. Therefore, this shows the gap of the 
mutual understanding is large. Specifically, the strength of the egocentrism score is 5 
or more (Fig. 3). 
 

 

Fig. 3. The example of the strength of the speech keeps high as a whole 

 

Fig. 4. The example of the other speech 
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(Pattern 4) The others 

The questioner can’t get an appropriate answer for the question and there are many 
one-sided speech, additional information and some proposal in this pattern. Therefore, 
this shows the gap of the mutual understanding is large (Fig. 4). 

Table 2. The examples of the real speech 

Classification Speech ([ ] : Classification of the egocentrism) Gap 
The strength 
of the last 
speech is zero. 

I am wondering whether the white one or the pink one. Do you 
know there are any differences 43H and 43H II ? 
They don’t have any differences of the price and functions. 
[Imposition] 
Thank you for your answer. [Thanks] 
It doesn’t have any differences of the price and the  
performance. 
I think you should choose the color you want, but I recommend 
the white one. 
Thank you for your advice. [Thanks] 

Small 

The strength 
of just before 
the last speech 
is zero. 

I have canceled the necessary site by mistake. When I want to 
use it immediately, what kind of method will there be unless I 
beg the site? 
I think that the re-registration is difficult even if asking to your 
regret when there is an outline that prohibits the agreement for 
use from registering again. 
I’m sorry. [Excuse] 
I think the site will ask you what your purpose is. Do you think 
so? [Question] 
Thanks. [Thanks] 
Since it applies to the agreement, you should wait for it. [Conclusion] 

Small 

The strength 
keeps high 
as a whole. 

I think 350 yen for the fully downloaded music is expensive. I 
can find just music that is not fully downloaded music for 100 
yen. Are there any such sites? 
Because it needs to change fully downloaded music to the sound of 
calling, it is natural when I have to afford to spend time. [Conclusion] 
It is legal if you have sources such as CDs, but you need an attention 
if you don’t have them because of illegal action. [Conclusion] 
I’m sorry, but there are some, which can’t be played depending on a 
model. [Detachment] 

Large 

Others When I try to connect to the Web after turning on the power, it  
shows the initialization screen and disappears all favorite sites.  
Tell me how to fix it. 
I think it must be out of order, So, you should go to “au” shop 
and repair it. [Imposition] 
The board may need to be changed like me, because it showed  
initialization and disappeared the favorite sites. [Inference] 
Finally, you may write only favorite URLs in your e-mail and store in 
“au My Page” as an e-mail. But I think it is dangerous and can’t  
recommend it because you send it to yourself. [Conclusion] 

Large 
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5   Evaluation Experiment 

To verify our method we mentioned above with actual data, we collected text data of 
1,585 threads from Japanese Q&A sites. There were 41 threads that speech had the 
expression of the egocentrism appeared 3 or more times, which were needed to obtain 
a significant graph shape in the data. We investigated the gap of the mutual under-
standing with these data and were able to confirm that all threads were same as the 
results presumed by this method. Table 2 shows the examples of the actual speech and 
their decisions. 

Here, the answer that finally satisfies the demand of the questioner is obtained in 
the first speech of the examples. Therefore, the egocentrism strength of the last 
sentence becomes zero and we realize that the gap of the mutual understanding is 
small as a result. In the second speech of the examples, the egocentrism strength of 
the last sentence isn’t zero, and it is the additional explanation of the previous sen-
tence. Therefore, we realize the gap of the mutual understanding is small. In the 
third speech of the examples, all speech keeps high state of the egocentrism strength 
and it can’t get final agreement. Concretely, the questioner wants to know cheep 
full downloaded songs, but the respondent returns that there aren’t any sites. There-
fore, we can say that the gap of the mutual understanding is large. In the forth 
speech, the egocentrism strength moves up and down, which is different from the 
other three patterns, and it has not reached to the final mutual agreement. Con-
cretely, the questioner asks methods to solve the problem, but the respondent replies 
there is no method for it. Therefore, we realize the gap of the mutual understanding 
is large. 

6   Conclusion 

In this paper, we propose the method of presumption for the gap of mutual under-
standing in dialogues at Q&A sites with the classification and the strength of the 
egocentrism. It is expected that this method will be applied to monitor the site, 
because it presumes by the surface of expressions without analyzing deep context of 
the sentences in the dialogues and high-speed processing is available. In addition, 
we believe that informing the gap of mutual understanding will be useful in e-mails 
and general Internet bulletin boards. Furthermore, we picked up the threads that had 
the expressions of the egocentrism more than three times to get the shape of the 
strength for the egocentrism in this evaluation. However, it is necessary to examine 
the presumption method concerning the gap of the mutual understanding for these 
short speeches because most speech had two or less times of the egocentrism. In the 
future, we will review by applying more sites and improve the presumption preci-
sion. We can also apply this method to select only the information that the gap of 
the mutual understanding is small from Q&A sites and automatically collect the 
significant knowledge. 
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Abstract. We have developed a new logic grammar for knowledge rep-

resentation of electronic circuits. The grammar rules not only define the

syntactic structure of electronic circuits, but also allow us to derive the

meaning of a given circuit as relationships between its syntactic struc-

ture and basic circuit functions. In this paper, we show how voltage and

current dependencies are coded in this new circuit grammar and how

these dependencies are derived by parsing circuit structures.

1 Introduction

When a designed circuit does not work, the engineer tries to localize the fault. He
first checks the power supply to confirm the correct voltage is being applied, since
the power supply voltage is a prerequisite for correct behavior throughout the
whole circuit. Next, he traces causal chains of voltage and current relationships
in the circuit. The location of the fault is often determined by finding a place
where causal chains fail to connect as intended.

Since inputs and outputs are clearly separated in logic circuits, problems in
deriving causal chains do not occur at the logic level. In contrast, it is much
harder to derive the causal chains from the circuit topology at the transistor level
without knowledge of how circuits are organized. A current through a resistor
causes a voltage across that resistor, while, inversely, a voltage applied to a
resistor causes a current through the resistor. Although it is difficult to determine
which is the cause and which is the effect from the standpoint of the physics of
electrical devices, engineers use this kind of causal reasoning to form causal
chains that explain how a given circuit works.

One of the first AI studies on deriving causal chains of voltage and current
relationships was the work by deKleer[2]. In that work, he tried to derive causal
chains from first principles of circuit theory rather than using knowledge of cir-
cuit structures. In order to suppress divergence of causal chains, he used heuris-
tics and teleology, and his work led to later AI studies on qualitative reasoning.

We have already developed an approach to circuit structures which can for-
malize knowledge of how circuits are organized. This work was based on the
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idea that electronic circuits are designed as hierarchical structures of functional
blocks. Since these hierarchical structures were analogous to the syntactic struc-
tures of language, we were able to develop a grammatical method for parsing
electronic circuits[4]. In that study, we viewed each circuit as a sentence and
its elements as words. Structures of functional blocks were defined by a logic
grammar called DCSG (Definite Clause Set Grammar)[3]. DCSG was successful
in representing knowledge of circuit structures. This approach, however, was not
able to represent knowledge of circuit functions.

The newly developed circuit grammar has fields for semantic terms. Using
these semantic terms, we can define relationships between circuit structures and
their functions. Here, we assume that circuit functions are the meaning of the
circuit structures. The circuit functions we consider are the electrical behaviors
that are useful to circuit designers or users. These electrical behaviors are defined
on the voltages and currents occurring in the circuit. In particular, electrical
dependencies such as causality and conditions are useful to understand how
circuits work. In this paper, we show how voltage and current dependencies
are coded in the new circuit grammar, and how these dependencies are derived
through parsing circuit structures.

2 Circuit Grammar with Semantic Term

Thenewcircuit grammar is an extension toDCSG(DefiniteClauseSetGrammar)[3]
which is a DCG[1]-like logic grammar developed for analyzing word-order free lan-
guages. The new circuit grammar can define relationships between circuit struc-
tures and functions using semantic terms in grammar rules.

2.1 Semantic Terms in the Left-Hand Side

Semantic terms are placed in curly brackets in grammar rules as follows.

A, {F1, F2, ..., Fm} −→ B1, B2, ..., Bn. (1)

This grammar rule can be read as stating that the symbol A with meaning
{F1, F2, ..., Fm} consists of the syntactic structure B1, B2, ..., Bn. This rule is
converted into a Prolog clause as follows.

ss(A, S0, Sn, E0, [F1, F2, ..., Fm|En]) : −
ss(B1, S0, S1, E0, E1),
ss(B2, S1, S2, E1, E2),
. . . ,
ss(Bn, Sn−1, Sn, En−1, En). (1)’

When a rule is used in parsing, the goal ss(A, S0, Sn, E0, E) is executed, where
the variable S0 is replaced by an object set (object circuit) and the variable E0
is replaced by an empty set. The subsets (sub-circuits) “B1, B2, ..., Bn” are suc-
cessively identified in the object set S0. After all of these subsets are identified,
the remainder of these subsets (the complementary set) is put into Sn. While,
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the semantic information of B1 is added with E0 and put into E1, the seman-
tic information of B2 is added with E1 and put into E2,..., and the semantic
information of Bn is added with En−1 and put into En. Finally, the semantic
information {F1, F2, ..., Fm}, which is the meaning associated with symbol A, is
added and all of the semantic information is put into E.

Terminal symbols are surrounded by square brackets in grammar rules. The
symbol “[Bi]” is converted to member(Bi, Si, Si+1) which identifies the element
Bi in the object set Si, and put the remainder into Si+1. The terminal symbol
“[Bi]” does not change the current semantic information Ei, but the technique in
Section 3.2 enables us to add semantic informations to terminal symbols. Here,
the predicate member is defined as:

member(M, [M |X ], X). (2)
member(M, [A|X ], [A|Y ]) : – member(M, X, Y ). (3)

2.2 Semantic Terms in the Right-Hand Side

Semantic terms in the right-hand side define the semantic conditions for the
grammar rule. For example, the following rule (4) is converted into the Prolog
clause (4)’ as follows.

A −→ B1, {C1, C2}, B2. (4)

ss(A, S0, Sn, E0, En) : − ss(B1, S0, S1, E0, E1),
member(C1, E1, ),
member(C2, E1, ),
ss(B2, S1, S2, E1, E2). (4)’

When the clause (4)’ is used in parsing, the conditions C1 and C2 are tested
to see if the semantic information E1 fills these conditions after identifying the
symbol B1. If it succeeds, the parsing process goes on to identify the symbol B2.

3 Coding Electrical Dependencies

3.1 Circuit Representation

We now develop grammar rules using the functional blocks appearing in the
circuit cd15, which is a type of operational amplifier called a transconductance
amplifier (Figure 1). The circuit cd15 is represented as the following word-order
free sentence. Here, the compound term npnTr(q1, 3, 5, 6) is a terminal symbol
which represents the NPN-transistor named q1 with the base connected to node
3, the emitter to node 5, and the collector to node 6 respectively.

cd15([ npnTr(q1, 3, 5, 6), npnTr(q2, 4, 5, 7), npnTr(q3, 10, 1, 5),
npnTr(q4, 10, 1, 10), npnTr(q5, 8, 1, 8), npnTr(q6, 8, 1, 9),
pnpT r(q7, 6, 2, 6), pnpT r(q8, 6, 2, 9), pnpTr(q9, 7, 2, 7),
pnpT r(q10, 7, 2, 8)]). (5)
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3.2 Rules for Elements and Devices

The grammar rule (6) defines an NPN-transistor Q in active state. Although
”npnTr(Q, B, E, C)” is a terminal symbol, it is also defined as a non-terminal
with semantic information. The compound term gt(v(C, E), vst) represents the
fact that the collector-emitter voltage v(C, E) is greater than the collector sat-
uration voltage vst. The compound term equ(v(B, E), vbe) represents the fact
that the base-emitter voltage v(B, E) is equal to the forward voltage of p-n
junction vbe. The compound term cause(v(B, E), i(B, Q), Q) represents the fact
that the base-emeitter voltage v(B, E) causes the base current i(B, Q) by the
operation of the NPN-transistor Q. Here, i(B, Q) represents the branch current
from node B to transistor Q.

Grammar rules for the saturated state and the cutoff state are also defined.
When a terminal symbol [npnTr(Q, B, E, C)] is found in parsing a circuit, one
of these rules is selected, and its semantic terms are derived as a meaning of the
symbol non-deterministically. Similar rules are also defined for PNP-transistors.

npnTr(Q, B, E, C),
{ state(Q, active),

gt(v(C, E), vst),
equ(v(B, E), vbe),
gt(i(B, Q), 0),
gt(i(C, Q), 0),
cause(v(B, E), i(B, Q), Q),
cause(v(B, E), i(Q, E), Q),
cause(i(B, Q), v(B, E), Q),
cause(i(Q, E), v(B, E), Q),
cause(i(B, Q), i(C, Q), Q)} −→ [npnTr(Q, B, E, C)]. (6)
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3.3 Rules for Functional Blocks

A transistor in which the base and the collector are connected together works as
a diode (Figure 2). The following grammar rule (7) defines the diode-connected
transistor “dtr(dtr(Q), A, C)” in the conductive state as a non-terminal symbol.
The syntactic part of the right-hand side defines either an NPN-transistor Q or a
PNP-transistor Q whose base and collector are connected to the same node. The
semantic term state(Q, active) in the right-hand side is an electrical condition
which requires that the transistor Q must be in the active state. Here, dtr(Q)
is a name given to the diode (Skolem function).

The semantic terms in the left-hand side represent the electrical behavior in
the conductive state. E.g. “gt(i(A, dtr(Q)), 0)” represents the current flow from
A to dtr(Q). Here, “i(A, dtr(Q))” is the branch current from the node A to the
functional block dtr(Q). Since we assume that branch current flows not only
from a node to an element but also from a node to a functional block, the same
current can have different expressions, for example i(A, dtr(Q)) and i(A, Q).
The semantic term equiv(i(dtr(Q), C), i(Q, A)) is added to form the equivalence
relations for these currents. The grammar rule for diode-connected transistor in
reverse bias is also defined in the same manner.

dtr(dtr(Q), A, C),
{ state(dtr(Q), conductive),

gt(i(A, dtr(Q)), 0),
cause(v(A, C), i(A, dtr(Q)), dtr(Q)),
cause(v(A, C), i(dtr(Q), C), dtr(Q)),
cause(i(A, dtr(Q)), v(A, C), dtr(Q)),
cause(i(dtr(Q), C), v(A, C), dtr(Q)),
equiv(i(A, dtr(Q)), i(A, Q)),
equiv(i(dtr(Q), C), i(Q, C))} −→

(npnTr(Q, A, C, A); pnpTr(Q, C, A, C)),
{state(Q, active)}. (7)
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Fig. 2. Diode-connected transistor Fig. 3. Current mirror

Figure 3 shows two current mirror circuits. Both circuits generate the same
current as their reference current. The grammar rule (8) is defined for the source-
type current mirror shown in Figure 3(A). The semantic terms in the right-hand
side are the electrical conditions that operate the circuit. The semantic term
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in the left-hand side “cause(i(cmo(D, Q), Ref), i(cmo(D, Q), So), cmo(D, Q))”
is related to the main function of this circuit. That is, the external current from
cmo(D, Q) to Ref causes another external current from cmo(D, Q) to So by the
circuit cmo(D, Q). The next “cause(i(cmo(D, Q), Ref), i(D, Ref), cmo(D, Q))”
represents the external current i(cmo(D, Q), Ref) causes the internal current
i(D, Ref) of the functional block. This causal relationship connecting external
and internal aspects of functional block enables us to explain the main function
of the functional block togather with equivalence relations between currents.

currentMirrorSource(cmo(D, Q), Ref, V p, So),
{ cause(i(cmo(D, Q), Ref), i(cmo(D, Q), So), cmo(D, Q)),

cause(i(cmo(D, Q), Ref), i(D, Ref), cmo(D, Q)),
equiv(i(cmo(D, Q), So), i(Q, So))} −→

dtr(D, V p, Ref),
{state(D, conductive)},
pnpT r(Q, Ref, V p, So),
{state(Q, active)}. (8)

Grammar rules for the emitter-coupled pair (Figure 4) and the transconductance
amplifier (Figure 5) are also defined in the same manner.
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Fig. 4. Emitter coupled pair Fig. 5. Transconductance amp

4 Parsing Circuits

All of the grammar rules defined in the previous section are converted into
Prolog clauses according to the circuit grammar conversion method described
in Section 2. The clauses form a logic program that performs top-down parsing.
The following goal (9) parses the circuit cd15 and derives the circuit structure
and its electrical behaviour. The first subgoal cd15(CT ) substitutes the circuit
cd15 into the variable CT . The circuit is given to the second argument of the
predicate ss(...). The first argument X is a functional block identified in the
circuit and the third argument is the remainder of the circuit. Since the third
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argument is empty, the goal asks whether the whole circuit can be identified as
the single non-terminal symbol X . The fourth argument [ ] means no semantic
information is given at the start of parsing. Each time a functional block is
identified, semantic information about the functional block is added. After the
whole circuit is parsed, the value of Y has much semantic information about the
circuit.

? − cd15(CT ), ss(X, CT, [ ], [ ], Y ). (9)

X = transCondAmp( tca( ecp(q1, q2, cmi(drt(q4), q3)),
cmo(dtr(q7), q8),
cmo(dtr(q9), q10),
cm1(dtr(q5), q6)),

3, 4, 10, 2, 9, 1)

Y = [ cause(v(3, 4), i(tca(.), 9), tca(.)),
cause(i(cmo(.), 9), i(tca(.), 9), tca(.)),
cause(i(9, cmi(.)), i(9, tca(.)), tca(.)),
equiv(i(10, tca(.)), i(10, ecp(.))),
... 187 lines omitted ...)]

The value of X shows that the circuit cd15 is identified to be the operational
amplifier “transCondAmp(tca(...), 3, 4, 10, 2, 9, 1)”. The first argument tca(...)
is a name given to the identified circuit, and the rest are the connecting nodes in
the circuit. The name keeps track of identified functional blocks and is viewed as
a parse tree which shows the syntactic structure of the circuit (Figure 6). Each
node represents a functional block identified in the circuit cd15.
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The semantic information substituted into Y consists of electrical conditions
and causal relationships. The electrical conditions show the conditions under
which all the functional blocks will work correctly as components of the given
circuit. The causal relationships consist of dependencies on voltages and cur-
rents. The first one “cause(v(3, 4), i(tca(.), 9), tca(.))” is added after identifying
the whole circuit. It is related to the main function of transconductance amplifier.
Here, the structure of the transconductance amplifier is abbreviated as tca(.).
This main causal relationship is also supported by internal causal chains of the
transconductance amplifier as shown in Figure 7. The causal relationships such
as from i(cmo, 7) to i(cmo, 8) in the figure are also supported by internal causal
chains of source-type current mirror circuits. Causal relationships and equiva-
lence relations (Section 3.3), which connect internal and external expressions of
branch currents, enable these supports.

5 Conclusions

This newly developed circuit grammar has fields for semantic terms. Using these
semantic terms, we have defined electrical conditions to allow the circuit func-
tions and causal relationships between voltage and current to be used to explain
the circuit’s behavior. In particular, we derive these electrical dependencies as
the meanings of the circuit structures by parsing syntactic structures. These
derived informations will be useful both for understanding a circuit’s structure
and behavior and for troubleshooting.

The derived semantic terms can also be viewed as a word-order free sentence.
Here, “cause(...)” and “equiv(...)” are terminal symbols. We can easily define
non-terminal symbols which implement transitivity on causality and equivalence
relations on branch currents[5]. These electrical dependencies, however, only de-
scribe the shallow behaviour of electrical circuits. We are currently developing a
language for describing circuit behaviours and functions more precisely.
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Abstract. Unfortunately there is no essentially faster algorithm than

the brute-force algorithm for the nearest neighbor searching in high-

dimensional space. The most promising way is to find an approximate

nearest neighbor in high probability. This paper describes a novel algo-

rithm that is practically faster than most of previous algorithms. Indeed,

it runs in a sublinear order of the data size.

1 Introduction

The k-nearest neighbor (k-NN) method is widely used in pattern recognition.
Since, for each query, the brute-force algorithm needs O(nm) time in a dataset
of m-dimensional n samples, many studies have been devoted for speeding up
the query time. However, as m grows, say over 100, almost all sophisticated
algorithms become slower than the brute-force algorithm (the curse of dimen-
sionality). The only one solution to cope with the curse of dimensionality seems
to introduce some kind of tolerance into the problem. Typically, there are two
kinds of such tolerance. The first one is “approximation.” With this kind of tol-
erance, we are satisfied with suboptimal k nearest neighbors in the sense that the
solution has a distance less than (1 + η) times the distance to the true kth near-
est neighbor. Such a trial is called approximate nearest neighbors (ANN frame-
work) [1,2]. The ANN algorithm in [2] requires O(mn log n) time and O(mn)
space for preprocessing and runs in O(cm,η log n) with cm,η ≤ m�1 + 6m/η m.
Note that the upperbound grows exponentially in m in the worst case. Klein-
berg [3] also proposed an algorithm that has a near-linear storage and query
time in m when the approximate nearest neighbor is the goal to attain.

The other kind of tolerance is “probabilistic correctness.” With this kind of
tolerance, the complete correctness of a solution is not guaranteed, but the error
probability is upperbounded. In this case, a confidence (error) parameter ε is
introduced to upperbound the error probability of the algorithm missing the
true k nearest neighbors. Such a trial is called probably correct nearest neighbors
(PCNN framework). A study in this line is shown in [4]. Both kinds of tolerance
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can be considered simultaneously. Then we come to probably and approximately
correct nearest neighbors (PACNN framework). Such a trial is introduced in [5],
although only a naive algorithm is shown in a standard framework. Probably the
fastest algorithms for PACNN are locality-sensitive hashing algorithms [6,7,8].
They adopt multiple sets of hashing functions randomly chosen for narrowing
the search area and show sublinear algorithms in n.

In this study, the PCNN framework will be considered. At the expense of ε
error in the correctness, we can reduce the searching time at the rate δ. This
does not change the time complexity, but the algorithm runs in O((1 − δ)nm)
for data size n and dimensionality m. That is, it runs necessarily faster than the
brute-force algorithm whose order is O(nm). There are some ANN algorithms
that run in O(log n) and some PACNN algorithms run in O(mnc) with c < 1
in theory. Therefore our algorithm appears to be slower than such algorithms,
but in practice it can be faster than them. This is because the cost necessary for
search processing has a great deal of effect on real searching time. For example, in
the algorithm in [2], the coefficient grows exponentially in m. In our algorithms,
however, there is no factor affected by m. The effectiveness depends on only
the nature of the dataset, so that easier problems are solved much faster in the
searching.

2 Key Idea

Simply speaking, our algorithm relies on the fact that “a very close pair in
the original m dimensions is also close in the first few l dimensions in high
probability.” Then we can exempt a sample from full-distance calculation if it
is far from the query point in the l dimensions. It would bring a large degree of
efficiency when l is far less than m. In the following, we describe this strategy
formally for large m and small but more than one l. The point is that l is fairly
less than m, so that l can be regarded as a constant.

For simplicity, we consider the case of k = 1, that is, the nearest neighbor
search. Indeed, when the dimensionality m is large, it can be shown theoretically
that the computation cost is the same for any value of k as long as k is not so
large. We firstly notice that the ranking of points changes if some coordinates are
dropped and that 1-NN changes as well. Therefore, for probabilistic evaluation,
we have to analyze how the following two probabilities change with a threshold
θl: P (D2

l (X, X1NN) < θl) of the squared distance between a point X and its
nearest neighbor X1NN and P (D2

l (X, Y ) < θl) of the squared distance between
X and any other point Y . Here, D2

l (X, Y ) is the squared Euclidean distance
measured in the first l dimensions, that is, D2

l (X, Y ) =
∑l
j=1(Xj − Yj)2 for

X = (X1, X2, . . . , Xm) and Y = (Y1, Y2, . . . , Ym).
When we adopt θl = D2

m(X, X̂1NN ) regardless of the value of l, where X̂1NN
is the current candidate of the nearest neighbor in the middle of the search,
then we come to the partial distance algorithm. In this case, in the stored sam-
ple set, P (D2

l (X, X1NN) < θl) = 1 because D2
l (X, X1NN) ≤ D2

m(X, X1NN) ≤
D2
m(X, X̂1NN) = θl holds. In this paper, we consider its probabilistic version.
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In this version, we establish the value of θl so as to make the misjudgement
error ε = P (D2

l (X, X1NN) > θl) sufficiently small and to make reduction prob-
ability δ = P (D2

l (X, Y ) > θl) as large as possible. Note that D2
l (X, X1NN ) ≤

D2
m(X, X1NN) always holds for l ≤ m, so that we can expect a smaller value of

θl than D2
m(X, X̂1NN).

3 Algorithm

Our marginal distance strategy (MDS) algorithm is very simple. First we find the
best order of coordinates using principal component analysis. Next, we obtain
the empirical distribution functions F̂ (D2

l (X, X1NN)) and Ĝ(D2
l (X, Y )) for l =

1, 2, . . . , lmax in the principal coordinates. Then for a specified value of ε, we
determine the value of θl as the minimum value satisfying 1−F̂ (θl) < ε (empirical
percentile approach). At the same time, we can know the estimate of δ as 1 −
Ĝ(θl). In the searching phase, we exempt sample Y from the full-dimensional
search if D2

l (X, Y ) > θl for some l. Here, F̂ and Ĝ are both estimated from the
samples.

3.1 Preprocessing

First, for a prespecified value of lmax, we find lmax eigen vectors of the covariance
matrix Σ̂ estimated from all of the training samples. Next, we randomly choose
n′ samples (n′ fixed at 1000 in the following experiment) from all n samples.
For these n′ samples, we find their kth nearest neighbors. We then project all
of the training samples into the lmax-dimensional subspace spanned by the lmax
principal (eigen) vectors. In each l-dimension (l = 1, 2, . . . , lmax), we obtain two
empirical densities of D2

l (X, XkNN ) and D2
l (X, Y ), where X and Y are taken

only from n′ samples, but XkNN is found from all n samples. In this way, we
obtain two empirical distributions F̂l and Ĝl.

3.2 User Choice of Parameters

After we obtain F̂l and Ĝl (l = 1, 2, . . . , lmax), we prompt the user to specify
the value of confidence (error) parameter ε and the value of marginal dimension
l. For helping the user, two estimated reduction ratios are presented for several
candidate values of ε and l: the expected reduction rate δl of full distance calcu-
lation and the expected reduction rate δ∗l of searching time. Here, δl is directly
obtained from the empirical distribution 1 − Ĝl(D2

l (X, Y ) = θl), where θl is
taken so as to satisfy F̂l(D2

l (X, XkNN ) = θl) � 1− ε, while δ∗l is calculated from
δl by Eq. (1) which will be given later. For the value of l, the user is allowed to
use the estimated optimal value lopt which will also be given later in Eq.(2). So,
the user may choose only the value of ε. Then the user knows the values of δl
and δ∗l before searching.
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0. Preparation:
q ← query point

qp ← Φtq /* projection to the l-dimensional space */

r∗k ← +∞
1NN, . . . , kNN ← 0

Search:
1.s for i = 1 to n
1.1.s r2 ← 0

for j = 1 to l
r2 ← r2 + (xp

ij − qp
j )2

endfor
if (r2 > θl) /* marginal distance thresholding */

Break the process of the ith sample and proceed to (i + 1)th

1.1.e endif
1.2.s r2 ← 0

for j = 1 to m
r2 ← r2 + (xij − qj)

2

if (r2 > (r∗k)2) /* partial distance thresholding */

Break the process of the ith sample and proceed to (i + 1)th

endif
1.2.e endfor
1.3.s if (r2 < (r∗k)2) /* update of records */

Update 1NN, . . . , kNN with distances r1, r2, . . . , rk

(r∗k)2 ← r2
k /* update of the kth NN distance */

1.3.e endif
1.e endfor
2. output 1NN, . . . , kNN

Fig. 1. Searching algorithm MDS

3.3 Searching Algorithm

The searching algorithm is shown in Fig.1. Steps 1.1.s-e show the marginal strat-
egy using the projected l-dimensional vectors. Apparently a continuous judge-
ment in j = 1, 2, . . . , l is more effective, but we judge only at j = l. This is for
making the actual error close to the estimation. In Steps 1.2.s-e, we restart the
distance calculation from the first dimension using the original vectors instead
of the projected vectors. We do this because the cost of obtaining all of the m
projected values of the query point is higher than that of this way. Steps 1.3.s-e
are the ordinal update procedure of the current solution.

It should be noted that the MDS strategy (Step 1.1) is used as a filter for
data screening and is independent of the following procedures. Indeed, Steps 1.1
and 1.2 are independent to each other. Therefore, Step 1.2 can be replaced with
another sophisticated algorithm.
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3.4 Analysis of Algorithm and the Optimal Marginal Dimension

Let us examine the space complexity necessary both for preprocessing and for
searching. When we use l dimensions for MDS, in addition to keeping all n data,
we need O(ln) for storing the projected n vectors. In addition, we need O(lm) for
keeping l principal (eigen) vectors of length m. Here, l is usually small enough. As
a result, the memory storage is still O(nm), which is the minimum requirement
for keeping all n training data. For n ! m, it can be estimated as O(n).

Next, let us clarify the time complexity. In the preprocessing, we have to
obtain l principal vectors from the estimated covariance matrix Σ̂, Roughly
O(nm2) is needed for calculation of Σ̂ and O(ml) is needed for calculation
of l principal vectors. We estimate two distributions Fl(D2

l (X, XkNN )) and
Gl(D2

l (X, Y )) (l = 1, 2, . . . , lmax) from n′(< n) sampled points. We need O(n′n)
for the former distribution and O(n′2) for the latter distribution. Thus, we can
regard it as O(n) for m, n′ " n.

For analyzing the actual query time, let us assume that cost c1 is consumed
for a one-dimensional distance operation (one subtraction, one multiplication,
and one addition) and c2 for the inner-product operation (one multiplication
plus one addition). Then we can estimate the query time Tl as

Tl = (1 − δ∗l )T0,

where T0 = c1nm, δ∗l = δl −
c2l

c1n
− l

m
.

(1)

Here, T0 is the cost consumed in the brute-force algorithm and δ∗l is the esti-
mated time reduction rate (δl being the ratio at which full distance calculation
is skipped). Only when δl > l/m, it is possible to reduce the searching time.

For optimal setting of the value of marginal dimension l, we can use Eq. (1) as

lopt = arg max
l

δ∗l

(
= δl −

c2l

c1n
− l

m

)
. (2)

Here, δl = Ĝl(D2
l (X, Y ) = θl) and θl is determined by specified ε. In the following

experiments, we determined the values of c1 and c2 experimentally.

4 Experiments

We used the MNIST dataset [9]. It contains 60 000 points, each having dimension
m = 784(= 28 × 28). It provides another test set of 10 000 points. According to
[7], the points were normalized so that each point has its norm equal to one.

We compared the MDS algorithm with the ANN algorithm [2]1 and E2LSH 2 [7].
The ANN algorithm belongs to ANN framework and the E2LSH belongs to
PACNN framework. On the contrary, MDS belongs to PCNN framework. The
ANN algorithm implements a k-d tree structure tuned for ANN. It also employs
an incremental distance update technique.
1 The code is available at http://www.cs.umd.edu/∼mount/ANN/.
2 The code is available at http://web.mit.edu/andoni/www/LSH/.
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Table 1. Comparison of ANN, E2LSH and MDS in the MNIST dataset with n = 60000

and m = 784. The recognition rate of the correct 1-NN is 87.55% and the searching

time of the brute-force algorithm is 2565 seconds.

ANN E2LSH MDS

Closeness 1 + η 1.0 5.0 6.0 — — — 1.0 1.0 1.0

Radius R — — — 0.78 0.70 0.65 — — —

Confidence 1 − ε 1.0 1.0 1.0 0.90 0.90 0.95 0.999 0.99 0.90

Precision of 1NN(%) 100.00 98.91 97.97 99.81 98.82 96.79 99.96 99.51 97.12

Recognition Rate (%) 87.55 87.34 87.37 87.41 86.64 85.07 87.57 87.55 87.35

Searching Time (s) 1144.3 187.7 130.6 581.8 319.3 270.0 75.1 56.8 52.9

Actual 1 + η (ave) 1.000 1.004 1.009 1.000 1.000 1.000 1.000 1.001 1.009

1 + η (max) 1.000 1.462 1.623 1.044 1.047 1.019 1.034 1.175 1.740

The ANN has an approximation parameter η to guarantee D(X, X̂1NN ) ≤
(1 + η)D(X, X1NN ) (where, X̂1NN is the resultant candidate for 1NN obtained
by the algorithm), and E2LSH has a radius parameter R and a confidence (error)
parameter ε to guarantee P (D(X, X̂1NN ) ≤ R) ≥ 1 − ε. MDS has a confidence
parameter ε to guarantee P (D(X, X̂1NN ) = D(X, X1NN)) ≥ 1 − ε. In E2LSH,
we used R = 0.65, 0.70 and 0.78. The other parameters were set to several values.

The results are shown in Table 1. Although it is difficult to fairly compare
algorithms belonging to different frameworks, the probability of correct nearest
neighbors P (D(X, X̂1NN ) = D(X, X1NN )) can be used as a common perfor-
mance indicator. After testing several values of parameters, we obtained some
comparable results. We can see that MDS is superior to the other two in search-
ing time for comparable probabilities of correct nearest neighbors.

It should be noted that we cannot know how many nearest neighbors are
correct in the ANN approach, although all the answers are close to the cor-
rect nearest neighbors up to (1 + η) times. On the other hand, in the PCNN
approach, we cannot know how far the obtained nearest neighbor is from the cor-
rect nearest neighbor when the answer is not correct. In the PACNN approach,
both are unknown. In these respects, they might be largely different from the
correct nearest neighbor searching. However, such anxiety was not recognized in
the MNIST dataset. In ANN, the precision of the correct nearest neighbors is
sufficiently high even for relatively large η given in the algorithm. On the other
hand, in MDS, the actual approximation ratio 1 + η was close to one.

We have also confirmed that MDS algorithm is faster than a PACNN algo-
rithm [5] in many cases in a comparable setting.
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5 Discussion
The marginal strategy is generally more effective in a classification task than in a
simple searching task without class labels. This is because in classification prob-
lems we can expect that the nearest neighbors are mostly generated according
to the density function of the class that the query sample belongs to. In general,
ΣT = ΣW + ΣB, where ΣT is the total covariance matrix, ΣW is the within-class
covariance matrix, and ΣB is the between-class covariance matrix. It is clear that
ΣT > ΣW (in element-wise). For a query sample X , its k-nearest neighbors can be
expected to being generated from the same class as X , and their distance is there-
fore estimated from ΣW , while for an arbitrary sample Y , the distance between X
and Y is estimated from ΣT . Therefore, we can expect a large difference in the two
distributions of G(D2(X, Y )) and F (D2(X, XkNN )). As a result, we can expect a
large reduction value of δ even for a small error value of ε.

6 Conclusion
We have proposed a simple k-nearest neighbor search algorithm that works well
for high dimensional cases. This algorithm is based on the empirical marginal
distributions and is advantageous compared to other algorithms only when data
size and dimensionality are both large. The algorithm looses the correctness
of the nearest neighbors, but the loss of correctness can be controlled to be
arbitrarily small by the user.
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Abstract. In preceding studies, error rate estimators have been com-

pared under various conditions and in most cases the population dis-

tribution was assumed to be normal. Effects of non-normality of the

population have therefore not been studied sufficiently. In this study, we

focused on kurtosis as a measure of non-normality and examined the

effects of kurtosis for error rate estimators, especially resampling-based

estimators. Our simulation results in two-class discrimination using a

linear discriminant function suggest that it is necessary to consider non-

normality of the population in comparison of estimators.

Keywords: actual error rate, leave-one-out, bootstrap, smoothed boot-

strap, bias, standard deviation, robustness.

1 Introduction

The most widely used criterion for evaluating the performance of a discrimination
rule is error rate, namely, the proportion of future observations that are misclas-
sified. Many error rate estimators have been proposed. Much interest has been
shown in estimators based on a resampling method since they can be applied
to any population distribution. Resampling methods include cross-validation,
jackknife, and bootstrap. Details of these methods are found in [5].

In many studies, numerical comparisons of error rate estimators have been
performed using bias, standard deviation and mean squared error as measures
of goodness of the error rate estimators (e.g., [4], [8], [10]). Moreover, populations
have been assumed to be normally distributed.

However, in analyses of real data sets, the assumption of a normal distribution
may not be appropriate. Therefore, it is important to examine the behavior
of error rate estimators under non-normal distribution. The commonly used
measures of deviation from normality are skewness and kurtosis; however, their
effects for the estimators have not been studied sufficiently.

Hence we focus on effects of these two measures of non-normality for error rate
estimators. We concentrate on only kurtosis, which is generally easier to treat
than skewness. A robustness study of the estimators is conducted by plotting

J.D. Velásquez et al. (Eds.): KES 2009, Part II, LNAI 5712, pp. 340–347, 2009.
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the estimates obtained by the Monte Carlo method and by the Kruskal-Wallis
test for means of biases and standard deviations of estimators corresponding to
several kurtosises. Then we compare our results with results of preceding studies.

2 Definitions of Error Rates and Estimators

2.1 Error Rates

First we define the error rate in two-class discrimination. Let a set of cases
x1, . . . , xn be available. This set is called a training set and is denoted by χ.
Each case of χ is composed of the p-dimensional feature vector ti and the class
label yi ∈ {ω1, ω2}. Moreover, let r(·|χ) denote a discrimination rule based on
χ, and r(t|χ) gives the specific result of discrimination for an observation whose
feature vector and unknown class label are t and y, respectively. The most general
loss function of a discrimination rule is

Q[y, r(t|χ)] =
{

0 if y = r(t|χ),
1 if y �= r(t|χ). (1)

Let T and Y be random variables corresponding to t and y. If the joint distribu-
tion of T and Y is F , the actual error rate for r(·|χ), denoted by eA, is defined
as

eA = EF [ Q[Y, r(T |χ)] ] , , (2)

where EF [·] represents an expectation with respect to F .
In addition we now define the Bayes error rate, denoted by eB. Its mathemat-

ical definition is

eB =
∫ ∫ [

1 − max
i

p(ωi|t)
]
f(t, y)dtdy, (3)

where f(·, ·) is the probability density function of F and p(ωi|t) is the posterior
probability of class ωi given t. The Bayes error rate is the minimum possible
error rate given a set of features, and therefore eA ≥ eB.

The objective of this study is a comparison of estimators of eA with consider-
ation given to effects of kurtosis. In order to compare estimators, it is necessary
to determine the discrimination rule. We use Fisher’s linear discriminant func-
tion (LDF), which assumes homoscedasticity, because it is a basic and the most
commonly applied rule. When χ consists of samples drawn from ωi and each
sample size is ni, LDF is defined as

l(t|χ) = (t̄1 − t̄2)′S−1t − 1
2
(t̄1 − t̄2)′S−1(t̄1 + t̄2), (4)

where

t̄i =
1
ni

ni∑
j=1

tij , S =
1

n1 + n2 − 2

2∑
i=1

ni∑
j=1

(tij − t̄i)(tij − t̄i)′.
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An observation x whose feature vector is t is classified to ω1 if l(t|χ) ≥ 0 and to
ω2 otherwise. See [1] for details of LDF.

2.2 Apparent Error Rate and Leave-One-Out Method

Among the estimators of eA, we are interested in resampling-based estimators.
Estimators based on bootstrap introduced by Efron [3] have been widely stud-
ied (e.g., [2], [10]). In this section we describe resampling-based estimators and
bootstrap-based estimators using a training set χ of size n.

The apparent error rate, denoted by êapp, is

êapp =
1
n

n∑
i=1

Q[yi, r(ti|χ)]. (5)

This is the proportion of misclassified cases when we apply a discrimination rule
r(·|χ) to its own training set.

The apparent error rate usually underestimates eA because the discrimination
rule is constructed so that it performs well on the training set. Therefore, it is
expected that this problem can be avoided by separating an available set into
two sets: a set for training and a set for evaluating, namely, a test set. The
leave-one-out estimator, denoted by ê1, is an estimator based on this idea:

ê1 =
1
n

n∑
i=1

Q[yi, r(ti|χ(−i))], (6)

where χ(−i) denotes the training set in which the case (ti, yi) is removed.

2.3 Normal Bootstrap Estimators

Bootstrap is generally used for estimating the bias of êapp numerically under
the empirical distribution, F̂ , which assigns mass 1/n to each case of χ. Let
χ∗ = {(t∗i , y∗

i ); i = 1, . . . , n} be a random sample of size n from F̂ . The actual
error rate and apparent error rate for a discrimination rule based on χ∗ are

e∗A =
1
n

n∑
i=1

Q[yi, r(ti|χ∗)], ê∗app =
1
n

n∑
i=1

Q[y∗
i , r(t

∗
i |χ∗)].

The bias of ê∗app is the expectation of (e∗A − ê∗app) and its approximation can be
computed by the Monte Carlo method as follows. We generate χ∗(1), . . . , χ∗(B),
which are called bootstrap samples, with replacement from F̂ and compute
(e∗A(b) − ê∗app(b)) based on the bth bootstrap sample (b = 1, . . . , B). The av-
erage of those values is the approximation of the bias:

bias(bs) =
1
B

B∑
b=1

{
e∗A(b) − ê∗app(b)

}
. (7)
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The bias of êapp is estimated by bias(bs). In this way, the bootstrap estimator,
denoted by êbs, is introduced:

êbs = êapp + bias(bs). (8)

The actual error rate is interpreted as the error rate for observations whose
distance from the training set χ is zero. However, future observations may have
various distances from χ. Therefore, an adoptively weighted linear combination
of êapp and an estimator of the error rate for observations away from χ is expected
to be an unbiased estimator. The latter estimator based on bootstrap is

êb0 =
1
n

B∑
b=1

n∑
i=1

{
1
Bi

∑
b∈Ci

Q[yi, r(ti|χ∗(b))]

}
, (9)

where Ci is the set of numbers of the bootstrap samples that do not include case
(ti, yi) and Bi is the size of Ci. Efron [3] showed that the following estimator,
which is called .632 estimator, is almost unbiased under some assumptions:

ê.632 = 0.368 êapp + 0.632 êb0. (10)

2.4 Smoothed Bootstrap Estimators

If F is known to be continuous, we should use a smoothed distribution function
instead of F̂ in the bootstrap procedure. The randomized bootstrap estimator,
which was also proposed by Efron [3], is an estimator that is smoothed in the
class membership direction. We draw bootstrap samples from the distribution
F̂s, which assigns mass pi/n to (ti, yi) and mass (1 − pi)/n to (ti, ȳi). Now ȳi is
the class label opposite to yi. Then we estimate the bias of êapp in the same way
as (7).

Efron [3] pointed out that l(ti|χ) was naturally associated with

pi =
1

1 + exp {(−1)yi l(ti|χ)} (i = 1, . . . , n). (11)

We call the estimator using this pi the randomized bootstrap estimator, and it
is denoted by êrb. On the other hand, the estimator using pi = 0.9 is called the
simple randomized bootstrap estimator and is denoted by êsrb.

Another smoothed bootstrap estimator is the convex bootstrap estimator (Cher-
nick et al. [2]), êcb. Sampling two cases (ti, yi) and (tj , yj) from χ with yi = yj ,
we generate a new case

(t, y) [t = λti + (1 − λ)tj , y = yi = yj] , (12)

where λ is a uniform random number on [0, 1]. For each class, this process is
repeated the same number of times as the number of cases included in χ. The
generated cases are used as bootstrap samples, and latter process of calculating
approximation of the bias of êapp is the same as (7).



344 K. Yamada et al.

3 Simulation Study

For estimating the actual error rates of classification rules, it is desirable that the
estimator is unbiased and its standard deviation is as small as possible. In addi-
tion, the bias and standard deviation of the estimator should be robust to kurtosis.
Therefore, in this section we calculate the bias and standard deviation of estima-
tors by the Monte Carlo method and discuss the performance and robustness of
them by plotting the calculated values. Furthermore, in order to discuss the ro-
bustness quantitatively, we carry out the Kruskal-Wallis test for means of biases
and standard deviations of estimators corresponding to several kurtosises.

3.1 Conditions of Simulation

We first compare the performances of eight estimators described in Section 2.
Next, the behaviors of McLachlan’s estimator [6], Okamoto’s estimator [7], and
the NS estimator [9], which are denoted by êm, êo, and êns, respectively, are
also examined. The estimators êm and êo are derived under the assumption of
normality, and êns is êapp with a smoothed loss function using the distribution
function of a standard normal distribution.

In the calculation of bias and standard deviation, we assume that the shapes of
population distributions of classes are identical but that the means are different.

(a) Biases for Pearson’s type VII distribution

(b) Biases for exponential power distribution

Fig. 1. Comparison of biases (eB = 0.3)



Effects of Kurtosis for the Error Rate Estimators 345

(a) Standard deviations for Pearson’s type VII distribution

(b) Standard deviations for exponential power distribution

Fig. 2. Comparison of standard deviations (eB = 0.3)

The conditions for the calculation are as follows: the sample size of each class is
20, the common standard deviation is one, the prior probability of each class is
identical, the number of simulation trials is 500, and the number of bootstrap
samples is 100.

Increasing the kurtosis from 3 to 15 with steps of 0.5, we calculate the bias
and standard deviation in the case that the Bayes error rate is eB under the
above conditions. We therefore need a distribution for which we can determine
its kurtosis regardless of the values of other parameters. Pearson’s type VII dis-
tribution and exponential power distribution are examples of such distributions
and we use them as the population distributions.

3.2 Simulation Results

We first discuss the results for bias. Figure 1 shows two plots of ratios of the
biases of estimators to eB for populations (a) Pearson’s type VII distribution
and (b) exponential power distribution when eB is 0.3. To save space, other
cases are omitted. In (a) and (b), the estimators plotted in the left graph are
more robust to kurtosis and have smaller bias than those in the right graph. ê1
and êbs are almost unbiased against the change in kurtosis, and therefore these
two estimators may be superior to ê.632 in terms of bias, though ê.632 has been
highly evaluated in preceding studies. Another remarkable point is the large
difference between the results for (a) and (b). This indicates that the kurtosis
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Table 1. Robustness of estimators for kurtosis

(a) Based on bias

eB

Est 0.1 0.2 0.3 0.4

êapp × ◦ ◦ ×
ê1 ◦ ◦ ◦ ◦
êbs ◦ ◦ × ×
êb0 × × × ◦
ê.632 × ◦ × ×
êm × × × ×
êo × × × ×
êns × × × ×
êsrb ◦ ◦ × ×

@ êrb × × × ×
êcb × × × ×

(b) Based on standard deviation

eB

Est 0.1 0.2 0.3 0.4

êapp ◦ ◦ ◦ ×
ê1 ◦ ◦ × ×
êbs ◦ × × ×
êb0 × × × ◦
ê.632 × × × ◦
êm × × × ×
êo × × × ×
êns × × ◦ ◦
êsrb ◦ × × ×

@ êrb × × ◦ ×
êcb × × × ×

of the distribution will affect the bias, but the amount of change is different
depending on the population distribution.

Next, we examine the results for standard deviation. Figure 2 shows plots of
the ratios of standard deviations of the estimators to eB for (a) and (b) when eB
is 0.3. As in the case of bias, values in the same kurtosis are different depending
on the distribution. Moreover, in most cases, resampling-based estimators have
larger standard deviation than do êm, êo, and êns. Although smoothed boot-
strap estimators are used for the purpose of making their standard deviations
be smaller than those of conventional resampling-based estimators, smoothed
bootstrap estimators have the same or larger standard deviation than those of
other resampling-based estimators.

For a more quantitative discussion of robustness of the estimators, we carry
out the Kruskal-Wallis test. We examine whether there is a significant difference
among the means of biases and standard deviations of an estimator for several
kurtosises by using the test. The test is done at significance level α = 0.05
and we decide that the estimator is robust to kurtosis if a significant difference
does not exist. Table 1 shows the results for Pearson’s type VII distribution
when sample size of each class is 20, and the results are represented by ◦ if the
estimator is robust in that case and by × otherwise. The test is performed for
kurtosis k = 3, 6, 9, 12, 15 using 40 biases and standard deviations calculated in
each k.

Our results show that ê1 is always robust to kurtosis based on bias and that
normal bootstrap estimators are more robust than smoothed bootstrap estima-
tors on the whole. Based on standard deviation, it is difficult to find an estimator
judged to be robust. Moreover, from our numerical results, the estimators might
be classified into two groups. êapp, ê1, êbs, and êsrb are robust when eB is small,
and the other estimators are robust when eB is large.



Effects of Kurtosis for the Error Rate Estimators 347

4 Concluding Remarks

We compared several estimators for eA in two-class discrimination, especially
resampling-based estimators, from the viewpoint of robustness to kurtosis. Our
results show that ê1 is almost unbiased regardless of the value of kurtosis. In
addition, ê.632, which has been reported to be superior to other estimators, is
sensitive to kurtosis and is inferior to ê1 and êbs from the aspect of bias. On the
other hand, smoothed bootstrap estimators have larger standard deviation than
do other resampling-based estimators.

Our results suggest the necessity of considering non-normality in compari-
son of error rate estimators. However, we considerd the effects of kurtosis only
when using LDF in a one-dimensional distribution in this paper. Therefore, It
is necessary to examine the effects of various non-normalities when using other
discrimination rules in multidimensional distributions.
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Abstract. Most organizations approach internal and external challenges with a 
varied degree of effectiveness. One of their biggest challenges is the ability to 
identify and respond appropriately to changes in their external environments. 
These changes affect not only their technological choices, but also their internal 
structures and cultures. In this context, we have seen an increasing demand for 
computational tools capable not only to support information storage but also to 
help in reasoning about the organizational environment. In particular, it is ob-
served that the availability of a huge set of information in the Web offers a new 
opportunity to learn and reason about the organizational context. In this paper 
we present an empirical model to proceed the knowledge extraction from Web 
sources and support the reasoning process in the Competitive Intelligence  
domain. 

Keywords: Informal Reasoning, Competitive Intelligence, Environmental 
Scanning. 

1   Introduction 

The increasing availability of information on the Web is leading to several changes in 
our society (GANTZ, 2008; NEGROPONTE, 1995). In businesses, the Web has been 
used to reach current and potential customers. But it has also served as a source of 
information for professionals involved in environmental scanning. Intelligence ana-
lysts have been seeking for information on the Web to support decision making in 
organizations.  

With the increasing development of Information and Communication Technolo-
gies, there is a rapid obsolescence of mechanisms for collecting information on the 
Web (CHOO et al., 2000; TEO and CHOO, 2001). Thus, the intelligence analysis 
demands new sophisticated tools for monitoring the Web in the search for information 
that can support the analyst in reasoning about the external environment. 

This paper presents W3EnvScan (World Wide Web Environment Scanning), a tool 
for monitoring the Web able to identify information changes in heterogeneous repre-
sentation, like HTML, Ajax, and XML pages, or developed in ASP, Java, Perl, PHP, 
Python, or Ruby. Some practical examples of how to use the tool are also presented. 
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2   Reported Works 

Monitoring changes in a competitive economy characterized by globalization is a 
critical factor for success in organizations. These changes impose strong influences of 
the external environment in its decision making processes. With the increasing avail-
ability of information on the web, monitoring the external environment via the Inter-
net has become a relevant issue to the intelligent organization. 

Flexibility, agility, and simple market operational structures are essential character-
istics for success and survival of organizations. The identification of changes in the 
external environment in order to plan the required interventions in the internal envi-
ronment is known as Competitive Intelligence (CI). 

As an important source of strategic information, the Web promotes technological 
developments and, consequently, the creation of sophisticated techniques of represen-
tation and storage of information. This context demands new tools for information 
search and retrieval.  

The Web has never stopped evolving and the emergence of Web 2.0 certainly 
helped to consolidate a perception of value from what new business models can 
benefit from. Also, this scenery led to the emergence of new sources of revenue 
generation and cost reductions by means of tools for environmental scanning like 
W3EnvScan. 

Guimarães (2006) emphasizes that "the external environment is a source of  
resources from where organizations extract the information needed to interact, 
adopting positive changes, adapting to the negative influences, or alleviating their 
effects." He conducted a qualitative study on twelve companies of Informatics and 
Telecommunications involved with environment scanning (ES) in the CI process. 
He also applied a set of techniques and tools to identify the market trends. The au-
thor notices that: (i) Internet arises as a primary source of information to the organi-
zation, spreading the use of ES tools, and (ii) even though many companies do not 
follow the guidelines of CI, at some point they implement some of the stages of this 
process. 

Thomé (2006) presents a study to identify the requirements for CI tools in an agri-
cultural research company. The Autonomy1 environment is presented as an alternative 
to automate the synthesis and the treatment of unstructured information. Another 
environment for CI, the Córtex Intelligence2, is discussed. It uses robots to monitor 
for automated search, allowing the automation of a series of activities of CI by using 
Text Mining. The work emphasizes CI as a facilitator for decision making, improving 
the quality of any branch of knowledge. 

Based on the results presented by Silva (2000), Lemos (2005) presents a model of 
multiagents to support the process of CI. The author proposes a multiagent architec-
ture for a tool capable of monitoring the content of Web pages by applying techniques 
of textual analysis and detecting changes and the relevance of these changes. 

                                                           
1 http://www.autonomy.com/ 
2 http://www.cortex-intelligence.com/html/solucoes/plataforma.html 
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3   The W3EnvScan Model 

One of the objectives of the monitoring model proposed is to provide an easy alterna-
tive to monitor a set of variables from the external environment. This independence 
enables the user to assess the real needs when choosing the parameters to be used. 
The model is presented by means of a functional representation (Fig. 1).  

 

Fig. 1. W3EnvScan and its context 

This representation includes the following steps: 

• In the Knowledge phase the information goes through a validation process, 
with focus on the user objectives. The information obtained is compared with 
the target and its importance against the strategic benchmark is evaluated. 

• In the Intelligence phase, managers apply their ability, business skills, and 
experience in the organization to identify strategic alternatives, such as: (i) 
new research projects, (ii) cooperation agreements, (iii) technology transfer-
ence, and (iv) actions and reactions from the competition. 

• In the Decision phase, the intelligence analysts, along with managers, assess 
the results for strategies, seeking to extract the information for decision  
making.  
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• In the last phase, the results are evaluated. This phase will provide indicators 
on all the previous steps and, if well used, will improve the decision-making 
process in the organization. 

The W3EnvScan is based on this model and includes the characteristics of portability, 
beyond a high degree of scalability. Figure 2 represents the components of 
W3EnvScan. The system makes the monitoring of Web pages previously registered. 
This information is stored in a persistent repository that can be accessed for informa-
tion retrieval by the intelligence analyst. 

W3EnvScan is able to perform the real time access to pages registered, reporting 
failures in case of unavailability. When accessing a page, some checking is carried out 
and information regarding the page is generated; this information can be used for 
analysis and decision making. As changes occur in the monitored pages, intelligence 
analysts will be promptly informed so that they can take the appropriate measures 
according to the changes. 

To carry out the verification and generation of pages of information tracked, it was 
implemented a multiagent architecture. Functions were implemented that correspond 
to the following components: the user interface, controller, and interface with the 
environment. The service functions Maintain, Maintain RSS, Keep Track, and 
browser service have characteristics of components of the User Interface type. A 
component controller was implemented with the function Maintain Database and a 
component interface with two functions, RSS Keep and Track Service. It should be 
noted that RSS Keep is mapped into two components (Interface with the environment 
and the User interface) as well as Monitor service. This is due to the fact that both 
functions acquire information about the external environment to present the results of 
intelligence analysts. 

Although the availability of new methods for information processing that have 
made CI a powerful tool, the professional involved in the transformation process of 
knowledge still represents an important factor for the success of any environmental 
scanning. Ultimately, the analyst is the one that will reason about the Web. He seeks 
for increasing organizational competitiveness based on information collected and  
 

 

Fig. 2. W3EnvScan structure for collecting and monitoring 
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stored through the Competitive Intelligence System (CIS). He became an important 
source of information, often unexplored, due to the difficulties inherent in this large 
volume of information. 

Beyond monitoring pages in Web, W3EnScan provides features that enable the 
analyst to acquire patterns from those data. These features include trend analysis, 
alarms, and classifiers that can be applied over the persisted data. The mining task is 
parameterized when the analyst defines a page or a set of pages to be monitored. 

4   Examples of Application 

This section presents how W3EnvScan monitors variables and some possible patterns 
that can be discovered by applying the features available in the tool of monitoring. 

4.1   Monitoring Variables 

The situation addressed in this case study is a college that is launching an under-
graduate course on Laws. The managers are interested in monitoring the variation in 
the course prices of the competitors. By monitoring monthly the behavior of market 
with CI techniques, the college intends to maintain a balance in the price-quality rela-
tion, while keeping an adequate number of students enrolled.  

We considered three competitors to be monitored: Institute of Higher Education of 
Brasília (Iesb)3, Paulista University (Upis)4 and Unieuro College5. The process begins 
with the intelligence analyst introducing the information related to the pages to be 
monitored. After the specification of that information, the system starts monitoring 
the pages, showing a panel in which the page status is depicted (Fig. 3).  

 

 

Fig. 3. Monitoring with W3EnvScan 

The monitoring is carried out by means of visual alerts that indicate the page 
status; it can be normal access or failure. The green color means that the page has 
been accessed, but no change was detected, while red color indicates that the page 
was modified. If a modification occurs in a marked space of the page, the status of the 
service is changed to critical and the line is set to red color. So, the analyst can access 
the modified page. This simple application can be used by an organization to set their 
prices according to its competitors’ levels.  

                                                           
3 Iesb College (http://www.iesb.br) 
4 Paulista University (http://www.upis.br) 
5 Unieuro College (http://www.unieuro.edu.br) 
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4.2   Generating Knowledge 

W3EnvScan provides a set of features that enable the intelligence analyst to obtain 
patterns as rules, tendencies, and alarms. Next, an example of the mining approaches 
that can be applied by means of W3EnvScan is depicted. 

In a general plot, one organization can be interested in explaining how some vari-
ables are related to make well-informed decisions. For example, one may need to 
know how a stock market index (dependent variable), say the IBOVESPA, in time 
t+1, is affected by other indexes (independent variables) around the world in time t. 
The analyst can specify as independent variables the indexes NASDAQ (USA), DOW 
JONES (USA), NIKKEI (Asia), DAX (German), and MERVAL (Argentina) to be 
monitored by W3EnvScan and, periodically, obtain the classification rules that show 
the relations among them and the dependent variable. Table 1 shows the ups and 
downs in the indexes in a time-frame of 6 days. 

Table 1. Variations of 6 stock market indexes for 6 days6 

Date Nasdaq Dow Jones Nikkei DAX MERVAL IBOVESPA 

March 05 Down Down Down Down Down Down 

March 06 Down Up Down Down Up Up 

March 09 Down Down Down Up Down Up 

March 10 Up Up Up Up Up Up 

March 11 Up Up Down Up Steady Up 

March 12 Up Up Up Up Up Down 

 
If the analyst chooses the rule generator CNM (Combinatorial Neural Model) 

(MACHADO, 1990), the system would show him, for example, the rule: 

If DOW JONES is UP then IBOVESPA is UP (Confidence = 75%, Support = 50%) 

Confidence and support are metrics that enable the quality evaluation of the rule. 
Confidence expresses the amount of rules satisfying the right side among the rules 
that satisfy the left side. Support is the percentage of examples for what the rule is 
held. 

Other features include are Trend Analysis (Fig. 4a) that enables the analyst to as-
sess how a variable changes along the time and Alarm (Fig. 4b) that inform the 
analyst when a variable monitored reaches a specified value. Figure 4a refers to a 
monitoring in which the intelligence analyst specified as objects to be monitored the 
daily closing prices of a stock in a stock and Figure 4b shows an alarm based on the 
variation of the dollar rate. The red range in the control represents the point in 
which the dollar reaches the specified limit. For historical series, the analyst may 
set an option to build a predictive model based on the evolution of the stock market 
over time. When triggering the analysis, the parameters related to the chosen tech-
nique shall be required from the analyst in order to execute the requested time series 
analysis. 
                                                           
6 http://br.invertia.com/mercados/indices/ 
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(a) (b) 

Fig. 4. Examples of (a) time series and (b) alarm 

5   Conclusion and Further Works 

The use of the RSS service proved to be partially effective. If, on the one hand, the 
RSS informed the occurrence of changes in a page, on the other it does not specify 
what changed in that page. To overcome this limitation, the HTML code from a re-
covered page must be processed to identify the location of the change and capture the 
new value. For this purpose, different versions of a page are kept. 

Due to a lack of standardization in the development of HTML pages, the process-
ing of HTML code needs to be substantially improved to handle more complex dis-
play objects, such as fields, text or animated frames. 

In the evolution of this work it is going to be included control panels that represent 
the action to be carried out under certain conditions. 

During the tests three kinds of information should be considered while monitoring 
the Web: (i) the mere information of content change in a page, (ii) the details about 
changes occurred in a page, and (iii) the result of related information that has changed 
in more than one page. W3EnvScan model covers completely the first kind and, par-
tially, the second one. To cover the third kind of information, it requires more im-
provements. 

In general, we observed that the monitoring of the Web is an interesting alternative 
for the detection of changes in the external environment of organizations, requiring, 
however, significant improvements. The Semantic Web is an example of technologi-
cal change that opens up prospects for a better use of this framework of information to 
allow standardization in the construction of pages and more focused information 
monitoring.  
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Abstract. In this paper, we propose a model that an agent selects

actions based on variable neighborhoods. We formulate relationships

among variable neighborhoods, the agent’s observations, and the agent’s

behaviors in a framework of rough set theory and topological spaces.

The main task is to explore a method by which we can select sizes of

neighborhoods under given contexts. We also show simulation results of

the proposed method.

Keywords: Rough set theory, Topological spaces, Modal logic, Kripke

models, Neighborhood models, Variable neighborhoods, Agent control.

1 Introduction

In [3], we formulated a rough-set-based method of behavior arbitration in agent
control using behavior-based AI principle and applied it to the agent’s garbage
collection. There we found some deadlock problems which could be solved by
reducing agent’s ranges of view. This observation suggests that we need further
detailed topological consideration on the previous method. From a topological
point of view, such solution can be interpreted as agent’s control of sizes of his
range of view as a neighborhood.

In this paper, we propose a variable neighborhood model that agents select
actions based on variable neighborhoods. The agent can select one of neighbor-
hoods in a neighborhood system under a given context. We examine how the
way of selecting sizes of neighborhoods effects the agents’ behaviors. We also
show some simulation results of the proposed method applied to agent control
in target chasing problems.

2 Preliminaries

2.1 Rough Set Theory

Given a non-empty set U , called a universe, and an equivalence relation R on
U , a Pawlak approximation space is the pair (U, R). For a subset X ⊆ U , the
lower and upper approximations of X are defined by, respectively,

J.D. Velásquez et al. (Eds.): KES 2009, Part II, LNAI 5712, pp. 356–363, 2009.
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[R]X = {x ∈ U | [x]R ⊆ X},
〈R〉X = {x ∈ U | [x]R ∩ X �= ∅},

where [x]R is the equivalence class of x with respect to R. The pair ([R]X, 〈R〉X)
is called the rough set of X with respect to R. If X satisfies [R]X = X = 〈R〉X ,
X is said to be R-definable, else X is R-rough.

U is divided into the following three disjoint regions by the approximations:

• R-positive region of X : POSR(X) = [R]X
• R-negative region of X : NEGR(X) = U \ 〈R〉X
• R-boundary region of X : BDR(X) = 〈R〉X \ [R]X .

2.2 Possible World Semantics for Modal Logics

There are a variety of possible world semantics in modal logic literature and,
among them, Kripke-style semantics is well-known. A structure

F = 〈U, R〉

is called a Kripke frame, where U is a universe (set of possible worlds) and R is
a binary relation on U (accessibility relation). A Kripke frame with a valuation
V , that is,

M = 〈U, R, V 〉

is called Kripke model. A valuation assigns either truth value 1 (true) or 0 (false)
to every atomic sentence at each world.

An atomic sentence p is said to be true at a possible world x ∈ U in a
Kripke model M , denoted M , x |= p, if and only if V (p, x) = 1. Then, the truth
conditions for modal sentences are given by

M , x |= �p ⇔ UR(x) ⊆ ||p||M ,

M , x |= ♦p ⇔ UR(x) ∩ ||p||M �= ∅,

where ||p||M and UR(x) are subsets in U defined by

||p||M = {x ∈ U | M , x |= p},
UR(x) = {y ∈ U | xRy},

respectively.

2.3 Topology

A topological space is defined as F = 〈U, N〉, where U is a universe and N :
U → 22U

is a neighborhood system which satisfies the following conditions: for
all x ∈ U
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(N1) U ∈ N(x)
(N2) X ∈ N(x) ⇒ x ∈ X
(N3) X1, X2 ∈ N(x) ⇒ X1 ∩ X2 ∈ N(x)
(N4) (X ∈ N(x) and X ⊆ Y ) ⇒ Y ∈ N(x)
(N5) X ∈ N(x) ⇒ ∃Y ∈ N(x)[Y ⊆ X and ∀y(y ∈ Y ⇒ X ∈ N(y))]

Topological spaces can be also defined using, for example, a family of open sets,
a family of closed sets, and so on.

A neighborhood model is a structure M = 〈U, N, V 〉, where V is a valuation.
In this case, N dose not necessarily have to satisfy the above conditions of
neighborhood systems.

3 Framework of the Proposed Method

3.1 Target Chasing Problems

In this paper, we deal with target chasing problems where we consider several
kinds of objects such as an agent, targets, walls and a base in a universe U ,
which may be topological or distance spaces.

– An agent has mobility capability.
– An agent has energy level and loses energy by performing actions.
– The purpose of an agent is to chase targets.
– If an agent’s energy level becomes 0, it will stop.
– In a base, an agent can charge energy.

We can classify the object in two groups. One group contains an agent, targets
(target1, target2, · · ·) and walls. They are called Type A objects in this paper.
The other one contains a base called Type B object in this paper. Two different
Type A objects cannot occupy one location at the same time. Type A object
and Type B object, or different Type B objects can exist at the same location
at the same time. An agent and targets are located at a point x in U . To chase
a target, an agent should avoid walls and charge energy if its energy is low.

In our approach, an agent can observe objects only in the neighborhood that
the agent selects. When an agent is located at x in U his neighborhood is denoted
by U(x). An agent cannot necessarily observe all range of U(x) by, for example,
walls illustrated in Fig. 1.

Fig. 1. An agent’s range of view and walls
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Fig. 2. The rough set of X by the fundamental system of neighborhood Bα/n

3.2 The 2-Dimensional Euclidean Space and Rough Sets

The 2-dimensional Euclidean space (R2, d) is a topological space. We discuss a
way of generating rough sets from neighborhood systems. We assume that an
agent is in a topological subspace (U, NU ) of the 2-dimensional Euclidean space,
where U ⊆ R

2 is a bounded closed set, NU is a neighborhood system induced
from (R2, d).

We consider an α/n-open neighborhood

Bα/n(x) = {y ∈ R
2 | d(x, y) < α/n, n ∈ N}.

Selecting different α generates a variety of granularity. We can obtain disjoint
classes by considering difference sets of α/n-open neighborhoods, The difference
set Cα

n = Bα/n(x) \ Bα/(n+1)(x) becomes an annulus. Then the following set

Pα = {Cα
n | n ∈ N} ∪ {U \ Bα, {x}}

is a partition of U , therefore we can define the equivalence relation Rα on U .
Given a subset X ⊆ U , we can have the rough set ([Rα]X, 〈Rα〉X) of X . In

cases that the upper approximation of X is not a subset of U , the rough set is
modified ([Rα]X, (〈Rα〉X) ∩ U).

An agent located at x decides the value of n and its neighborhood. As agent’s
criteria for selecting neighborhoods, we consider adopting the lower approxi-
mation, adopting the upper approximation, and so on. An agent can have a
neighborhood Bα/n(x) by selecting n so that it can satisfy a condition, like
Bα/n(x) ⊆ [Rα]X and Bα/n(x) ⊆ 〈Rα〉X , depending on a given context.

3.3 Dynamic Neighborhood Model

In this subsection, we introduce a kind of neighborhood models in order to
describe interaction between an agent and dynamic environment. We call them
dynamic neighborhood models. We confine ourselves only to one agent cases
in this paper. Let xt ∈ U be an agent’s location at time t and let α(t) be
a real number which an agent determines under a given context at time t. A
dynamic neighborhood model is defined as M t

α(t) = 〈U, NU , V t, α(t)〉, where V t

is a valuation that assigns truth values to every atomic sentence at each world
at given time t.
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Selecting n at time t, the agent has the neighborhood Bα(t)/n(xt). The truth
condition for modal sentences are given by

M t
α(t), x

t |= �p ⇔ Bα(t)/n(xt) ⊆ ||p||M
t
α(t) ,

M t
α(t), x

t |= ♦p ⇔ Bα(t)/n(xt) ∩ ||p||M
t
α(t) �= ∅.

Proposition 31. 1. Every neighborhood is Rα(t)-definable.
2. If a neighborhoods Bα(t)/n(xt) satisfies Bα(t)/n(xt) ⊆ [Rα(t)]||p||M

t
α , then

M t
α(t), x

t |= �p and M t
α(t), x

t |= ♦p.

3. If a neighborhoods Bα(t)/n(xt) satisfies Bα(t)/n(xt) ∩ 〈Rα〉||p||M
t
α �= ∅, then

M t
α, xt |= ♦p.

4. If a neighborhoods Bα(t)/n(xt) satisfies Bα(t)/n(xt) ⊆ [Rα](||p||M t
α)c, then

M t
α, xt |= ¬�p and M t

α, xt |= ¬♦p.
5. If a neighborhoods Bα(t)/n(xt) satisfies Bα(t)/n(xt) ⊆/ [Rα]||p||M t

α and
Bα(t)/n(xt) ∩ 〈Rα〉||p||M

t
α �= ∅, then M t

α, xt |= ¬�p and M t
α, xt |= ♦p.

4 Observed Results and Sizes of Neighborhood

In this section, we formulate a way of changing an agent’s observations in his
neighborhoods. In general, an agent may observe different objects depending on
sizes of neighborhoods. We formulate such kind of observations in the dynamic
neighborhood model M t

α(t).
Let us consider two atomic sentences base1 and target1. M t

α(t), x
t |= base1

means that a point (world) xt ∈ U is in base1. M t
α(t), x

t |= target1 means that
a point xt ∈ U is in target1. By observation, an agent can know truth values of
modal sentences in M t

α(t), that is, whether, for example, M t
α(t), x

t |= �base1,
M t

α(t), x
t |= ♦base1, and M t

α(t), x
t |= ¬♦base1 hold or not. In the following, we

denote M t
α(t), x

t |= �base1 simply by �base1 if confusion does not arise. We use
a similar notation for other modal sentences.

Observations of Type B Objects

Base1 is a Type B object. When an agent observes �base1, if he expands the
size of his neighborhood, then his observed result changes to ♦base1. When
an agent observes ¬♦base1, if he expands the size of his neighborhood, then
his observed result changes to ♦base1. When an agent observes ♦base1, if he
expands the size of his neighborhood, then his observed result changes to �base1
or ¬♦base1 according to positional relationship of the agent and base1. In some
cases, observations do not change. Such changes of observations are shown in
Fig. 3.
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Fig. 3. Changes of observations by expansion and shrinking of neighborhoods for Type

B objects

Fig. 4. Changes of observations by expantion and shrinking of neighborhoods for Type

A objects

Observations of Type A Objects

Target1 is a Type A object. An agent and a Type A object cannot share the
same point at the same time. Let an agent be located at xt. Then, M t

α(t), x
t |=

¬target1, and thus M t
α(t), x

t |= ¬�target1. This means that an observed result
cannot be �target1.

When an agent observes ♦target1, if he shrinks the size of his neighbor-
hood, then his observed result changes to ¬♦target1. When an agent observes
¬♦target1, if he expands the size of his neighborhood, then his observed re-
sult changes to ♦target1. There are times that the observation will be remain
unchanged by expanding or shrinking the neighborhood. Such changes of obser-
vations are shown in Fig. 4.

Each Observation and Directions

When an agent observes �base1, he cannot access or avoid base1 because base1
exists in all directions. When an agent observes ♦base1 ∧ ¬�base1 and gets in-
formation of the direction of base1, he can access base1. When an agent observes
¬♦base1, he cannot access base1 because he cannot get information of the di-
rection of base1.
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In this way, if an agent wants to access or avoid objects, he must select one
of neighborhoods that result in ♦object ∧ ¬�object.

5 Simulation

We carried out some simulation using the proposed method. In our simulation,
we assume one agent, one target, one base, and walls. The task of the agent is
to chase the target. If the agent’s energy level is low, he must search the base in
order to charge energy.

We perform four kinds of simulation (Fig. 5, 6, 7, 8) where the agent is given
different strategies for selecting neighborhoods.

Fig. 5. Agents that select most largest

neighborhood

Fig. 6. Agents that shrink its neighbor-

hood randomly

(1) Agents that select most largest neighborhood

If the agent’s neighborhood is larger, he tends to avoid more distant walls and
thus his mobility becomes more restricted. As a result, his ability of searching
the target would be more limited. He can easily find the base, so he seldom runs
out of energy.

(2) Agents that shrink its neighborhood randomly

In the shrunk neighborhood, the restriction of agent’s mobility is lax because
of decrease of number of walls. Despite agent’s energy is low, the agent selects
small neighborhoods and it cannot find the base and he come to a stop because
of running out of energy.

(3) Agents that adopt the neighborhood of the lower approximation
of visible region

The agent cannot avoid walls, hence there are no walls in his neighborhood at
all times. The agent almost loses the base and he come to a stop.
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Fig. 7. Agents that adopt the neighbor-

hood of the lower approximation of visi-

ble region

Fig. 8. Agents that adopt the expanded

neighborhood of the lower approxima-

tion

(4) Agents that adopt the expanded neighborhood of the lower
approximation

Even though the agent comes near to walls to a certain degree, he avoids walls.

6 Concluding Remarks

In this paper, we formulated a framework of a variable neighborhood model by a
dynamic neighborhood model. We generated rough sets considering an countable
fundamental system of neighborhoods and we showed rough sets will be one
of strategies for selecting neighborhoods. There is close relationships between
the description by rough sets and the description by neighborhood models. We
carried out some simulations and confirmed different trends of agents’ behaviors
by their strategies for selecting neighborhoods. We plan to pursue relationships
between agent’s behaviors and topological properties. We also plan to consider
differences of strategies for selecting neighborhoods.
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Abstract. Measuring and estimating are fundamental activities for the success 
of any project. In the software maintenance realm the lack of maturity, or even 
a low level of interest in adopting effective maintenance techniques and related 
metrics, have been pointed out as an important cause for the high costs in-
volved. In this paper data mining techniques are applied to provide a sound es-
timation for the time required to accomplish a maintenance task. Based on real 
world data regarding maintenance requests, some regression models are built to 
predict the time required for each maintenance. Data on the team skill and the 
maintenance characteristics are mapped into values that predict better time es-
timations in comparison to the one predicted by the human expert. A particular 
finding from this research is that the time prediction provided by a human ex-
pert works as an inductive bias that improves the overall prediction accuracy.  

Keywords: Informal Reasoning, Data Mining, Software Maintenance. 

1   Introduction 

Both the increasing technological evolution and the speed in which software require-
ments change have led the software engineering community to consider software as 
an object in permanent improvement. Consequently, a great demand for maintenance 
has settled down. On the other hand, the high competitive scenery for software ser-
vices suppliers stimulates software companies to seek alternatives to improve their 
configuration management in order to provide the best service for their clients. Adopt-
ing more effective methods for the development process and for maintenance prac-
tices is mandatory to reach that objective (LEHMAN, PERRY & RAMIL, 1998).  

The concerns about the time applied to maintain systems appeared by the nineties. 
Soon, the community becomes aware that by 90% of the total cost of a system is de-
voted to its maintenance (PIGOSKI, 1996; PFLEEGER, 2001). In general, the re-
search on software metrics and estimation have received increasing attention in the 
Software Engineering (SE) context, looking for satisfying the clients requirements of 
quality, quickness, convenience, and low cost for implementation maintenance. Such 
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methods have pushed the development of high quality software products with ade-
quate costs. 

This paper presents the results of a research focused on predicting maintenance 
time based in variables like platform, kind of service, complexity, and service impor-
tance. An approach, named Counselor, is proposed to support an analyst in deciding 
about a schedule to carry out a maintenance task. This approach includes a set of 
regression models that can be applied alternatively as an optimistic, a pessimistic, or a 
middle way predictor. 

2   The Time Estimation in Software Engineering 

Measuring is the process by which numbers and symbols are assigned to the real 
world in order to enable characterizing each entity by means of clearly defined rules 
(FENTON and PFLEEGER, 1997). According to Pressman (2009), measures can be 
defined as quantitative indicators to express the extension, dimension, capacity, or 
size of an attribute of a product or process. 

Also, according to Fenton e Pfleeger (1997), people measure to understand, con-
trol, and improve the software development process. As stated by Brito e Abreu 
(1992), metrics are not the panacea for all problems in the software development 
process. However, if used conjointly with other concerns, like a careful recruitment of 
the development team and a practice of quality control, they have been pointed out as 
a catalyst for quality and productivity. 

The main results expected when applying some metric program are (BRITO E 
ABREU, 1992): (i) improving the management activity, mitigating the uncertainty 
related to the software development; (ii) a more effective quality control, 
(iii) anticipating problems, allowing corrective actions; (iv) improving the enterprise 
reputation; and (v) higher productivity, among others.  

Although the great amount of available literature related to software estimation, 
many barriers preclude the developers of adopting such techniques. Facts like low 
maturity, lack of interest of development enterprises, and low acceptance can be 
enlisted as the main causes for failure in adopting metrics. And, as a consequence of 
having the measuring process not well rooted in the enterprises, we have the high 
maintenance cost of information systems that the research community observes. 

There exists a bunch of metrics, almost of them able to measure systems in many 
phases, before, during, and after the development. However, important issues like 
system size, development language, applied databases, team experience, and so on, 
are not considered in the existing metrics. In the lack of better options for mainte-
nance time prediction, many institutions adapt measuring techniques for software 
size, satisfying precariously their necessities. 

3   Material and Methods 

Counselor includes a set of regression models that can be applied under the optimis-
tic, pessimistic, or middle way adopted approaches. The regression models were built 
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according the CRISP-DM method for Knowledge Discovery in Databases (CHAP-
MAN, 2000) and combined in a committee machine adapted to regression. 

3.1   Data Description  

The variables considered to build the regression models were defined according the 
adherence they have with the related task. This adherence was specified by software 
engineering practitioners and reflects the importance the variables have to predict the 
expected maintenance time. Also, the availability of historical observations was con-
sidered to define the independent variables. 

A set of 21,493 records of software maintenance from a Brazilian software com-
pany were taken for creating the regression models. This data set was used both for 
training and testing the models by applying n-fold cross-validation approach. Each 
model was built from the same data set, varying only the learning algorithm. The 
variables used as input to the model were: main platform, kind of service, subtask 
involved, team experience, data base, system complexity, the time estimation from an 
expert, and how critical the system is. During the pre-processing activity, records with 
no information in some field or wrong data type were considered outliers and taken 
off from the original data set. The resulting data set contains 18,845 records, distrib-
uted according to the platform are shown in Table 1.  

Table 1. Amount of records by platform 

Platform # Records 

Three Layers 35

Asp-Sql-server-VB 29
Delphi-Oracle 96

Client Server 659
SAP 1,154
Mainframe 6,435

Web 10,437

Total of records 18,845

3.2   Modeling the Problem 

Regression is a powerful data mining approach and is used to investigate the relation 
among variables. It is a data analysis technique that builds models in which the objec-
tive is to predict numeric values. A regression model can adjust a function over the 
data, minimizing the error from the prediction values against the observed values. In 
other words, statistically, regression is a method to estimate a conditional (expected 
value) from a variable y, given the values from some other variables. Linear regres-
sion is the vanilla approach for regression and assumes that the relation among the 
independent and the conditional variables presents a linear behavior, under some 
parameters. Otherwise, the regression is called non-linear. 

The methods we have chosen to work with are described next, include both linear 
and non-linear approaches, and have as an important characteristic the ability to work 
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most naturally with nominal attributes at the input space. They are all implemented in 
Weka benchmark (WITTEN and FRANK, 2005). 

• LeastMedSq. It is an implementation of a least median squared linear regression 
that minimizes the median squared error. 

• Linear Regression. Although requiring the strong restriction of linearity on the 
model, the linear regression was used in this work as a bottom line model. 

• Multilayer Perceptron. Implements a back propagation learning method. 

• RBF. The radial basis function neural network has as main characteristic the use of 
a normalized distance (based in a Gaussian function) between the input points and 
the hidden nodes to define the activation of each node. The activation is as 
stronger as closer are the two points. 

• SMOreg. This is an implementation of the sequential minimal optimization algo-
rithm for training a support vector regression model. Its main characteristics are to 
cope with missing values and to transform nominal attributes into binary ones. 

For each platform, it was generated twenty models, the five types above mentioned 
combined with two validation schemas (2- and 10-fold cross validation) and two varia-
tions in the input space. These variations in the input space refer to the presence or  
absence of the expert time prediction as independent variable.  Considering that we 
studied seven platforms, the amount of models generated reaches hundred forty models. 

4   Results and Discussion 

In order to provide a basis for comparison among the resulting regression models we 
adopted the Mean Absolute Error (MAE) as accuracy evaluator. The estimated time 
for each maintenance request came from the feeling of experimented software engi-
neering practitioners, with large knowledge in each platform. On the other hand, the 
time observed for each request was taken as the elapsed time between the beginning 
and the maintenance completion. 

Also, it was observed that the models generated using the expert time prediction as 
independent variables usually have shown a smaller error in the prediction than with-
out this variable. It can be interpreted that the expert time prediction variable works as 
a positive bias, improving the overall prediction performance. If we do not consider 
expert time prediction as input variable, the best model generated came from the 
LeastMedSq algorithm, for the platforms: 3-Layers, Asp, and Delphi-Oracle and the 
SMOreg for Client-Server, Mainframe, SAP, and Web. When including expert time 
prediction in the input space, SMOreg generated the best model for the platforms 3-
layers, Asp, Delphi-Oracle, and Mainframe and the LeastMedSeq for Client-Server 
and SAP. With respect to the validation schemas, it was not observed significant dif-
ferences when using 2- or 10-fold cross validation. So, in this study we show only the 
five original models with expert time prediction as independent variable, tested under 
the 2-fold cross validation schema.  
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Fig. 1. Committee machine for combining the regression models 

It was observed that the time predicted by the models is, in general, smaller than 
the expert prediction. It can be seen from Table 2 that the time adopted by the en-
terprise was always bigger than the models predictions. However, it does not mean 
that one must take the smallest predicted time. Considering the risk of losses by 
taking a very small prediction that, at the end of the task, will not be verified, we 
propose three approaches, one pessimistic, one optimistic, and a middle way ap-
proach. In the pessimistic approach, the analyst takes the value from the model with 
bigger MAE. For the optimistic approach, the model with smaller MAE is consid-
ered. Finally, for the middle way approach, we propose a committee machine 
(HAYKIN, 2008) that generates a output a combination of the outputs from the five 
models (Fig. 1). 

Table 2. MAE for each model/platform, with and without the expert prediction 

X = With expert prediction      W = Without expert prediction  . .  
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In the example shown, the result generated by the committee machine is the arith-
metic mean of the five outputs. Other variations, like the weighted mean could be 
adopted. 

Table 2 shows the values estimated by each model, under the 2-fold cross valida-
tion schema, for each platform. The best prediction is marked in bold face, consid-
ering the option: using or not using (in italic) the expert prediction as independent 
variable.  

The MAE for each model is depicted in Figure 2. The bigger MAE, related to the 
pessimistic approach, are shown in Figure 2a while the optimistic approach (smaller 
MAE) are illustrated in Figure 2b that shows the best results. In Figure 2c it is shown 
the arithmetic mean among the MAE from the committee machine. The relations 
between the expert predictions and the committee machine predictions become clear 
in this figure.  
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(b) Smaller MAE by platform 
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(c) Smaller MAE using the committee machine 

 = With the expert predictions      = Without the expert predictions  

Fig. 2. MAE from the models with and without the expert predictions 

A comparison of expert predictions with models with bigger and smaller MAE, 
with or without the expert prediction as independent variable, and the committee 
machine is show in Figure 3. With the only exception in ASP platform, all MAE from 
the models are smaller than the MAE of expert predictions. 

For illustrating the possible use of Counselor, we took three maintenance requests, 
with the time consumed for their completion, and applied the models for prediction. 
The results can be seen at Table 3. 
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Fig. 3. Comparing MAE of expert prediction with models and committee machine 

Table 3. Models (with expert predictions) applied for three maintenance cases for Mainframe 

#
Time 

consumed
Expert 

prediction
SMOreg 

(optimistic)
Mean  

(middle way)
RBF 

(pessimistic)
Least 

MedSq 
Linear 

regresion 
Multilayer 
Perceptron

1 4 2 2.754 * 3.773 6.552 1.079 4.709 -3.764 

2 6 6 * 7.017 9.489 16.684 5.699 8.557 -6.295 

3 12 12 4.341 * 7.7122 16.677 9.831 -12.387 -9.210 
 

 
 

Predictions from the Multilayer Perceptron were completely discarded since the 
model predicted only negative values, which constitute spurious values. The optimis-
tic predictions (from SMOreg) are shown in the fourth column, the middle way in the 
fifth, and the pessimistic in the sixth. Comparing these predictions with the ones  
issued by the expert (third column), it can be observed that the three predictions (op-
timist, pessimistic, and middleway) can provide some figures to help the expert in 
deciding if his predictions are too far from the historical set of requests. For example, 
in request 1, Counselor best prediction was 3.7 hours, that is better than the expert 
prediction. The predictions nearer the amount of time consumed at the maintenance 
completion, for each approach, are marked with “*”. 

5   Conclusion 

We have shown, empirically, that we can estimate with an acceptable precision the time 
necessary to carry out a software maintenance task. Considering the increasing competi-
tion in the modern economy, in all segments, a tool like Counselor can help a software 
development company in defining adequately their prices in the market. Such a model 
can help the manager in offering feasible prices for the services while assuring the nec-
essary quality of these services. This approach can be improved permanently with new 
maintenance requests and with the expansion of expert experience. 
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Abstract. The development of effective knowledge adaption techniques is one 
of the promising solutions to improve the performance of case-based reasoning 
(CBR) systems. Case-base maintenance becomes a powerful method to refine 
knowledge in CBR systems. This paper proposes an integrated knowledge 
adaption framework for CBR systems which contains a meta database compo-
nent and a maintenance strategies component. The meta database component 
can help track changes of interested concepts and therefore enable a CBR sys-
tem to signal a need for maintenance or to invoke adaption on its own. The 
maintenance strategies component can perform cross-container maintenance 
operations in a CBR system. This paper also illustrates how the proposed inte-
grated knowledge adaption framework assists decision makers to build dynamic 
prediction and decision capabilities.  

Keywords: knowledge adaption, case-based reasoning, case-base maintenance, 
machine learning, adaptive decision support. 

1   Introduction 

Organizational decision makers are expected to carry out tasks and solve problems 
effectively and efficiently by learning previous knowledge. Machine learning pro-
vides automatic techniques to learn past knowledge, observations, and various experi-
ence in order to make accurate predictions and support decision-making. A main 
concern in machine learning is the design and development of learning algorithms 
that can continuously acquire and refine knowledge, such as rules and patterns, from 
data, and allow computers to improve their performance over time. 

One of the current challenges facing machine learning algorithms, like CART, ID3, 
C4.5 and IFN [1], is to handle the dynamic changing situations. In many machine 
learning-based systems, the distributions or patterns underlying the data are changing 
over time rather than remaining stable, which is also known as concept drift [2]. As a 
result, when a learning algorithm considers all the past training examples or makes an 
assumption that training data is a random sample drawn from a stationary distribution, 
the induced patterns may not relevant to the new data [3, 4]. This raises an urgent 
need of an effective learner which is able to track such changes and to quickly adapt 
to them [2]. 
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Case-based reasoning (CBR), as one of the most popular machine learning tech-
nique, shows the process of solving new problems based on the solutions of similar 
past problems [5]. The prediction and reasoning accuracy is mainly depended on the 
quality of cases and other knowledge. In order to perform as well as possible despite 
changing circumstances, a CBR system must be able to signal the need for mainte-
nance or to invoke maintenance strategies as needed, that is to develop an adaptive 
CBR system [6]. This leads to a new active research area, case-based maintenance 
(CBM), which has been seen as a new phase of CBR. Literature reports several CBM 
policies to improve efficiency, reserve competency and maintain consistency of a 
CBR system. The most creative point of the CBM technique is that it allows a CBR 
system to update itself dynamically by taking information from problem solving proc-
ess. Obviously, this ability can greatly improve the performance of CBR in applica-
tions. We therefore can use CBM techniques to support the establishment of adaptive 
CBR systems. 

The success of long-term CBR applications in dynamic environment depends criti-
cally on the accuracy and refining of the contents of case bases and other knowledge 
containers ─ vocabulary knowledge, retrieval knowledge (similarity measure), and 
adaption knowledge (solution transformation) [7]. To provide maintenance support 
for a case base, Smyth and Keane [8] suggested an competence-preserving case dele-
tion policy which introduces two important competence properties, coverage and 
reachability. Delany & Cunningham [9] enhanced this competence model by adding a 
liability property and proposed a conservative redundancy reduction policy. In the 
meantime, Zhu & Yang [10] developed a case-addition policy, which repeatedly se-
lects cases from an original case-base and then adds them into an empty case-base 
until reaches a certain size limit. Moreover, some researches of CBM extended be-
yond maintaining case base alone and addressed to all the other knowledge containers 
of a CBR system. Kim & Han [11] described a GA-based case representation which 
can search for the near-optimal form of representation through discretization; Craw, 
Jarmulak & Rowe [12] developed a method to optimize CBR retrieval and Hanney & 
Keane [13] presented an inductive learning algorithm to extract adaption rules from 
the cases in the case-base which is very useful in CBM. All these proposed methods 
can maintain case base and other knowledge, but they mainly focus on single knowl-
edge container only. In real world applications, a completed CBR system contains a 
set of knowledge containers and must be able to adapt knowledge within all these 
containers as a whole. Heister and Wilke [14] identified this problem and suggested a 
repair phase to keep consistency among knowledge containers as well as a framework 
to support the new phase. However, their framework is weak in tracking changes and 
lack of discussion of relationships between adaption knowledge and other knowledge 
in a CBR system. To handle these two issues, we propose an integrated knowledge 
adaption framework, which has a meta database component to help track changes of 
concepts thus enable the CBR system to signal a need for maintenance and a mainte-
nance strategies component for cross-container adaption operations.  

The paper is organized as follow. In Section 2, we briefly explain related re-
searches and developments in CBR and CBM. In Section 3, we present an integrated 
knowledge adaption framework for CBR systems. Comparing with others, the advan-
tages of the framework is it gives detailed approaches to enhance the communication 
between a CBM/CBR system and its users and to restore all knowledge containers 
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dynamically. Section 4 gives an example to illustrate how the framework design 
commits a cross-container adaption for CBR. Conclusions and further studies are 
discussed in Section 5. 

2   Related Works 

This section will first review the concepts and methods of case-based reasoning. It 
will then introduce the new development in CBR research by considering CBM.   

2.1   Case-Based Reasoning 

Case-based reasoning offers a powerful learning ability to use past experiences as a 
basis for dealing with new problems, and facilitates the knowledge acquisition proc-
ess by avoiding the time required to elicit solutions from experts. It is represented by 
a four-step (4Rs) cycle: retrieve, reuse, revise and retain [5]. A new case defined by 
an initial problem description is used to retrieve a case from the base of previous 
cases. “The retrieved case is combined with the new case - through reuse - into a 
solved case, i.e. a proposed solution to the initial problem. Through the revise process 
this solution is tested for success, e.g. by being applied to the real world environment 
or evaluated by a teacher, and repaired if failed. During retain, useful experience is 
retained for future reuse, and the case base is updated by a new learned case, or by 
modification of some existing cases.”[5]  

2.2   Extended Case-Based Reasoning 

The success of a CBR system is mainly dependent on the suitability of knowledge and 
the correctness of reasoning. Therefore, certain “harmful” knowledge may actually 
degrade system performance [8]. To cope with all issues that arise when CBR is used 
in real world applications and especially in rapid changing environments, some addi-
tional phases such as maintenance phase has been accepted to extend original CBR 
cycle [15]. As a typical development, Reinartz [16] extended the standard four-step 
CBR cycle [5] by two additional steps: review and restore. The review step covers 
tasks to judge and monitor the current state of a CBR system and its knowledge con-
tainers, whereas the restore step invokes mechanisms to change the system and its 
knowledge to improve the performance. Figure 1 shows the six-step CBR cycle. 

2.3   Case-Base Maintenance  

The case-base maintenance (CBM) refers to the process of refining a CBR system to 
improve the system’s performance, which implements policies of revising the contents 
of a CBR system in order to facilitate future reasoning [17]. To guide the general study 
of maintenance in a CBR system, Wilson and Leake [17] provided a common frame-
work for describing CBM policies. They categorized CBM approaches in terms of 
CBM policies that determine when and how a CBR system performs CBM. But they 
only gave a very general framework, which didn’t give enough design and explanation 
about how operations of different knowledge containers affect each other and how to 
integrate maintenance operations of different containers into a CBR system. 
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Fig. 1. The Six-Step CBR Cycle [16] 

To address this issue, Heister and Wilke [14] presented a two-phase approach. They 
defined maintenance operations as modifications of a system made by the users in an 
intended manner and repair operations as pre-defined scripts to be performed after a 
maintenance operation has happened to keep system consistent. They further devel-
oped a maintenance architecture to support these two operations during changes of the 
system. However, their framework is not able to track changes of concepts, and thus 
doesn’t facilitate the decisions of when, where and how to make changes.  

3   An Integrated Knowledge Adaption Framework for CBR 

To provide better communications with the decision makers and facilitate their deci-
sions with regards to knowledge maintenance issue, we proposed an integrated knowl-
edge adaption framework for CBR systems. The framework is able to track changes of 
concepts, thus signal a need for maintenance to decision makers or even perform a 
series of operations on its own. It also supports changes of multiple knowledge con-
tainers and cross-container operations. Coincide with the extended six-step of CBR 
cycle [16], the framework consists of two parts, application phase (the right half) and 
maintenance phase (the left part), as shown in Figure 2. This paper mainly explains the 
meta database component (corresponding to the review step in Figure 2) and mainte-
nance strategies component (corresponding to the restore step in Figure 2).  

3.1   Meta Database 

Followed by the general study of maintenance policies [17], we defined a meta data-
base which stores the information gathered about individual cases, about the case base 
as a whole or in part, and about the overall processing behaviour of the CBR system. 
The information gathered at individual case level includes the number of times that a 
case has been reused successfully or the times it has failed, the histories of case reten-
tion or reuse and the current measurement of the coverage set and reachability set for 
a case [18]. The information gathered at case base level includes cases in groups  
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Fig. 2. Integrated knowledge Adaption Framework for Case-based Reasoning System 

 

Fig. 3. Maintenance Strategies Component 

which support the generalized adaption knowledge or trained similarity measures and 
the size of current case base. The information gathered for processing behaviour in-
cludes the average retrieval time of the system, a set of problems that the system can-
not solve successfully or cost highly for solving. By reviewing or monitoring the 
information gathered in it, one could assess the current performance of a system, thus 
perform or trigger a certain set of maintenance operations when desired. 
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3.2   Maintenance Strategies  

The result of data analysis serves as input for determining whether CBM is necessary 
and where to restore. Thus, the maintenance strategies component takes meta data as 
input and restores the knowledge in a CBR system. While a system may inform users 
that certain maintenance operations are needed, such as removing noise cases, refin-
ing similarity measures, users may also request certain operations in desired, such as 
adding new adaption rules, adding new similarity measures. As changes of one 
knowledge container may also affect others, the proposed or requested maintenance 
operations will be followed by certain sets of repair operations to prohibit inconsis-
tency as shown in Figure 3. The results of these operations will be evaluated by the 
performance improvement of a CBR system or the decision makers, and the system 
might be reverted in case of failure. We will give an example in the next section to 
illustrate how the changes will be made.  

4   A Case Study 

Suppose there is a CBR system designed for a telecommunication company, which 
helps the marketing department to determine strategies on how to attract more cus-
tomers. In the past, to attract the youth, several cases indicated that a low charge of 
SMS was a good champion strategy (depicted as circles in Figure 4). Recently, as 
iphone becomes a new hot spot and the functionality of playing multimedia is more 
 

 

Fig. 4. An Example of Case-base Maintenance under the Integrated Knowledge Adaption 
Framework 
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attractive, the original strategy does not work well in the competition. To solve this 
problem, new solutions are worked out and retained as new cases in the case base 
(stars in Figure 4), such as offering a good price for iphone. However, when market-
ing decision-makers consider both scenarios, they will get confused, as the two strate-
gies (expressed by two groups of cases) are conflict with each other. Thus case base 
maintenance will be needed. 

As shown in Figure 4, by reviewing meta data, the decision makers are able to rec-
ognize increasing inconsistency for solving the problem of how to attract the youth 
and a decreasing reliability of circle cases. Thus removing of such old fashioned cases 
will certainly improve the performance of the CBR system. This proposed system can 
also automatically identify these ‘old’ cases and inform/perform a case deletion op-
eration through suitable review and evaluations. 

In addition, changes in a case base may affect other knowledge in the CBR system, 
especially when the original retrieval and adaption knowledge is obtained based on 
the case base. Take the same example, as the result of the removal of circle cases in 
the case base, the support of generalized adaption knowledge ─ Rule 1 (Figure 4), 
becomes weak. Thus certain repair operations may need to be performed to keep 
system consistent. For example, Rule 1 will be replaced by new rules generated by the 
remaining cases in the case-base. 

5   Conclusions and Future Works 

Traditional machine learning methods are facing challenges when applied in dynamic 
changing environments. For CBR systems, CBM has already been accepted as an 
essential phase. In this paper, we have proposed an integrated knowledge adaption 
framework which integrates all knowledge containers together and supports cross-
container operations. Especially, this framework adopted a meta database component 
which gathers information from three different aspects and helps to determinate when 
and where to restore a CBR system.  

For future work, noise cases always mislead the adaption process and can hardly 
be distinguished with newly concepts. Maintenance strategies under different envi-
ronments still need further studies and investigations. Second, maintenance strategies 
themselves could also be seen as knowledge in a CBR system. Studies on how to 
assess and refine this kind knowledge will be another task. 
 
Acknowledgment. The work presented in this paper was supported by Australian 
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Abstract. A paraconsistent annotated logic program called bf-EVALP-

SN has been developed for dealing with before-after relations between

processes and applied to real-time process order control. In this paper,

we propose a logical aticipatory system for before-after relation between

processes based on reasoning of bf-EVALP vector annotations.

Keywords: before-after relation, EVALPSN, bf-EVALPSN, annotated

logic program, anticipatory system.

1 Introduction

We have already developed a paraconsistent annotated logic program called Ex-
tended VectorAnnotated LogicProgramwith Strong Negation(abbr.EVALPSN),
which can deal with intelligent control and safety verification such as pipeline pro-
cess control [1,2,3]. We have also developed an EVALPSN called bf(before-after)-
EVALPSN to deal with bf(before-after)-relationsbetween time intervals (processes),
and applied it to real-time process order control. In bf-EVALPSN, a particular
EVALPSN literal R(pi, pj , t) : [(i, j), μ] is introduced and its vector annotation
(i, j) is used for representing the bf-relation between processes pi and pj accord-
ing to process start/finish time information. We propose a real-time computing
system for bf-relations between two processes in bf-EVALPSN.

Suppose that we deal with n processes and their bf-relations in bf-EVALPSN,
then nC2 bf-relations should be computed. However, it is not so efficient to deal
with all nC2 bf-relations independently, therefore, we also propose a real-time bf-
relation reasoning system which can reason the vector annotation of R(p0, p2, t)
from those of R(p0, p1, t) and R(p1, p2, t) in real-time.

2 Before-After EVALPSN

First of all, we introduce a particular literal R(pi, pj , t) whose vector annotation
represents the before-after relation between processes Pri and Prj at time t,
and it is called a bf-literal 1 [5,6].
1 Hereafter, the word “before-after” is abbreviated as just “bf” in this paper.

J.D. Velásquez et al. (Eds.): KES 2009, Part II, LNAI 5712, pp. 380–387, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



Before-After Realation Anticipatory System/bf-EVALPSN 381

Fig. 1. Before/After and Disjoint Before/After
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Fig. 2. Immediate Before/After and Joint Before/After

Definition 1 (bf-EVALPSN)
An extended vector annotated literal, R(pi, pj, t) : [(i, j), μ] is called a bf-EVALP
literal, where (i, j) is a vector annotation and μ ∈ {α, β, γ}. If an EVALPSN
clause contains bf-EVALP literals, it is called a bf-EVALPSN clause or just a
bf-EVALP clause if it contains no strong negation. A bf-EVALPSN is a finite set
of bf-EVALPSN clauses.

We provide a paraconsistent before-after interpretation for vector annotations
of bf-literals, and such a vector annotation is called a bf-annotations. Exactly
speaking, bf-relations between processes are classified into meaningful fifteen
kinds according to bf-relations between start/finish times of two processes in
bf-EVALPSN. We briefly review bf-EVALPSN [4].

Before (be)/After (af). First of all, we define the most basic bf-relations
before/after as one of two processes starts before another one, which are repre-
sented by bf-annotations be(0, 8)/af(8, 0). They are described as the left process
time chart in Figure 1. We define other 13 kinds of bf-annotations as well as be-
fore(be)/after(af).

Disjoint Before (db)/After (da). bf-relations disjoint before/after are repre-
sented by bf-annotations db(0, 12)/ da(12, 0) and described as the right process
time chart in Figure 1.

Immediate Before (mb)/After (ma). bf-relations immediate before/after are
represented by bf-annotations mb(1, 11)/ ma(11, 1) and described as the left pro-
cess time chart in Figure 2.

Joint Before (jb)/After (ja). bf-relations joint before/after are represented
by bf-annotations jb(2, 10)/ja (10, 2) and described as the right process time
chart in Figure 2.

S-included Before (sb)/After (sa). bf-relations s-included before/after are
represented by bf-annotations sb(3, 9)/sa (9, 3) and described as the left process
time chart in Figure 2.
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Fig. 3. S-included Before/After, and Included Before/After
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Fig. 4. F-included Before/After and Paraconsistent Before/After

Included Before (ib)/After (ia). bf-relations icluded before/after are rep-
resented by bf-annotations ib(4, 8)/ia (8, 4) and described as the right process
time chart in Figure 2.

F-included Before (fb)/After (fa). bf-relations f-included before/after are
represented by bf-annotations fb(5, 7)/fa (7, 5) and described as the left process
time chart in Figure 4.

Paraconsistent Before After (pba). bf-relations paraconsistent before after
are represented by bf-annotations pba (6, 6) and described as the right process
time chart in Figure 4.

If we take before-after measure over the ten bf-annotations as the horizontal
order and before-after knowledge amount of them as the vertical one, we obtain
the complete bi-lattice Tv(12)bf of bf-annotations in Figure 5.

3 Reasoning Systems for Before-After Relations

First of all, we introduce an example for reasoning bf-relations between processes
Pr0, Pr1 and Pr2 in the process schedule chart in Figure 5, and describe how
the bf-relations are infered at each time t0, · · · , t7. Hereafter, we omit deontic
annotations in bf-EVALPSN for simplicity.
At time t0, no process has started, thus we have no knowledge about bf-relations
between processesPr0, Pr1 and Pr2. Therefore,we have the bf-EVALPSNclauses,

R(Pr0, P r1, t0) :(0, 0), R(Pr1, P r2, t0) :(0, 0), R(Pr0, P r2, t0) :(0, 0).

At time t1, only process Pr0 has started, then it can be reasoned that the
bf-relation between processes Pr0 and Pr1 is one of bf-relations {db(0, 12),
mb(1, 11), jb(2, 10), sb(3, 9), ib(4, 8)} whose greatest lower bound is (0, 8). On
the other hand we still have no knowledge about the bf-relation between pro-
cesses Pr1 and Pr2. Moreover, literal R(Pr0, P r2, t1) has the same vector anno-
tation (0, 8) as literal R(Pr0, P r1, t1), and we have the bf-EVALPSN clauses,

R(Pr0, P r1, t0) :(0, 8), R(Pr1, P r2, t0) :(0, 0), R(Pr0, P r2, t0) :(0, 8).
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Fig. 5. Complete Lattice Tv(12)bf and Process Schedule Chart

At time t2, process Pr1 has started before process Pr0 finishes, then it can be
reasoned that the bf-relation between processes Pr0 and Pr1 is one of bf-relations
{jb(2, 10), sb(3, 9), ib(4, 8)} whose greatest lower bound is (2, 8). Moreover, as
process Pr2 has not started yet, we have the following bf-EVALPSN clauses,

R(Pr0, P r1, t0) :(2, 8), R(Pr1, P r2, t0) :(0, 8), R(Pr0, P r2, t0) :(0, 8).

At time t3, process Pr2 has started before processes Pr0 and Pr1 finish, then it
can be reasoned that all literals R(Pr0, P r1, t3), R(Pr1, P r2, t3) R(Pr0, P r2, t3)
have the same vector annotation (2, 8) as well as literal R(Pr0, P r1, t2). There-
fore, we have the bf-EVALPSN clauses,

R(Pr0, P r1, t0) :(2, 8), R(Pr1, P r2, t0) :(2, 8), R(Pr0, P r2, t0) :(2, 8).

At time t4, only process Pr2 has finished, then only literal R(Pr0, P r1, t4)
still has the same vector annotation (2, 8), and it can be reasoned that literals
R(Pr1, P r2, t4) and R(Pr0, P r2, t4) has their final vector annotation ib(4, 8).
Therefore, we have the bf-EVALPSN clauses,

R(Pr0, P r1, t0) :(2, 8), R(Pr1, P r2, t0) :(4, 8), R(Pr0, P r2, t0) :(4, 8).

At time t5, process Pr0 has finished before processes Pr1 finish, then literal
R(Pr1, P r2, t5) has its final vector annotation jb(2, 10). Therefore, even though
process Pr1 has not finished yet, all bf-relations between processes Pr0, Pr1 and
Pr2 have been determined as follows:

R(Pr0, P r1, t0) :jb(2, 10), R(Pr1, P r2, t0) :ib(4, 8), R(Pr0, P r2, t0) :ib(4, 8).
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3.1 Inference Rules for Bf-Relations between Two Processes

As shown in the example, it is quite natural to construct inference rules for
reasoning bf-relations between two processes Pri and Prj in real time. We in-
troduce two kinds of predicates st and fi representing start/finish information
of processes as follows: st(pi, t), “process Pri starts at time t”; fi(pi, t), “process
Pri finishes at time t”. Those literals have vector annotations t(1, 0)/f(0, 1) that
mean true/false intuitively. We introduce the following inference rules.

BF-RELATION INFERENCE RULES

(0, 0)-rule-1 If process Pri has just started and process Prj has not started
yet, the vector annotation of R(pi, pj , t) becomes (0, 8) from (0, 0).

(0, 0)-rule-2 If both processes Pri and Prj have started at the same time,
the vector annotation of R(pi, pj , t) becomes (5, 5) from (0, 0).

These (0, 0)-rule-1,2 may be translated into the bf-EVALPSN clauses:

R(pi, pj , t) :(0, 0) ∧ st(pi, t) :t∧ ∼ st(pj , t) :t → R(pi, pj, t) :(0, 8),
R(pi, pj , t) :(0, 0) ∧ st(pi, t) :t ∧ st(pj , t) :t → R(pi, pj , t) :(5, 5).

(0,8)-rule-1 If process Pri has finished, and process Prj has not started yet,
then the vector annotation of R(pi, pj , t) becomes (0, 12)(disjoint before)
from (0, 8).

(0,8)-rule-2 If process Pri has finished, and process Prj has started imme-
diately after process Pri finishing, then the vector annotation of R(pi, pj , t)
becomes (1, 11)(immediate before) from (0, 8).

(0,8)-rule-3 If process Pri has started but not finished yet, and process Prj
has also started after process Pri starting, then the vector annotation of
R(pi, pj , t) becomes (2, 8) from (0, 8).

These (0, 8)-rule-1,2,3 may be translated into the bf-EVALPSN clauses:

R(pi, pj, t) :(0, 8) ∧ fi(pi, t) :t∧ ∼ st(pj , t) :t → R(pi, pj, t) :(0, 12),
R(pi, pj, t) :(0, 8) ∧ fi(pi, t) :t ∧ st(pj , t) :t → R(pi, pj , t) :(1, 11),
R(pi, pj, t) :(0, 8)∧ ∼ fi(pi, t) :t ∧ st(pj , t) :t → R(pi, pj, t) :(2, 8).

(5,5)-rule-1 If both processes Pri and Prj have started simultaneously and
only process Pri has finished, then the vector annotation of R(pi, pj , t) be-
comes (5, 7)(s-included before) from (5, 5).

(5,5)-rule-2 If both processes Pri and Prj have started simultaneously and
finished simultaneously, then the vector annotation of R(pi, pj , t) becomes
(6, 6)(paraconsistent before/after) from (5, 5).

(5,5)-rule-3 If both processes Pri and Prj have started simultaneously and
only process Prj has finished, then the vector annotation of R(pi, pj , t) be-
comes (7, 5)(s-included after) from (5, 5).
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These (5, 5)-rule-1,2,3 may be translated into the bf-EVALPSN clauses:

R(pi, pj, t) :(5, 5) ∧ fi(pi, t) :t∧ ∼ fi(pj, t) :t → R(pi, pj , t) :(5, 7),
R(pi, pj, t) :(5, 5) ∧ fi(pi, t) :t ∧ fi(pj , t) :t → R(pi, pj , t) :(6, 6),
R(pi, pj, t) :(5, 5)∧ ∼ fi(pi, t) :t ∧ fi(pj, t) :t → R(pi, pj , t) :(7, 5).

(2,8)-rule-1 If processes Pri and Prj have started sequentially, process Pri
has finished, and process Prj has not finished yet, then the vector annotation
of R(pi, pj , t) becomes (2, 10)(joint before) from (2, 8).

(2,8)-rule-2 If processes Pri and Prj have started sequentially and they fin-
ished at the same time, then the vector annotation of R(pi, pj , t) becomes
(3, 9)(f-included before) from (2, 8).

(2,8)-rule-3 If processes Pri and Prj have started sequentially and process
Pri has not finished yet, though process Prj has finished yet, then the vector
annotation of R(pi, pj, t) becomes (4, 8)(included before) from (2, 8).

These (2, 8)-rule-1,2,3 may be translated into the bf-EVALPSN clauses:

R(pi, pj , t) :(2, 8) ∧ fi(pi, t) :t∧ ∼ fi(pj , t) :t → R(pi, pj , t) :(2, 10),
R(pi, pj , t) :(2, 8) ∧ fi(pi, t) :t ∧ fi(pj, t) :t → R(pi, pj, t) :(3, 9),
R(pi, pj , t) :(2, 8)∧ ∼ fi(pi, t) :t ∧ fi(pj , t) :t → R(pi, pj , t) :(4, 8).

3.2 Transitive Reasoning System of Bf-Relations

We suppose three processes Pri,Prj and Prk starting sequentially. Then, we con-
sider some real-time inference rules to reason the vector annotation of R(pi, pk, t)
from vector annotation of R(pi, pj , t and R(pj, pk, t) based on the complete lat-
tice Tv(12)bf in Figure 5.

We introduce how to construct the inference rules with taking three examples.

Case 1. Suppose that only process Pri has started at time t, we obtain the
vector annotation (0, 8) of R(pi, pj , t) by the (0, 0)-rule-1 and the vector
annotation (0, 0) of R(pj , pk, t), then the vector annotation of R(pi, pk, t)
can be reasoned deterministically as (0, 8), therefore we have the bf-EVALP
clause rule,

R(pi, pj, t) :(0, 8) ∧ R(pj, pk, t) :(0, 0) → R(pi, pj, t) :(0, 8).

Case 2. Suppose that processes Pri and Prj have started simultaneously at time
t, we obtain the vector annotation (5, 5) of R(pi, pj, t) by the (0, 0)-rule-2 and
the vector annotation (0, 8) of R(pj , pk, t) by the (0, 0-rule-1, then the vector
annotation of R(pi, pk, t) can be also reasoned deterministically as (0, 8),
therefore we have the bf-EVALP clause rule,

R(pi, pj, t) :(5, 5) ∧ R(pj, pk, t) :(0, 8) → R(pi, pj, t) :(0, 8).

Case 3. Suppose that all processes Pri, Prj and Prk have started simultane-
ously at time t, we obtain the same vector annotation (5, 5) of R(pi, pj , t)
and R(pj, pk, t) by the (0, 0)-rule-2, then the vector annotation of R(pi, pk, t)
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can be also reasoned deterministically as (5, 5), therefore we have the bf-
EVALP clause rule,

R(pi, pj, t) :(5, 5) ∧ R(pj, pk, t) :(5, 5) → R(pi, pj, t) :(5, 5).

Now we show all transitive inference rules for bf-relations in bf-EVALP systemat-
ically. For simplicity we represent the inference rule by thier vector annotations
as follows: (n1, n2) ∧ (n3, n4) → (n5, n6), instead of the full bf-EVALP clause
rule, R(pi, pj, t) :(n1, n2) ∧ R(pj, pk, t) :(n3, n4) → R(pi, pk, t) :(n5, n6).

TRANSITIVE INFERENCE RULES

R1 (0, 8) ∧ (0, 0) → (0, 8)
R1 − 1 (0, 12) ∧ (0, 0) → (0, 12)
R1 − 2 (2, 8) ∧ (0, 8) → (0, 8)

R1 − 2 − 1 (2, 10) ∧ (0, 8) → (0, 12)
R1 − 2 − 2 (4, 8) ∧ (0, 12) → (0, 8) (1)
R1 − 2 − 3 (2, 8) ∧ (2, 8) → (2, 8)

R1 − 2 − 3 − 1 (2, 10) ∧ (2, 8) → (2, 10)
R1 − 2 − 3 − 2 (4, 8) ∧ (2, 10) → (2, 8) (2)
R1 − 2 − 3 − 3 (2, 8) ∧ (4, 8) → (4, 8)
R1 − 2 − 3 − 4 (3, 9) ∧ (2, 10) → (2, 10)
R1 − 2 − 3 − 5 (2, 10) ∧ (4, 8) → (3, 9)
R1 − 2 − 3 − 6 (4, 8) ∧ (3, 9) → (4, 8)
R1 − 2 − 3 − 7 (3, 9) ∧ (3, 9) → (3, 9)

R1 − 2 − 4 (3, 9) ∧ (0, 12) → (0, 12)
R1 − 2 − 5 (2, 10) ∧ (2, 8) → (1, 11)
R1 − 2 − 6 (4, 8) ∧ (1, 11) → (2, 8) (3)
R1 − 2 − 7 (3, 9) ∧ (1, 11) → (1, 11)

R1 − 3 (1, 11) ∧ (0, 8) → (0, 12)
R1 − 4 (2, 8) ∧ (5, 5) → (2, 8)

R1 − 4 − 1 (4, 8) ∧ (5, 7) → (2, 8) (4)
R1 − 4 − 2 (2, 8) ∧ (7, 5) → (4, 8)
R1 − 4 − 3 (3, 9) ∧ (5, 7) → (2, 10)
R1 − 4 − 4 (2, 10) ∧ (7, 5) → (3, 9)

R2 (5, 5) ∧ (0, 8) → (0, 8)
R2 − 1 (5, 7) ∧ (0, 8) → (0, 12)
R2 − 2 (7, 5) ∧ (0, 12) → (0, 8) (5)
R2 − 3 (5, 5) ∧ (2, 8) → (2, 8)

R2 − 3 − 1 (5, 7) ∧ (2, 8) → (2, 10)
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R2 − 3 − 2 (7, 5) ∧ (2, 10) → (2, 8) (6)
R2 − 3 − 3 (5, 5) ∧ (4, 8) → (4, 8)
R2 − 3 − 4 (7, 5) ∧ (3, 9) → (4, 8)

R2 − 4 (5, 7) ∧ (2, 8) → (1, 11)
R2 − 5 (7, 5) ∧ (1, 11) → (2, 8) (7)

R3 (5, 5) ∧ (5, 5) → (5, 5)
R3 − 1 (7, 5) ∧ (5, 7) → (5, 5) (8)
R3 − 2 (5, 7) ∧ (7, 5) → (6, 6)

The above inference rule names indicate applicable orders of the rules. For exam-
ple, if rule R1 has been applied, the next applicable rules are rules R1-1, R1-2,
R1-3, and R1-4. Furthermore, if rules R1-2 or R1-4 are applied, rules R1-2-
1,· · ·,R1-2-7, or R1-4-1,· · ·,R1-4-4 can be applied; on the other hands, if rules
R1-1 or R1-3 are applied, the bf-relation between processes Pri and Prk are de-
termined. Forcusing on the inference rules (1), (2), (3), (4), (5), (6), (7) and (8),
even though they have no following rules to be applied, they can not derive the bf-
annotation of R(pi, pk, t). For example, in the case of rule R-1-2-3-2, even if both
the bf-annotations (4, 8) of processes Pri and Prj , and (2, 10) of processes Prj and
Prk are obtained, the bf-annotation of Pri and Prk is still undetermined and it is
just (2, 8) that has the possibilities to be one of {(2, 10), (3, 9), (4, 8)}. Therefore, if
those inference rules have been applied, rules (0,8),(2,8),(5,5)-rules that can reason
bf-relations between twoprocesses introducedpreviouslyhave to be applied for rea-
soning the bf-annotation of processes Pri and Prk. For example, if rule R-1-2-3-2
has been applied, (2,8)-rules should be applied.2
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Abstract. This paper is a sequel to [4]. We present an algebraic version of the 
monadic system P1* [8] by using the concept of Curry Algebra [5]. The alge-
braic structure obtained is called Monadic Curry Algebra P1*, which is a kind 
of  ‘dual’ algebra studied in [4].  

Keywords: Curry algebras, system P1, paracomplete logic, algebraic logic, non-
classical logic. 

1   Introduction 

The appearance of some non-classical logics constitutes a landmark in the History of 
Logic over the past decades. One of them, the so-called paraconsistent logic, is a logic 
that, roughly speaking, allows contradictions without trivialization in theories based 
on it. So, in paraconsistent logics, the principle of the contradiction (from two contra-
dictory formulas A and ¬A (the negation of A), one must be false) fails. One of the 
first important paraconsistent systems studied in the literature is the system Cn (1 ≤ n 
< ω) [7]. One natural question is the algebraic version of these systems. Several works 
were presented, including using the concept of Curry system [5]. The ‘dual’ system of 
paraconsistent logics are known as paracomplete logics. So, in these systems, the 
principle of the excluded middle (from two contradictory formulas A and ¬A, one 
must be true) fails. In [8] it was introduced a hierarchy of paracomplete systems Pn (1 
≤ n < ω), dual in a precise sense of the systems Cn (1 ≤ n < ω).  

The purpose of this paper is to study an algebraic version of the paracomplete sys-
tem P1 via the concept of Curry algebra. 

2   Background 

We begin with basic concepts. For a detailed account see [5]. 

Definition 1. A system <A, ≡, ≤> is called a pre-ordered system if for all x ∈ A, x ≤ x; 
for all x, y, z ∈ A, x ≤ y and y ≤ z imply x ≤ z; for all x, y, x’, y’ ∈ A, x ≤ y, x ≡ x’, and y 
≡ y’ imply x’ ≤ y’.  
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A pre-ordered system <A, ≡, ≤> is called a partially-ordered system if for all x, y ∈ 
A, x ≤ y and y ≤ x imply x ≡ y;  

A partially-ordered system <A, ≡, ≤> is called a pre-lattice system if for all x, y ∈ 
A, the set of sup{x, y} ≠ ∅ and the set of inf{x, y} ≠ ∅. We denote by x ∨ y one ele-
ment of the set of sup{x, y} and by x ∧ y one element of the set of inf{x, y}. 

A system <A, ≡, ≤, →> is called an implicative pre-lattice if <A, ≡, ≤> is a pre-
lattice, and for all x, y, z ∈ A, x ∧ (x → y) ≤ y and x ∧ y ≤ z iff x ≤ y → z. 

<A, ≡, ≤, →> is called classical implicative pre-lattice if it is an implicative pre-
lattice and (x → y) → x ≤ x (Peirce’s law). 

With this definition we can extend the majority of algebraic systems to pre-
algebraic systems considering an equivalence relation ≡ instead of equality relation. In 
this way we can obtain, v.g., the concepts of Boolean pre-algebras, pre-filters, pre-
lattices, etc. 

Let’s consider the logical systems Pn (1 ≤ n < ω) [8]. 
The primitive symbols of the language L of the calculi P1 are the following: 
• Propositional variables: a denumerable set of propositional variables;  
• Logical connectives: → (implication), ∧ (conjunction), ∨  (disjunction), ¬ (ne-

gation); 
• Parentheses. 

Formulas are defined in the usual manner. In L, we put: 

Definition 2. Let A be any formula. Then A# is shorthand for A ∨ ¬A. Also, we write 
A ↔ B for (A → B) ∧ (B → A). 

The postulates (axiom schemes and inference rules) of P1 are: A, B, and C are for-
mulas whatsoever. 

(1) A → (B → A) 
(2) (A → (B → C)) → ((A → B) → (A → C)) 

(3) 

A A B

B

, →

 
(4) A ∧ B → A 
(5) A ∧ B → B 
(6) A → (B → (A ∧ B)) 
(7) A → A ∨ B 
(8) B → A ∨ B 
(9) (A → C) → ((B → C) → ((A ∨ B) → C)) 
(10) A# → ((A → B) → ((A → ¬B) → ¬A) 
(11) A# ∧ B# → (A ∧ B)# ∧ (A ∨ B)# ∧ (A → B)# ∧ (¬A)# 
(12) ¬(¬A ∧ A)  
(13) A → (¬A → B) 
(14) A → ¬¬A 

In P1, A# expresses intuitively that the formula A ‘behaves’ classically, so that the 
motivation of the postulates (10) and (11) are clear. Furthermore, in this calculus, the 
set of all well-behaved formulas together with the connectives →, ∧, ∨, and ¬ have 
all the properties of classical implication, conjunction, disjunction, and negation, 
respectively. Therefore the classical propositional calculus is contained in P1, though 
it constitutes a strict sub-calculus of the former. 
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Theorem 1. In P1, all valid schemes and rules of classical positive propositional logic 
are true. In particular, the deduction theorem is valid in P1.  

Theorem 2. In P1, the following schemes are not valid (among others): A ∨ ¬A; ¬¬A 
↔ A; ¬(A ∨ B) ↔ ¬A ∧ ¬B; ¬(A ∧ B) ↔ ¬A ∨ ¬B; (A → B) → (¬B → ¬A); A##.  

Theorem 3. In P1 we have: ├ (A ∧ ¬A) → B; ├ A ∨ (A → B), ├ A# → (¬¬A ↔ A); ├ 
A# → ((A → B) → (¬A)); ├ (A ∧ ¬A) ↔ (B ∧ ¬B). 

Let’s define the operator ¬*A =Def. A → (B ∧ ¬B) (where B  is a fixed formula). 
Such operator ¬* is called strong negation and with the remaining connectives ∧, ∨, 
and → they have all properties of classical connectives of negation, conjunction, 
disjunction, and implication, respectively. In short, the classical logic is contained  
in P1.  

3   The Curry Algebra P1 

Definition 3. A Curry algebra P1 (or a P1-algebra) is a classical implicative pre-lattice 
<A, ≡, ≤, ∧, ∨, →, ’> with a greatest element 1 and operators ∧, ∨, and ’ satisfying the 
conditions below, where x# = Def. x ∨ x’: 

(1) x ≤ x’’ 
(2) (x ∧ x’) ≡ 1 
(3) x# ∧ y# ≤ (x → y)#;  
(4) x# ∧ y# ≤  (x ∧ y)#; 
(5) x# ∧ y# ≤ (x ∨ y)#; 
(6) x# ≤ (x’)# 
(7) x# ≤ (x → y) → ((x → y’) → x’) 
(8) x ≤ (x’ → y) 

Example 1. Let’s consider the calculus P1. A is the set of all formulas of P1. Let’s 
consider as operations, the logical connectives of conjunction, disjunction, implica-
tion, and negation. Let’s define the relation on A: 

x ≡ y iff ├ x ↔ y. It is easy to check that ≡ is an equivalence relation on A. 
x ≤ y iff x ≡ x ∧ y and y ≤ x iff y ≡ x ∧ y. Also we take as 1 any fixed axiom  

instance. 
The structure composed <A, ≡, ≤, ∧, ∨, →, ’> is a P1-algebra. 

Theorem 4. Let’s <A, ≡, ≤, ∧, ∨, →, ’> be a P1-algebra. Then the operator ’ is non-
monotone relatively ≡. 

Theorem 5. A P1-algebra is distributive and has a greatest element, as well as a first 
element. 

Definition 4. Let x be an element of a P1-algebra. We put x* = x → (y ∧ y’), where y 
is a fixed element.  

Theorem 6. In a P1-algebra, x* is a Boolean complement of x; so x ∨ x* ≡ 1 and x ∧ 
x* ≡ 0. Moreover, in a P1-algebra, the structure composed by the underlying set and 
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by operations ∧, ∨, and * is a (pre) Boolean algebra. If we pass to the quotient by the 
basic relation ≡, we obtain a Boolean algebra in the usual sense. 

Definition 5. Let <A, ≡, ≤, ∧, ∨, →, ’> be a P1-algebra and <A, ≡, ≤, ∧, ∨, →, *> the 
Boolean algebra obtained as in the above theorem. Any Boolean algebra that is iso-
morphic to the quotient algebra of <A, ≡, ≤, ∧, ∨, →, *> by ≡ is called Boolean alge-
bra associated with the P1-algebra. 

Hence, we have the following representation theorems for P1-algebras. 

Theorem 7. Any P1-algebra is associated with a field of sets. Moreover, any P1-
algebra is associated with the field of sets simultaneously open and closed of a totally 
disconnected compact Hausdorff space. 

One open problem concerning P1-algebras remains. How many non-isomorphic as-
sociated with the P1-algebra are there? 

4   The Pn-Algebras 

Now we show a chain of Curry algebras beginning with the P1-algebra.   
Let <A, ≡, ≤, ∧, ∨, →, ’> be a P1-algebra. If x ∈ A, x1 abbreviates x#. xn (1 < n < ω) 

abbreviates x# ∧ x## ∧ ... ∧ x##...#, where the symbol # occurs n times. Also, x(n) abbrevi-
ates x1 ∧ x2 ∧ ... ∧ xn. 

Definition 6. A Pn-algebra (1 < n < ω) is an implicative pre-lattice <A, ≡, ≤, ∧, ∨, →, 
’> with a first element 1 and operators ∧, ∨, and ’ satisfying the conditions:  

(1) x ≤ x’’ 
(2) (x ∧ x’) ≡ 1 
(3) x(n) ∧ y(n) ≤ (x → y)(n);  
(4) x(n) ∧ y(n) ≤ (x ∧ y)(n); 
(5) x(n) ∧ y(n) ≤ (x ∨ y)(n); 
(6) x(n) ≤ (x’)(n) 
(7) x(n) ≤ (x → y) → ((x → y’) → x’) 
(8) x ≤ (x’ → y) 

Usual algebraic structural concepts like homomorphism, monomorphism, etc. can be 
introduced for Curry algebras without extensive comments. 

Theorem 8. Every Pn-algebra is embedded in any Pn-1-algebra (1 < n < ω).  

Corollary 8.1. Every Pn-algebra (1 < n < ω) is embedded in any P1-algebra.  
If we indicate a Pn-algebra by Pn, the embedding hierarchy can be represented as 

P1 > P2 > … Pn > … 

Definition 7. A Pω-algebra is an implicative pre-lattice <A, ≡, ≤, ∧, ∨, →, ’> with a 
first element 1 and operators ∧, ∨, and ’ satisfying the conditions below: 

(1) (x ∧ x’)’ ≡ 1 
(2) x ≤ (x’ → y) 
(3) x ≤ x’’ 

We propose in the sequence some extensions of the P1-algebras.  
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5   P1*-Monadic Algebras 

In this section we present some monadic Curry algebras P1*. 

Definition 8. Let A be a P1-algebra. Let ∃ and ∀ be operators on A. (∃, ∀) is called a 
quantifier on A if  

(1) ∃0 ≡ 0;  
(2) x ≤ ∃x;  
(3) ∃(x ∨ y) ≡ ∃x ∨ ∃y;  
(4) ∃∃x ≡ ∃x;  
(5) ∃(∃x)* ≡ (∃x)*;  
(6) ∃(x ∧ ∃y) ≡ ∃x ∧ ∃y;  
(7) ∀1 ≡ 1;  
(8) ∀x ≤ x;  
(9) ∀(x ∨ y) ≡ ∀x ∨ ∀y;  
(10) ∀∀x ≡ ∀x;  
(11) ∀(∀x)* ≡ (∀x)* 

We suppose in the above definition that, if x ≡ y, then ∃x ≡ ∃y and ∀x ≡ ∀y. ∃ is 
called existential quantifier on A and ∀ is called universal quantifier on A. The pair 
<A, (∃, ∀)> is called a monadic Curry algebra P1* or a P1*-monadic algebra (or P1*-
algebra). 

Given a Curry algebra P1, let’s assume that there is an universal quantifier defined 
on it, i.e., a structure <A, ∀> such that conditions (7) - (11) above are satisfied. If we 
define ∃1x =Def. (∀x*)*, then ∃1 is an existential quantifier (i.e. satisfying (1) – (6) and 
the structure composed by <A, (∃1, ∀)> is a P1*-monadic algebra. Also, we can get a 
monadic algebra considering an existential quantifier ∃ on a Curry algebra P1 satisfy-
ing conditions (1) – (6) of above definition and defining a universal quantifier (i.e., 
satisfying (7) – (11) as ∀1x =Def. (∃x*)*. Then the structure composed by <A, (∃, ∀1)> 
is a P1*-monadic algebra. Given a Curry algebra P1, in general, the algebras obtained 
<A, (∃1, ∀)> and <A, (∃, ∀1)> are not isomorphic. Also, given a P1*-monadic algebra 
<A, (∃, ∀)>, define the new quantifiers ∃1 and ∀1. In general, we have ∃1 ≠ ∃ and  
∀1 ≠ ∀. 

Let P be a P1-algebra and A = {(x1, x2, ... , xn)| xi ∈ C, i = 1, 2, ... , n}. Let us sup-
pose that if x, y ∈ A, then x ∨ y ∈ A and x’ ∈ A, and if  (x1, x2, ... , xn), (y1, y2, ... , yn) ∈ 

A we define (x1, x2, ... , xn) ≡ (y1, y2, ... , yn) iff xi ≡ yi, i = 1, 2, ... , n. Also, we put x  = 
n

i 1=
∨ xi, x  = 

n

i 1=
∧ xi, and we assume that ),...,(

43421
timesn

xx
−

, ),...,(
43421

timesn

xx
−

 ∈ A. If we define ∃x = 

( x , ... , x ) and  ∀x = ( x , ... , x ), then A is a C1*-monadic algebra. 

A more useful example of P1*-monadic algebra is the following. Let P be a P1-
algebra, a set K ≠ ∅, and PK is the set of all functions of K into P. Let A be the set 
such that: (i) A is a P1-algebra with respect the pointwise operations, and (ii) if x ∈ A, 

then the range of x has a supremum x  and a infimum x  in P, and the functions that 
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take the value  x  at each point of K and x  at each point of K are in A. If ∃x and ∀x 

are defined to be those functions, then A becomes a P1*-monadic algebra. Every P1*-
monadic algebra obtained in this way is called a P-valued functional algebra with 
domain K.  

Now we discuss some results of the algebraic structures originated in our discus-
sion. In fact, the matter is very rich, but due limitations of this paper we’ll concern 
only on some of them.  

Theorem 9. In a P1*-monadic algebra <A, (∃, ∀)>, the structure composed by the 
underlying set and by operations ∧, ∨, *, ∃, and ∀ is a (pre) monadic algebra. If we 
pass to the quotient by the basic relation ≡, we obtain a monadic algebra in the usual 
sense [10]. 

Definition 9. Let <A, (∃, ∀)> be a P1*-monadic algebra, and <A, ≡, ≤, →, *, ∃, ∀> the 
monadic algebra obtained as in the above theorem. Any monadic algebra that is iso-
morphic to the quotient algebra of <A, ≡, ≤, →, *, ∃, ∀> by ≡ is called monadic alge-
bra associated with the P1*-monadic algebra. 

Hence, we can establish the following representation theorems for P1*-monadic al-
gebras. 

Theorem 10. If P is a P1*-monadic algebra, then for its associated monadic algebra 
A, there exists a set X and there exists a Boolean algebra B, such that (i) A is isomor-
phic to a B-valued functional algebra A’ with domain X, and (ii) for every element p 
of A’ there exists a point x in X with p(x) = ∃p(x). 

Theorems 9 and 10 show us that P1*-monadic algebras constitute interesting gen-
eralization of the concept of monadic algebras. Here, there is an open problem. How 
many non-isomorphic monadic algebras associated with a P1*-monadic algebra are 
there? 

6   Conclusions 

In this work we’ve studied the P1-algebras which constitute the dual algebras of the 
C1-algebras. It constitutes a promising area of researching with many interesting re-
sults to coming. We hope to say more in forthcoming papers. 
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Abstract. A new space-mapping method for object location estimation which is 
adaptive to camera setup changes in various applications is proposed. The loca-
tion of an object appearing in an image is estimated by mapping image coordi-
nates of object points to corresponding real-world coordinates using a mapping 
table, which is constructed in two stages, with the first for establishing a basic 
table using bilinear interpolation and the second for adapting it to changes of 
camera heights and orientations. Analytic equations for such adaptation are de-
rived based on image formation and camera geometry properties. Good experi-
mental results are shown to prove the feasibility of the proposed method. 

Keywords: object location estimation, space mapping, table adaptation. 

1   Introduction 

Video cameras are used in various applications, including automatic estimation of the 
location of an object in an indoor environment using an object image acquired by a 
camera affixed to a wall or a ceiling. A conventional solution to this problem is to 
conduct camera calibration to obtain a set of camera parameters, followed by the use 
the parameters to compute the object location [1-5]. Camera calibration methods often 
use landmarks to compute camera parameters. The process is generally complicated. 
An alternative way is to use a space-mapping table [6-9] which transforms the image 
space into the real-world space, thus avoiding camera calibration. The table is con-
structed with the aid of a calibration pattern before the camera is deployed in an ap-
plication environment. 

Space-mapping based object location estimation however is sensitive to camera 
setup changes. That is, after a space-mapping table is constructed for a specific cam-
era setup according to a certain camera-environment configuration, the camera should 
be used in identical configurations thereafter; otherwise, the table will not work. This 
weakness causes inconvenience in using the camera. 

                                                           
∗ This work was supported financially by the Ministry of Economic Affairs under Project No. 

MOEA 97-EC-17-A-02-S1-032 in Technology Development Program for Academia. 
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To solve such a problem, one way is to construct a new table in a new camera-
environment configuration. But this is often difficult to carry out after the camera is 
delivered to a user who does not know the table construction process. In this study, 
we investigate the possibility of automatically modifying the original space-mapping 
table for use in new environments. This is a new topic which has not been studied yet. 

In the following, we first describe the idea and the detail of the proposed method in 
Sections 2 and 3, respectively. Some experimental results are given in Section 4, 
followed by conclusions in Section 5. 

2   Idea of Proposed Method 

The proposed method includes two stages, one conducted in an in-factory environ-
ment and the other in an in-field one. The details are described in the following algo-
rithm. See Fig. 1 for an illustration. 

Algorithm 1. Object location estimation by space-mapping table construction 
and modification. 

Stage 1. Construction of a basic mapping table in the factory (see Fig. 1(a)). 
Step. 1 Affix the camera to the ceiling at a height H0 with the camera’s optical axis 

pointing to the floor perpendicularly. 
Step. 2 Place a calibration pattern O right under the camera, take an image of it, 

extract feature points from the image, and find the coordinates of them. 
Step. 3 Measure the real-world coordinates of the points in the calibration pattern, 

which correspond to the extracted feature points in the image. 
Step. 4 (Quadrilateral mapping) Use a quadrilateral mapping technique to construct 

a basic space-mapping table T, which maps each image coordinate pair (ui, 
vj) to a real-world coordinate pair (xij, yij), that is, T: (ui, vj) → (xij, yij). 

Stage 2. Modifying basic table for a new environment (see Fig 1(b)). 
Step. 5 (Ceiling-height adaptation) If the in-field camera setup to be carried out 

includes just a change of the ceiling height H0, perform the following opera-
tions to modify the basic table T; else, go to the next step. 
5.1 Affix the camera to the ceiling, measure the ceiling height with respec-

tive to the floor, and denote it as H1. 
5.2 Modify table T to construct a new one with H1 as input by a technique of 

ceiling height adaptation described later, and go to Step 7. 
Step. 6 (Camera-orientation adaptation) Perform the following operations to modify 

the basic table T. 
6.1 Affix the camera to the ceiling, measure the ceiling height and the cam-

era’s orientation, and denote them as L and θ. 
6.2 Modify table T with L and θ as input to be T1 by a technique of camera 

orientation adaptation described later. 
Step. 7 (Location estimation) Locate an object B in the real-world space using T1 in 

the following way. 
7.1 Acquired an image I of B with the camera. 
7.2 Detect B in I and find a feature point p on it with coordinates (u, v). 
7.3 Use (u, v) to look up T to get the real-world coordinates (x, y) of the 

real-world point P corresponding to p as the desired object location. 
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(a)                                                                          (b) 

Fig. 1. Illustration of camera setup. (a) Construction of space-mapping table in Stage 1 of pro-
posed method. (b) Camera orientation change with a tilt angle of θ. 

3   Basic Space-Mapping Table Construction and Modifications 

The quadrilateral mapping technique mentioned in Step 4 of Algorithm 1 as proposed 
in this study constructs a space-mapping table T by two steps: finding pairs of corre-
sponding quadrilaterals in the calibration pattern in the image and in the real world, 
followed by transformations of the image and real-world coordinates of correspond-
ing points within the quadrilaterals based on bilinear interpolation, as illustrated by 
Figs. 2 and 3. The details are omitted due to the page limit. 

After the basic table is obtained with the camera affixed to a ceiling at a certain 
height H0 with respect to a floor F0, if the camera is used later at a different ceiling 
height H1 with respect to a second floor F1, then the table is no more applicable and 
table content modification is necessary, which we call ceiling-height adaptation in 
Step 5 in Algorithm 1. To do this, first note that an image point p is formed in princi-
ple by any of the real-world points which all lie on a light ray R going into the cam-
era’s lens and then onto the image plane. As illustrated in Fig. 4(a), suppose that this 
light ray R intersects both the floor F0 at P0 and the floor F1 at P1. If the image coor-
dinates of p are (u, v), then the real-world coordinates (x0, y0) in the basic table corre-
sponding to (u, v) actually are those of P0 on F0 instead of being the desired ones, (x1, 
y1), of P1 on F1. To correct this error, we derive first the following equalities accord-
ing to the concept of side proportionality in a triangle: 

1 1
1 0 1 0

0 0

; .
H H

x x y y
H H

= =  (1) 

That is, the table lookup result (x0, y0) corresponding to the image coordinates (u, v) of 
a real-world point P1 on F1 should be magnified in proportion to H1/H0 to be (x1, y1) 
as the desired result. Note that we assume here the real-world coordinate system x-y-z 
is set up at the camera’s lens center and the optical axis as the z-axis, and that the 
location of object point P described by (x1, y1) is measured with respect to this system. 

Now, assume that the camera is affixed to the ceiling with a tilt angle of θ and a 
height of L with respect to floor F1, as shown in Fig. 4(b). Here, the location of object 
point P1 on F1 to be estimated is specified by the real-world coordinates (x1, y1) with  
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(a)                                  (b) 

Fig. 2. Illustration of quadrilateral extraction using a grid pattern on floor. (a) An image of the 
grid pattern. (b) The lines approximating the grid lines. 

1p 2p

4p

3p

1P 2P

4P3P

  
(a)                                                                   (b) 

Fig. 3. Quadrilateral mapping. (a) Mapping of corresponding quadrilaterals in image and in 
calibration pattern. (b) Location estimation of a space point by inverse bilinear interpolation. 

respect to the downward projection point O of the camera’s lens center onto F1, where 
the x-axis is assumed to be coincident with the projection of the camera’s optical axis 
on F1. Let the coordinates of P1 in the acquired image be (u, v). Again the basic table 
is inapplicable here; the table lookup result, the real-world coordinates (x0, y0), are 
actually those of a real-world point on a floor F0 at a distance H0 to the camera’s lens 
center, instead of being the desired real-world coordinates (x1, y1) of P1 on F1. Again, 
table modification is necessary here, which is called camera orientation adaptation in 
Step 6 of Algorithm 1. 

To correct the values (x0, y0) into (x1, y1), we rotate F1 through an angle of 90o − θ 
with P1 as the rotation pivot point, such that the resulting plane F1' becomes perpendicu-
lar to the camera’s optical axis and the lateral view of the rotation result seen from the 
positive y-axis direction becomes the one shown in Fig. 5. The original floor F0 is also 
shown in the figure. Assume that the distance of P1 on F1' to the camera’s optical axis is 
x'. Then, according to the concept of side proportionality again, we have 

0 0

1

x H

x' H
= . (2) 

Also, by geometry and trigonometry we have  

sin
x'

M
θ = ;  (3) 

0

sin
L

N H
θ =

+
;  (4) 
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(a) (b) 

Fig. 4. (a) Use of side proportionality to compute coordinates of point P1 on a floor F1 with a 
ceiling height H1. (b) A tilted camera with angle θ with respect to the x-axis of the real-world 
coordinate system. 

1

0

cos
x M

N H
θ −=

+
; (5) 

1 0( )
cos

H N H

M
θ − += . (6) 

From (4) and (5), we get N +H0 = L/sinθ = (x1 − M)/cosθ, or equivalently,  

(x1 − M)sinθ = Lcosθ. (7) 

Also, from (2) and (3), we get x0M/sinθ = H0/H1, or equivalently, 

0
1

0

sinH
H

x M

θ= . (8) 

From (4), (6) and (8), we get 
0

0 0sin sin cos

xL
M

H xθ θ θ
= ×

−
. (9) 

And from (7) and (9), we get 

x1 = 0 0

0 0

cos sin

sin cos

H x
L

H x

θ θ
θ θ

+×
−

. (10) 

On the other hand, because the x-axis on F1 is assumed to be coincident with the 
projection of the camera’s optical axis on F1 and because the rotation of F1 into F1' is 
pivoted in the y-direction, we have y' = y1. Also, according to Eqs. (1) we have y′/y0 = 
H1/H0 = x′/x0. Therefore, y1 = y′ = y0(x′/x0), from which and (3) and (9), we get 

y1 = 0

0 0sin cos

y
L

H xθ θ
×

−
. (11) 

4   Experimental Results 

A series of experiments have been conducted to test the precision of the proposed 
method for object location estimation. The fish-eye camera used in the experiments is  
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Fig. 5. Lateral view (from the positive y-axis direction) of rotation result of floor F1 in Fig. 4(b) 
through an angle of 90o − θ with P1 as the rotation pivot point 

shown in Fig. 6(a), which was attached to a rotator connected to a rod with an adjust-
able length. The camera can so be tilted arbitrarily and raised to any height. An image 
taken with the camera looking downward is shown in Fig. 2. We show additionally 
here three images (Fig. 6(b) through 6(d)) taken with the camera in three distinct 
setups, which are used in our experiments: (1) looking downward at the height of 
200cm; (2) looking downward at the height of 250cm; (3) tilted for the angle of 50o at 
the height of 200cm. The images are all of the resolution of 1280×1024. 

Case (1) is regarded as the original camera setup configuration used for building a 
basic space-mapping table. After the image of Fig. 6(b) was taken with the down-
ward-looking camera at the height 200cm, all the grid points in the image are ex-
tracted to get their image coordinates, forming a set denoted by Ic. Also, the real-
world coordinates of each grid point are measured manually to form a set denoted by 
Wc. The two sets Ic and Wc of coordinate data are then used to construct a basic space-
mapping table T by the process described in Section 3. To test the precision of the 
constructed table T, nine non-grid points among the grid ones, which also appear in 
Fig. 6(b), were selected and their image coordinates collected to form a set Ic'. Also, 
the real-world coordinates of these non-grid points are measured manually to form 
another set Wc'. The set Ic' then is used to obtain their corresponding real-world coor-
dinates by table lookup using T, forming a set denoted by Wc''. Finally, the two sets 
Wc' and Wc'' are compared and two types of error ratio measures are defined to com-
pute the similarity between them: (1) type 1 --- location error ratio with respect to the 
distance from the real-world point to the camera’s lens center: 

location error ratio =
2 2

2 2 2

( ) ( )i i i i

i i

real x estimated x real y estimated y

real x real y L

− + −

+ +
 

where real xi and real yi are data in Wc' and estimated xi and estimated yi are data in 
Wc''; (2) type 2 --- location error ratio with respect to the effective field of view of the 
camera: 

location error ratio =
2 2( ) ( )

radius of effective camera's field of view
i i i ireal x estimated x real y estimated y− + − . 
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(a)                       (b)                                (c)                               (d) 

Fig. 6. Fish-eye camera and images used for experiments. (a) The camera can be tilted and 
lifted arbitrarily. (b)-(d) Images taken with the camera looking downward at heights 200cm and 
250cm, and tilted for 50o at height 200cm. 

Table 1. Error ratios with camera looking downward at ceiling height 200cm 

real x  (cm) estimated x (cm) real y (cm) 
estimated y  

(cm) 

distance to 

origin (cm) 

type-1 error 

ratio 

type-2 error 

ratio 

-7 -8 -24 -23 25 0.7% 0.4% 
-37 -36 36 36 52 0.5% 0.3% 
-20 -20 96 94 98 0.9% 0.6% 
-45 -44 -107 -106 116 0.6% 0.4% 
-111 -112 -55 -56 124 0.6% 0.4% 
-140 -140 62 60 153 0.8% 0.6% 
-229 -228 -101 -104 250 1.0% 1.0% 
-253 -257 76 82 264 2.2% 2.3% 
-320 -317 -15 -15 320 0.8% 0.9%  

Table 2. Error ratios with camera looking downward at ceiling height 250cm 
( ) g ( )

-7 -9 -24 -23 25 0.9% 0.7% 
-37 -38 36 37 52  0.6% 0.4% 
-20 -21 96 94 98  0.8% 0.7% 
-45 -48 -107 -109 116  1.3% 1.1% 

-111 -117 -55 -57 124  2.3% 2.0% 
-140 -145 62 62 153  1.7% 1.6% 
-229 -238 -101 -110 250  3.6% 4.0% 
-253 -264 76 80 264  3.2% 3.7% 
-320 -335 -15 -14 320  3.9% 4.7%  

Table 3. Error ratios with camera tilted for 50o at ceiling height 200cm 

real x  (cm) estimated x (cm) real y (cm) estimated y  (cm) distance to origin (cm) type-1 error ratio type-2 error ratio 

-7 -4 -24 -20 25 2.5% 1.6% 
-37 -34 36 36 52  1.5% 0.9% 
-20 -19 96 93 98  1.4% 1.0% 
-45 -39 -107 -103 116  3.1% 2.3% 
-111 -106 -55 -59 124  2.7% 2.0% 
-140 -138 62 57 153  2.1% 1.7% 
-229 -234 -101 -116 250  4.9% 4.9% 
-253 -265 76 75 264  3.6% 3.8% 
-320 -342 -15 -25 320  6.4% 7.5%  

The computed results for the two types of error ratios are summarized as a table 
shown in Table 1, from which we can see the ratios are all smaller than 5% which is 
practical for object location estimation applications like indoor vehicle guidance. 

For Case (2), the camera, still looking downward, was affixed at a different height 
250cm and the previously-mentioned process of error ratio computation was repeated 
after the proposed method was applied to the image of Fig. 6(c). The results were 
again summarized as a table shown in Table 2, from which we can see the ratios are 
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all smaller than 5% as well. Similarly, for Case (3) where the camera was affixed at 
the height 200cm and tilted for 50o, the error ratio table constructed for the image of 
Fig. 6(d) is shown in Table 3, from which we see the ratios are not all smaller than 
5% this time; some are larger (6.4% and 7.5% for the last row in the table). The rea-
son for this phenomenon is that the object point dealt with is located at (−320, −15) 
which is quite far away from the center of the image, falls within a distorted-shaped 
quadrilateral, and so incurs a larger error in the quadrilateral mapping process. 

5   Conclusions 

A general space-mapping method for object location estimation by modifying the 
basic space-mapping table for camera setup change adaptation has been proposed. 
The method does not require conventional camera calibration, and is general for any 
camera type. The method estimates the location of an object by mapping the image 
coordinates of object points to the real-world coordinates of the points using a space-
mapping table. An algorithm is designed to construct the table, which consists of two 
stages, with the first for constructing a basic table using bilinear interpolation and the 
second for modifying the table to adapt it to changes of camera heights and orienta-
tions, which often occur in different application environments. Experimental results 
show that the method yields results with error ratios smaller than 5% in most cases, 
meaning the practicality of the method for various applications. 
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Abstract. A lateral vehicle localization method by omni-image analysis is pro-
posed for car driving assistance. The method estimates analytically the position 
and orientation of a lateral vehicle by utilizing the geometric properties of a cir-
cular-shaped wheel image of the lateral car taken by a single omni-camera with 
a hyperboloidal-shaped mirror. Analytical solutions are made possible for fast 
computation by a special arrangement of affixing the omni-camera on the fron-
tal car bumper at the height of the wheel. Experimental results showing good 
data estimation precision are included to prove the feasibility of the proposed 
method. 

Keywords: vehicle localization, hyperboloidal-shaped mirror, omni-camera, 
circle, car wheel. 

1   Introduction 

Car driving assistance using traditional cameras has been studied intensively [1-4]. 
Recently, omni-cameras with wider views become popular. They are more suitable 
for car driving assistance because fewer cameras need be equipped. For example, Lai 
and Tsai [3] affixed a traditional camera on the right-frontal side of a host car to take 
the image of a lateral car. To acquire a full frontal view, two more traditional cam-
eras should be used. Instead, one frontal omni-camera is sufficient. Additionally, car 
wheels are circular-shaped, providing geometric hints for lateral car localization [3]. 
However, when a circle appears in an omni-image, it becomes irregular in shape and 
cannot be described mathematically [5], leading to difficulty of extending the existing 
vehicle localization methods for omni-images. 

In this study, we try to solve this problem. The omni-camera is equipped on the 
frontal bumper at the height of the wheel so that the mathematics involved in circular-
shape image analysis becomes maneuverable to get analytic solutions for fast compu-
tation. In the following, the proposed method is described in Section 2, followed by 
some experimental results in Section 3 and conclusions in Section 4. 

                                                           
∗ This work was supported financially by the Ministry of Economic Affairs under Project No. 
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2   Lateral Car Localization by Frontal Omni-Camera 

The basic idea of the proposed method is to utilize the geometric properties of a circu-
lar-shaped wheel image of the lateral car taken by a single omni-camera to estimate 
the position and orientation of the lateral car with respect to the host car. The omni-
camera, affixed to the frontal bumper of the host car at the height of the wheel, in-
cludes a hyperboloidal-shaped mirror. Also, the optical axis of the camera is set to be 
horizontal to the ground plane. Such an arrangement of the camera makes the result-
ing irregular shape of the wheel in the omni-image to be extractable as an ellipse 
using the Hough transform, as proved in [5]. More details are described by the follow-
ing algorithm. 

 
Algorithm 1. Lateral car localization by a frontal omni-camera on a host car. 

Step 1. Affix an omni-camera to the frontal bumper of the host car at the height of 
the wheel center with the camera’s optical axis adjusted to be horizontal to 
the ground plane and pointing to the frontal direction of the host car. 

Step 2. Take an image of a wheel of the lateral car and find out the vertical height h 
of the wheel in the image. 

Step 3. With the radius of the wheel and the value of h as input, estimate the posi-
tion of the lateral car (details described in Section 2.1). 

Step 4. Find out the farthest and the closest points, If and Ic, of the wheel in the im-
age with respect to the image center. 

Step 5. With If and Ic as input, derive the direction of the lateral car with respect to 
the host car (details described in Section 2.2). 

2.1   Estimation of Lateral Car Position Using Rotational Invariance Property 

The coordinate systems involved in an omni-camera system, including a traditional 
perspective camera and a hyperboloidal-shaped mirror, are depicted in Fig. 1(a), 
where the omni-camera and the image coordinates are specified by (X, Y, Z), and (u, 
v), respectively. The perspective camera and the mirror are properly aligned, as as-
sumed, so that the omni-camera becomes a single-viewpoint system, and that the 
optical axis of the perspective camera coincides with the mirror axis which is the line 
going through the mirror center and perpendicular to the mirror base. 

The middle point between the camera lens center Ol and the mirror focus point Om 
is taken to be the origin Oa of the omni-camera coordinate system. The hyperboloidal 
mirror shape may so be described by 

2 2
2 2

2 2
1,

r Z
r X Y

a b
− = − = +  (1) 

and Om is located at (0, 0, −c) and Ol at (0, 0, +c) in the camera coordinate system 

where 2 2c a b= + . The relationship between (u, v) and (X, Y, Z) may be described 
[5] by 

2 2

2 2 2 2 2

( ) ;
( )( ) 2 ( )

Xf b cu
b c Z c bc Z c X Y
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2 2

2 2 2 2 2

( )

( )( ) 2 ( )

Yf b c
v

b c Z c bc Z c X Y

−=
+ − − − + +

 (2) 

where f is the camera’s focal length, and b, c, and f are parameters assumed to be 
known in advance. 

Also, as illustrated in Fig. 1(b), the omni-camera is affixed to the car bumper with 
the Z-axis of the omni-camera adjusted to be at the height of the wheel center, the 
negative Z-axis directed to the car driving direction, and the Y-axis set perpendicular 
to the ground surface. A wheel coordinate system x-y-z is defined on the left-frontal 
wheel of the lateral car with its origin Ow being the wheel center and its x-y plane 
being the wheel plane. The orientation of the wheel plane is denoted by θ with θ = 0o 
meaning that the lateral car moves in parallel. The wheel’s radius is assumed to be R. 
Then, defining (Xc, Yc, Zc) as the wheel center’s coordinates in the omni-camera coor-
dinate system, we get 

Yc = 0; (3) 
Y = y. (4) 

From the above omni-camera geometry, it is not to difficult to figure out the validity 
of the so-called rotational invariance property, which means that the angle of an 
incoming light ray formed by a space point at coordinates (X, Y, Z) onto the mirror 
surface in the omni-camera coordinate system is identical to the angle of the corre-
sponding image point at coordinates (u, v) in the image coordinate system, leading to 
the following equality: 

v Y

u X
= . (5) 

The lateral car localization problem now is to derive the wheel position and orienta-
tion parameters Xc, Zc, and θ of the lateral car in the omni-camera coordinate system. 
First, define P1 through P4 as the four extreme points on the wheel circle so that the 

segments 21PP  and 
43PP  are perpendicular and parallel to the ground surface, re-

spectively, as illustrated by Fig. 2. Obviously, P1 and P2 are at (Xc, +R, Zc) and 
(Xc, −R, Zc), respectively. Next, it can be figured out that the Y-coordinates of P3 and 
P4 are equal to Yc, which is zero, because the wheel center Ow at (Xc, Yc, Zc) is at the 
height of the omni-camera coordinate system origin Oa at coordinates (0, 0, 0), as 
assumed. Denote the image point corresponding to Pi as Ii and its coordinates as (ui,

 

vi), i = 1, 2, 3, 4. Applying (5) to I1 and I2, we get 

     

1 2

1 2

; .
c c

v R v R

u X u X

−
= =

    
 (6) 

Also, from (2) and the omni-camera coordinates of P1 and P2, we get 
   u1 = u2. (7) 

Combining (6) and (7), we get the solution for Xc as 

     
1

1 2

2
.

c

R
X u

v v
=

−
 (8) 

Note that v1 − v2 is just the value h mentioned in Step 3 of Algorithm 1. 
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θ

 
(a)                                                                      (b) 

Fig. 1. Relative coordinate systems. (a) Omni-camera and image coordinate systems. (b) Omni-
camera and wheel coordinate systems. 

 

Fig. 2. Definition of corresponding image and space points 

To derive Zc, let 

Zc' = Zc − c. (9) 

Then, (2) for I1 may be transformed into 

[u1
2(b2 + c2)2 − u1

2(−2bc)2](Zc')
2 − [2u1Xcf(b

2 − c2)(b2 + c2)](Zc') 
+ [f2(b2 − c2)2Xc

2 − u1
2(−2bc)2Xc

2] = 0 

which leads to 
A(Zc')

2 + B(Zc') + C = 0 (10) 
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where 
2 2 2 2

1

2 2 2 2
1

2 22 2 2 2 2 2
1

( ) ;

2 ( )( );

[ ( ) 4 ].
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c

A u b c
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= −

= − − +

= − −

 (11) 

So, we get 

Zc' 
2 4

2

B B AC

A

− ± −=  (12) 

which may be simplified to be 

Zc′ 
22 2 2

1
2 2

1

[ ( ) 2 ]
.

( )
cX f b c bc f u

u b c

+ ± +
=

−  
(13)

 
With the solution for Xc in (8), Zc' = Zc − c in (9), and the equation of (13) above, we 
get finally the solution for Zc as 

Zc = Zc′ + c 

22 2 2
1

2 2
1

[ ( ) 2 ]
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cX f b c bc f u

c
u b c

+ ± +
= +

−  
22 2 2

1
2 2

1 2

2 [ ( ) 2 ]
.

( )( )

R f b c bc f u
c

v v b c

+ ± +
= +

− −  (14) 

The sign (+ or −) in (14) may be decided experimentally. 

2.2   Estimation of Lateral Car Orientation Using Wheel Shape Information 

Now, we want to use the image coordinates (u3, v3) and (u4, v4) of I3 and I4 (denoted as 
If and Ic respectively in Step 4 of Algorithm 1) to derive the wheel orientation θ based 
on the values of Xc and Zc obtained previously. First, according to (2) and because Y3 
= Y4 = Yc = 0, we get v3 = v4 = 0 and 
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Also, define  

                                      Z3′ = Z3 − c; (17) 

                                      Z4′ = Z4 − c. (18) 
Using (15) and (16) and through a similar process to that for deriving (13), we get 
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               Z3′ 
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               Z4' 
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Furthermore, with the middle point of 43PP  as the wheel center Ow, we get 

                             X4 = 2Xc − X3; (21) 

                               Z4 = 2Zc − Z3. (22) 
Combining (17), (18) and (22), we have 

                           Z4' = 2Zc − Z3' − 2c. (23) 
Also, (19) and (20) may be transformed into 

                                   Z3' = X3A3; (24) 

                                   Z4' = X4A4 (25) 
where 
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−  (27) 
Combining (21) and (23) through (25), we get 

                  3 4 3 42( ) /( ).c cX Z X A c A A= − − −  (28) 
And from (17), (24), and (28), we get 

       3 3 3 4 3 4 3 4(2 2 ) /( ).c cZ Z A X A A cA cA A A= − − − −  (29) 
And from (22) and (29), we get 

       4 3 4 3 4 4 3 4(2 2 ) /( ).c cZ X A A cA cA Z A A A= + + − −  (30) 
Accordingly, from (25) we get 

X4 = Z4'/A4 = (Z4 − c)/A4 

= (2XcA3A4 + cA3 + cA4 − 2ZcA4 − c)/[(A3 − A4)A4]. (31) 
With (28) through (31), we finally get the desired result 

1 3 4

3 4
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X X

Z Z
θ − −

=
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3   Experimental Results 

In our experiments a set of real location data of a lateral car in different postures were 
measured before corresponding images were taken to estimate the posture parameters 
Xc, Zc, and θ using the previously-derived equations. An example of the acquired 
images is shown in Fig. 3, in which detection of a wheel shape as an ellipse is also 
shown. Some estimation results are shown in Table 1. The error for Xc or Zc is com-
puted as the ratio of the difference between the estimated value and the real one with 
respect to the real value. And the angle error for θ is computed similarly but with 
respect to 180o which is the angle range of the lateral car. The table shows that the 
estimated values of Xc and Yc are within 5% errors which are good enough for practi-
cal applications. But some angle errors are larger. The reason is that the wheel size in 
the images of these cases appeared to be small, so that the estimated angle θ is sensi-
tive to the width of the horizontal wheel diameter 43PP . 

Moreover, in Section 2.1 the radius of the wheel should be known in advance for 
estimating the vehicle location. However, in real cases of applying the proposed vehi-
cle localization method, the type of the wheel on the vehicle is unknown in advance. 
A solution is to assume an average wheel radius, which is 20.75cm according to our 
measurement of a lot of car wheel radiuses. But this way will introduce errors in the 
estimated position values. Therefore, a simulation experiment was conducted to test  
 

 

Fig. 3. A lateral car image with wheel shape detected as an elliptical shape 

Table 1. Lateral car location estimation results 
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Table 2. Simulation results of estimating lateral car position using a fixed wheel radius value 
20.75 cm 

input radius of wheel (cm) 19.75 20.41 21.08 21.75 
position coordinates X Z X Z X Z X Z 

input real values (cm) 400 100 400 100 400 100 400 100 
estimated values (cm) 419.24 104.81 405.55 101.39 392.73 98.18 380.69 95.17 

error ratio 4.81% 4.81% 1.39% 1.39% −1.82% −1.82% −4.82% −4.82% 

 
whether the errors are tolerable or not. For this, first we project the wheel shape of a 
lateral car onto the image plane using a set of different real wheel radius parameters 
(ranging from 19.75cm to 21.75cm as measured by us). Then the proposed method 
was applied to estimate the position of the lateral car, under the assumption that the 
radius of the wheel of the car is of the above-mentioned average value 20.75cm. The 
results are shown in Table 2. The average error rates of the position parameters are all 
smaller than 5%, so the use of a fixed wheel radius in deriving the lateral car location 
is considered feasible in practice. 

 [4   Conclusions 

A lateral vehicle localization method by the use of a single frontal omni-camera has 
been proposed. The basic concept is to affix a single omni-camera on the bumper at 
the height of the wheel so that the mathematics involved in the analysis of the irregu-
lar shape of the circular wheel in the image becomes maneuverable, leading to the 
possibility of deriving analytic solutions. Experimental results show that most loca-
tion estimation results are with error ratios smaller than 6%, which means that the 
proposed method is feasible for practical applications. 
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Abstract. This paper proposes a novel patch-based approach for abnormal 
event detection from a mobile camera using concentric features. It is very dif-
ferent from traditional methods which require the cameras being static for well 
foreground object detection. Two stages are included in this system i.e., training 
and detection, for scene representation and exceptional change detection of im-
portant objects like paintings or antiques. Firstly, at the training stage, a novel 
scene representation scheme is proposed for large-scale surveillance using a set 
of corners and key frames. Then, at the detection stage, a novel patch matching 
scheme is proposed for efficient scene searching and comparison. The scheme 
reduces the time complexity of matching not only from search space but also 
feature dimension in similarity matching. Thus, desired scenes can be obtained 
extremely fast. After that, a spider-web structure is proposed for missing object 
detection even though there are large camera movements between any two ad-
jacent frames. Experimental results prove that our proposed system is efficient, 
robust, and superior in missing object detection and abnormal event analysis. 

Keywords: Video surveillance, patch clustering, concentric features, and scene 
clustering. 

1   Introduction 

Video surveillance [1]-[2] is a system which analyzes different security events di-
rectly from videos. For example, the task of missing object detection can be used for 
security monitoring, crime detection, and anti-terrorist surveillance. In most surveil-
lance systems, the camera should be fixed to the background so that foreground ob-
jects can be extracted through a subtraction technqiue. For example, in [3], Kim et al. 
built a codebook model to extract foreground objects directly from videos. Stringa [4] 
used a key frame extraction technique to locate moving objects and then recognized 
suspicious objects according to their positions, moments, and shape features. In [5], 
Foresti et al. used a long-term change detection algorithm to detect abandoned objects 
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and then classified video sequences into four dangerous events. However, a fixed 
camera is not proper for building a large scale surveillance system due to its limited 
field-of-views. To develop this wide-scale surveillance system, a mobile camera will 
be better adopted for monitoring different abnormal event and activities. Thus, in [6], 
Castelnovi et al. presented a surveillance robot for scene analysis by comparing color 
similarities or differences between two images. However, this approach requires the 
two images being well registered.     

This paper designs a novel surveillance system which detects exceptional changes 
of scenes (caused by missing objects or abandoned objects like paintings, antiques, or 
packages) as abnormal events directly from videos. When a moving camera is used, 
most of background subtraction techniques [2]-[3] will fail to detect foreground ob-
jects due to large changes of scene contents. To tackle this problem, this paper pre-
sents a novel patching clustering scheme for scene representation and comparison so 
that desired missing objects or abnormal events can be well detected in real time even 
though a mobile camera is used. To represent each observed scene, at the training 
stage, a clustering scheme is first used for extracting a set of key frames from the 
surveillance environments. To reduce the effects of lighting changes, each key frame 
is further represented by a set of corner features. Then, at the detection stage, the task 
of missing object detection (or abnormal event analysis) will become a scene search-
ing problem. Since each scene includes lots of key frames and each frame is repre-
sented by a set of corners, the searching space is very huge. To speed up the searching 
efficiency, this paper presents a novel patch matching method for searching desired 
scenes from this huge space in real time. It reduces not only the search space but also 
the feature space for similarity matching. For the feature space, the proposed method 
can reduce more than one orders of time complexity in similarity calculation. For 
pruning the searching space, this paper uses a set of projection kernels (generated 
from an integral image) to construct a ring structure. It forms a series of weak hy-
potheses to filter out impossible candidates. Since the kernel function is small and 
independent to pattern size, the search process can be very efficiently performed for 
scene searching. After that, a spider-web structure is proposed for missing object 
detection even though large subtraction errors happen. Experimental results have 
proved the superiorities of our proposed method in missing object detection and ab-
normal event analysis.  

2   System Overview 

Fig. 1 shows the flowchart of our surveillance system in missing object detection and 
abnormal event analysis.  Two stages are included in our proposed approach, i.e., the 
training and detection stages. At the training phase, we use the scene classification 
and feature tracking techniques to construct the surveillance scene.  At the detection 
stage, a novel scene matching scheme is then proposed for scene searching and com-
parison so that different abnormal events caused by missing objects can be well  
analyzed. 
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Fig. 1. Flowchart of the system 

3   Scene Construction 

When a moving camera is used, the task of missing object detection will become very 
difficult due to large changes of scenes.  Thus, a  classification scheme is used for 
classifying the observed scene to different key frames. Then, a set of corners is ex-
tracted for representing each key frame so that the observed scene can be well con-
structed and analyzed. 

3.1   Scene Classification 

This paper represents a scene with a set of key frames. To select the set of key frames, 
the similarity between two adjacent frames A and B should be measured.  Let H(A) 
and H(B) denote the color histograms of A and B, respectively. Then, the ordinal dis-
tance between A and B is used to measure their dissimilarity, i.e., 

 ( ) ( )( ) ( ) ( )( )
1

1 1

,
T i

ord j j
i j

D H A H B H A H B
−

= =

= −∑∑ , (1) 

where T is the total number of color bins.   Suppose Ki is the ith key frame at time t 
and It+τ is the input frame acquired at time t+τ. The (i+1)th key frame can be deter-

mined if ( ) ( )( ),ord i tD H I H I τ+  is larger than a threshold and the frame It+τ  is also the 

(i+1)th key frame. 

3.2   Scene Representation Using Corners 

In addition to key frames,  a set of corners is also extracted for scene representation. 
Assume the scene consists of L sub-scenes.  For the tth sub-scene, there are N frames 
between key frames It at time t and It+N at time t+N.  All the corner features within the 
N frames are stored for scene representation.  However, corners within these N frames 
are almost overlapped.  To more efficiently represent the scene, a correlation tech-
nique is used to track each corner across these N frames.  Then, the coordinates of all 
extracted corner are  aligned to the coordinates of It.  After alignment, all the repeated 
corners are eliminated.  Thus, a more efficient representation can be used for scene 
construction.   
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4   Detection Phase 

The critical stage in missing object detection is scene searching and scene compari-
son.  In what follows, an extremely efficient matching scheme is proposed. 

4.1   Pattern Matching 

Our proposed pattern matching scheme uses a boosting process and a concentric sam-
pling structure over a pyramid framework to very efficiently match and search image 
patterns. The time complexity of our scheme is invariant to the dimension of used 
windows. This method is significantly different from traditional pattern matching 
schemes using a time-exhausting correlation technique to match patterns. The scheme 
uses different weak beliefs to filter out impossible candidates through a collection of 
concentric rotation-invariant sub-samples of the desired pattern. The rotation-
invariant sampling is approximated with integral images, and the hierarchy scheme 
sifts the group of candidates in reduced complexity as a reliable relaxation process. 
Fig. 2 shows the flowchart for patterns matching. 

 
Fig. 2. Flowchart for pattern matching 

4.1.1   Feature Selection 
For a feature used in our method, we primarily concern its robustness for surviving 
under different lighting conditions and its low complexity for efficient matching. The 
pixel intensity can be directly used in our scheme for similarity measurement. How-
ever, pixel intensity is not stable when images have illumination changes. Thus, we 
extract edge feature from image differential spaces for pattern matching since it is 
suitable for overcoming the problem of lighting changes and verifying the local struc-
tures of patterns. Given a grayscale image I, its edge map can be obtained by gradient 
operations, i. e., E=∥▽·I∥, where E(x,y)=∣I(x,y)-I(x-1,y)∣+∣I(x,y)-I(x,y-1)∣. 

Assume a two dimension m×m pattern p(x,y) is to be matched within an input im-
age I(x,y) of size n×n. For one pixel c in the image, we can measure the distance be-
tween it and p as follows 

 ( ) ( ) ( )( )
/2 /2

22

/2 /2

, , ,
m m

c c
i m j m

d c p I x i y j p i j
=− =−

= + + −∑ ∑ , (2) 

where c has the coordinates (xc,yc). Clearly, the time complexity of calculating d2(c,p) 
is O(m2). The time complexity can be reduced to O(m) if a kernel function is used 
based on the concept “integral image” for avoiding lots of redundant calculation. 
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Given a point c in I(x,y), we define its kernel-based sampling function with the radius 
ρ as follows 

 ( ) ( )1
,

p R

k c E p
R

ρ
∈

= ∫ , (3) 

where { }|R p p c ρ= − < and E is the edge map of I. The kernel-based sampling 

function forms the basic statistical measurement in our task for pattern matching. It is 
noticed that k(c,ρ) is rotation-invariant. When different radii ρ are used, a new de-
scriptor can be defined for describing the visual characteristics of c, i.e., k(c,1), 
k(c,2),…,k(c,m). Then, a vector k(c) with m elements can be defined for describing c, 
i.e., k(c)=(k(c,1), k(c,2),…,k(c,m)). For the pattern p, we also use the similar idea to 
obtain its descriptor k(p). Then, the distance between c and p can be redefined as 
follows 

 ( ) ( ) ( )( )22

1

, , ,
m

k i
i

d c p w k c i k p i
=

= −∑ , (4) 

where wi is a weight to weight the term k(c, i). Compared with Eq.(2), the time com-
plexity for calculating ( )2 ,kd c p  is O(m) which reduces one order of similarity calcu-

lation than Eq.(2). 

4.1.2   Integral Feature with Rotation Invariance 
To obtain the descriptor k(c), we use a circular kernel sampling function to calculate 
each term k(c,ρ) like Fig. 3(a). Technically, the circular kernel sampling function can 
be approximated with a square kernel sampling function π(c,ρ) defined as follows 

 ( ) ( )
/2 /2

2
/2 /2

1
, ,c c

i j

c E x i y j
ρ ρ

ρ ρ
π ρ

ρ =− =−

= + +∑ ∑ . (5) 

Like Fig. 3 (b), we use π(c, ρ) to approximate k(c, ρ). Since π(c, ρ) can be very effi-
ciently obtained through an integral image structure, we use the descriptor π(c) to 
approximate k(c) for efficient pattern matching. 

Given an edge map E, its integral image S(x,y) contains the sum of edge points in 
E accumulated from the original (0,0) to the pixel (x,y), i.e., 

 ( ) ( )
0 0

, ,
yx

i j

S x y E i j
= =

=∑∑ . (6) 

 
                                 (a)                                                   (b) 

Fig. 3. (a) A circular sampling function. (b) Its squared approximation centered at location c. 
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Fig. 4  Calculation of integral image 

S(x, y) can be obtained using only one scan over E. Given a rectangle region Hi 
bounded by (l,t,r,b), its sum of edge magnitudes can be very efficiently achieved by 
taking advantages of the integral image S. In Fig. 4, sum(Hi) can be easily calculated 
as follows 

 
( ) ( ) - ( ) - ( )

             ( , ) ( , ) - ( , ) - ( , )
i isum H A B C H A A B A C

S r b S l t S l b S r t

= + + + + + +
= +

. (7) 

Based on Eq.(7), sum(Hi) can be performed very efficiently using one addition and 
two subtractions. If we consider π(c,ρ) as a version of Hi, π(c,ρ) can be efficiently 
obtained with the time complexity O(1). Thus, the time for obtaining π(c,ρ) is inde-
pendent of ρ. 

4.1.3   Ring Structure 
To more accurately match a pattern, a ring structure with layers will be proposed here 
for dealing with its inner localities. With different ρ, π(c,ρ) can form a ring structure 
for pattern matching as Fig. 3(b). It is a good rotation invariant feature for matching a 
pattern if it has different rotation changes. With π(c,ρ), we can perform the coarse 
matching process for getting a set CM of possible matching candidates. Then, like 
Fig. 2, we enter the fine matching stage to get a set FM of fine matching candidates 
from CM using different ring structures for this filtering process. 

In Eq.(5), if we permit the point c having different shifts, different ring structures 

can be generated. Let ( 1)2 i
il m − += ⋅ , ( ) ( ){ },0 , 0,i i ih l l= ± ± , and ig =  ( ){ },i il l± ±  

where m×m is the dimension of the searched pattern p.  In addition, let i
sC denote the 

set of all shifted points of c at the ith layer. i
sC  is generated from its previous layer  

 

 

Fig. 5. Different types of ring structure with concentric integral sampling 
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1i
sC −  with the recursive form: { }1 |i i

s s i iC C b b h g−= + ∈ ∪ . Initially, 0
sC  includes only 

the element c, i.e., { }0
sC c= . Clearly, 1

sC  owns eight elements and 2
sC  has 64 ones. 

At the ith layer, for all elements i
jc  in i

sC , its corresponding ring structure πi(e) is 

generated as follows 

 ( ) ( ) ( ) ( )( )1 1, , , 1 , ,i i i i
j j i j i j ic k c l k c l k c lπ − −= + . (8) 

The eight ring structures of π1(e) are listed in Fig. 5 (a). If two adjacent points in i
sC  are 

integrated, another type of ring structures can be generated like Fig. 5 (b). Then, the set 
of ring structures can be used to filter impossible matching candidates very efficiently. 

4.1.4   Cascade Boosting Structure 

Actually, each concentric feature ( ),i
jc kπ  extracted from its corresponding ring 

structure ( )i
jcπ  can form a weak hypothesis hijk for filtering impossible candidates. 

With the set of concentric features hijk, a cascade structure can be easily constructed 
for finding each desired patterns in real time. Firstly, we use the rotation-invariant 
concentric feature π(c,k) to quickly filter out impossible pattern candidates under the 
cascade boosting structure. Then, for all the remained candidates, their different ro-

tated versions are generated and verified using the concentric features ( ),i
jc kπ  at 

different layers for i > 0. Then, the optimal location of the target can be then well 
detected from input images.  

4.2   Scene Matching 

To search the desired scene, each frame is divided to 10×10 grids like Fig. 6.  Then, 
given an input frame I and a scene iS , the matching score Ci between Si and I is de-

fined as follows 

 
10 10

1

I
i k

k

C B
×

=

= ∑ , (9) 

where I
kB  is the kth grid of I and I

tB  will be 1 if a feature pattern in iS  is matched to 

I at the grid I
tB . The matched scene is determined as the maximum matching score for 

all scenes.  

 

Fig. 6. Each frame is divided to different grids 



418 J.-W. Hsieh, S.-Y. Chen, and C.-H. Chiang 

4.3   Missing Object Detection 

After scene matching, we present a method to detect the presence or absence of an 
object. Let SM denote the best matching scene of an input frame I and FM is the set of 
corners in SM.  If the camera is static, we can use a subtraction technique to detect 
missing objects from I.  However, this technique will fail when the camera is not 
static.  Thus, a novel spider structure is proposed for missing object detection.  Firstly, 
we project all the corners of FM onto I  (like Fig. 7(a)) and connect two corners if they 
are close enough.  Then, a “spider web” like Fig. 7(b) can be constructed.      

     
                          (a)                                      (b)                                      (c) 

Fig. 7. (a) Projection result of FM on input frame. (b) Spider web.  (c) Distance map of (b). 

Assume WM and WI are two spider webs built from SM  and I, respectively.  Assume 

MWDT  and 
IWDT are the distance maps of WM  and WI, respectively.  The result of 

distance transform of (b) is shown in Fig. 7(c).  Then, each missing objects can be 
well detected by subtracting 

MSDT  and 
ISDT . A region which contain many un-

matched corners will correspond to a missing object.  

5   Experimental Results 

In order to analyze the performances of our proposed method, various videos captured 
under different weather conditions and lighting conditions were used.  The dimension 
of video frame is 320×240.   Fig. 8 shows the results of exceptional object detection 
 

 

Fig. 8. Results of exceptional changes detection with complicated backgrounds 
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Fig. 9. Result of exceptional change detection when a corner scene was handled 

 

Fig. 10. Results of exceptional changes detection when a small object was handled 

when complex backgrounds were handled. Fig. 9 shows the results when a corner turn 
was handled. It is noticed that when a scene at a corner is handled, its scene contents 
will change significantly. However, our method still works very well to detect a miss-
ing object. Fig. 10 shows a case when the exception object is small. All the experi-
mental results have proved the superiorities of our proposed system in missing object 
detection when a moving camera is used.  

6   Conclusions 

We have presented a novel robust exceptional detection scheme for mobile robot 
surveillance system using patch matching and concentric features.  In the training 
phase, we selected key frames by ordinal distance and tracking each patch using 
concentric features. The time complexity of patch match is reduced up to an order.  
For well detecting each abnormal object, we propose an spider web structure for 
foreground object detection.  Even though the input frame is not well registered to 
the scene panoramas, our method still works well to detect each abnormal object. 
Experimental results have proved the superiorities of our proposed system in excep-
tional change detection on a mobile robot under different background and lighting 
conditions. 
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Abstract. Video inpainting is often used as a tool to assist user in removing ob-
jects or repairing damaged areas in a video. To deal with different kinds of vid-
eo, several techniques such as object segmentation and temporal continuity 
maintenance are commonly adopted. In this paper, we extend the concept of ex-
emplar-based inpainting to propose a new video inpainting algorithm which can 
realize object removal both in modern digital video and digitized aged films. 
Furthermore, a new patch searching strategy and a new patch adjustment me-
chanism are intorduced to maintain the temporal continuity of video and thus 
improve the results of video inpainting. Experiments demonstrate that the pro-
posed algorithm can be effectively applied to different types of video. 

Keywords: Image Inpainting, Video Inpainting, Object Segmentation, Motion 
Estimation. 

1   Introduction 

Since the image inpainting–related techniques have been well developed, researchers 
started to extend the scope from image to video [4,5,7]. An intuitive way of perform-
ing video inpainting is to treat each video frame as an independent image. However, 
an image inpainting process can only take care of the content of an image frame, it 
does not simultaneously handle the continuity issue across consecutive frames. To 
better design a video inpainting process, both the spatial (intra-frame) and temporal 
(inter-frame) continuity issues have to be considered.  

In the past few years, video inpainting has become more popular due to its potential 
applications in daily life [4,5,7,9,10]. In [7], Patwardhan et al. extended the image com-
pletion concept proposed in [1] to deal with non-stationary videos. In their work, the 
background and foreground of a video are separated and the corresponding optical-flow 
mosaics are generated. After the foreground of all frames is inpainted, the remaining 
background holes are filled with the patches extracted directly from the adjacent frames 
through a texture synthesis process. In [5], Jia et al. proposed a two-phase approach to 
perform video inpainting. The two phases are a sampling phase and an alignment phase. 
These two phases work together can predict the motion of moving foreground and at the 
same time align the repaired foreground by damaged background.  
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All the above mentioned video inpainting techniques were developed to handle 
modern digital videos. In recent years, transforming cultural heritages into digital 
format has become an important trend. However, most of the old pictures or old films 
that have historical value are aged. These aged images or videos, after digitization, 
usually turn out with very poor quality. They very often contain unstable luminance 
and damaged contents. In [3], Gullu et al. worked on video scratch detection via tem-
poral coherency analysis. In [6], Machi and Collura conducted a research on fixing 
single frame defects through spatiotemporal analysis. However, their work only deal 
with small region defects and the most important issue - temporal continuity, was not 
seriously addressed. 

In this paper, we proposed a new video inpainting algorithm to deal with digitized 
old films. Since these digitized old films were taken by old analog camcorders, their 
qualities are very poor. First, we apply a global intensity normalization process to 
adjust the average luminance level across consecutive frames. This step is to stabilize 
the luminance of target videos. Second, we perform an object segmentation process to 
identify the foreground of a video. Then, in the third step, a block-based motion esti-
mation process is introduced to compute the motion map of each frame. This map can 
then be used to maintain the continuity effect across temporal axis during our video 
inpainting procedure. Finally, we work on the background part to complete the whole 
inpainting process. 

2   Motion Layer Segmentation 

When dealing with non-stationary video with moving object, motions of a video can 
be categorized into two types. The first type is local motion caused by moving objects 
and the second type is global motion caused by camera movement. Thus, to maintain 
temporal continuity precisely, the procedure of motion layer segmentation is a must. 
In this paper, we propose a motion layer segmentation procedure that includes three 
major steps. They are: (1) a normalization step that normalizes the average intensity 
of every frame in a video; (2) an object tracking step that segments local object mo-
tions; and (3) a camera motion estimation step that is used to compute the motion 
flow of each block to maintain temporal continuity. 

2.1   Average Intensity Normalization of Video Frame 

Most block-based motion estimation algorithms make use of the similarity comparison 
mechanism in their searching procedure. However, the results generated by a similarity 
comparison procedure are very easily influenced by unstable luminance conditions. 
Therefore, we try to normalize the average intensity of every frame. The proposed nor-
malization procedure is described as follows. First, we compute the difference of the 
average intensity, Idiff, between two consecutive frames Ft and Ft+1, where Iୢ୧୤୤ ൌ ∑ Iሺpሻ୮|F୲| െ ∑ IሺpԢሻ୮ᇱ|F୲ାଵ| , p א F୲ , pᇱ׊ א F୲ାଵ (1)

p and p’ represent a pixel in frame Ft and frame Ft+1, respectively. I(p) represents the 
intensity of pixel p. |Ft| and |Ft+1| indicate the total number of pixels in frame Ft and  
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(a) Source 
Frame 

 

(b)  
Luminance 
consistency 

 

Fig. 1. Result of average intensity normalization 

frame Ft+1, respectively. After Idiff is computed, we can adjust the intensity of each 
pixel in frame Ft to make the average intensity level between Ft and Ft+1 closer. Fig. 1 
shows the original video sequence (Fig. 1(a)) and the sequence after intensity norma-
lization (Fig. 1(b)). 

2.2   Target Object Segmentation 

After the average intensity normalization process is applied across frames, the next 
step is to extract foreground objects from each frame. Our object segmentation process 
starts from object selection which is the only step that needs human intervention. 

A user needs to select an object that is to be removed in the very beginning. Fig. 
2(a) shows an example of object selection. After an object is chosen, we then calcu-
late the object’s center coordinates (Xoc,Yoc). In addition, we also analyze the color 
information of the object. To identify the pose of the same object in the next frame,  
 

 

 
(a) Object selected by user in frame Ft (b) Search domain for next frame 

 
(c) Definition for searching strategy 

Fig. 2. Diagram of proposed searching algorithm 
 

E: (Xoc + boxw , Yoc + 1/2*boxh) 

1 pixel

Box0m 
Boxij

S: (Xoc - boxw , Yoc - 1/2*boxh)

Boxnm

Box00 Box10 Boxn0
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(a) Candidate Box without 

object’s information 
(b) Candidate Box with 

partial object’s information 
(c) Best matched result Boxij 

at (Xi,Yj) 

 
(d) Candidate Box with 

partial object’s information 
(e) Targeted bounding box 

Boxij in frame Ft+1

(f) Segmentation of object 
in Boxij 

Fig. 3. Example of target object segmentation 

we adopt a full search strategy in a neighboring domain which is the neighborhood of 
the chosen object at the current frame (Fig. 2(b)). We use a bounding rectangle with 
width boxw and height boxh to bound the chosen target object. The top-left corner S of 
the search domain has the coordinate ሺܺ௢௖ െ ,௪ݔ݋ܾ ௢ܻ௖ െ 0.5 כ -௛ሻ and the bottomݔ݋ܾ
right corner E has the coordinate ሺܺ௢௖ ൅ ,௪ݔ݋ܾ ௢ܻ௖ ൅ 0.5 כ -௛ሻ. Then, a slide winݔ݋ܾ
dow with width boxw and height boxh is applied to perform full search within the 
above search domain. Fig. 2(c) shows the definition of the searching strategy. The 
proposed search process starts from S to E to identify the best matched result in the 
search domain. 

Fig. 3 shows an example of our search process. Fig. 3(a) to 3(d) are examples of 
candidate boxes determined by the search process. Fig. 3(c) is the best matched result 
Boxij at a specific location (Xi,Yj). Fig. 3(e) is the corresponding bounding box of Boxij 
in frame Ft+1. All blocks that contain the object’s information in Boxij are classified 
and marked according to the information of object collected in the step of object se-
lection. Fig. 3(f) shows an example of object segmentation. Since the object is seg-
mented, the search process will update the object’s information including color and 
motion.  These updated information will be used in the next iteration. 

2.3   Construction of Motion Map 

To guarantee temporal continuity, we propose to maintain a motion map for every 
video frame. Here, the unit used to compute motion vector is macroblock (16 x 16). 
This is the same as the size used in MPEG. The proposed motion map construction 
algorithm is as follows: 

1. Use CDHS algorithm proposed in [8] to compute motion vectors from each ma-
croblock in frame Ft (Fig. 4(a)). The color space adopted is HSI. 

2. Copy all macroblocks from Ft to generate a pseudo frame Ft+1’ (Fig. 4(b)) based on 
the motion vectors calculated in step 1. 

 



 Video Inpainting on Digitized Old Films 425 

 

Fig. 4. Example of motion map construction 

3. Compare the differences between Ft+1 and Ft+1’ (as shown in Fig. 4(c)). Those 
differences can be viewed as mis-estimated blocks. 

4. For each mis-estimated block found in step 3, re-estimate the motion vectors. 
5. Construct a motion map based on the motion vectors calculated from each macrob-

lock. 

In step1, we calculate the Sum of Squared Differences (SSD) between a source ma-
croblock Bi and a target macroblock Bj based on the HSI color components, respec-
tively. The similarity measurement function is as follows: dis൫B୧, B୨൯ ൌ Hୗୗୈሺ౟,ౠሻ ൅ Sୗୗୈሺ౟,ౠሻ ൅ Iୗୗୈሺ౟,ౠሻ (2)

Bi is distributed by nature and its distribution is based on the CDHS searching topolo-
gy defined in [8].  

After executing step 1, the motion vector of each block in Frame Ft is determined 
and these motion vectors are then used to generate a pseudo frame Ft+1’. Fig. 4(b) 
shows an example of a pseudo frame. The functionality of frame Ft+1’ is to identify 
those mis-estimated macroblocks by comparing its contents with those of frame Ft+1. 
Once Ft+1’ is generated, the motion vectors of those mis-estimated macroblocks will 
be re-estimated with a new initial direction, di, and the CDHS searching algorithm 
will be run again. As to the selection of di, it is determined by those correctly esti-
mated surrounding blocks. Fig. 4(e) shows a mask used to perform direction selection. 
One can search the surrounding blocks (ordered by digits from 1 to 5) to identify a 
valid motion vector and then use it in the searching process. However, if all surround-
ing blocks are mis-estimated, one can randomly choose a direction to which is asso-
ciated with a second higher value to proceed. Fig. 4(d) shows the result of re-
estimation which indicates that the errors are significantly reduced. Since there is no 
mis-estimated blocks in Ft, the motion map of frame Ft can be generated by collecting 

(a) Frame Ft (b) Frame Ft+1’

(c) Difference between Ft and 
Ft+1’

(d) After re-estimation 
(e) mask of direction 

selection 
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the motion vectors of all blocks. The motion map of a frame reflects the motion direc-
tion of every block in that frame and these information can be used to maintain the 
temporal continuity. 

3   Video Inpainting by Maintaining Temporal Continuity 

Temporal continuity is very important in the process of video inpainting. A video 
inpainting algorithm that does not take temporal continuity into account will not gen-
erate visually pleasing inpainting results. Our video inpainting algorithm mainly con-
sists of two parts. They are a priority map computation step and a patch search and 
adjustment step. We introduce new strategies in the patch searching and adjustment 
process. These new strategies can improve the inpainting results while at the same 
time maintaining the temporal continuity of an inpainted video. 

3.1   Priority Map Computation 

Priority map is basically the concept proposed by Criminis et al. [1]. We modify the 
data term of their scheme to make the computation faster and the maintenance of the 
information structure easier. As shown in Fig. 5, let I be a frame of a video which 

includes a source area Φ and a target area Ω to be inpainted. Hence, I = Φ ∪ Ω. The 

notation δΩ is the front contour on Ω and Ψp is an arbitrary patch centered at pixel p ∈ 
δΩ (right hand side of Fig. 5). 

The difference between our approach and [1] is that we modified the definition of 
their data term based on the observation of continuous structure derivation. We use a 
mean shift region segmentation algorithm [2] to segment the original frame into sev-
eral regions. The mean shift procedure takes I as input, and produces I’ as the result 
of segmentation. An edge detection algorithm is then used to convert I’ to a binary 
image BI, which results in an edge map. The reason why we make use of the edge 
information in the data term is as follows. Let Φε ⊂ BI be the area corresponding to Φ 
⊂ I. Φε is the edge map of the source area Φ. After an edge map BI is obtained, our 
video inpainting procedure will proceed to compute the priority of each patch to de-
cide on the order of inpainting. The computation of priority is based on the rule set in 
[1] which mainly includes two terms: a confidence term C(p) and a data term D(p). 
The explicit expression of a priority count is as follows: 

P(p) = C(p)*D(p). 
(6) 

 

Fig. 5. Notation used in our video inpainting algorithm 
 

δΩ 

Φ: Source Region 

Ω: Target Region 
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The function of the priority term is to determine the inpainting order of each constitu-
ent patch. The confidence term is used to check the degree of damage of a target 
patch. Before we compute the confidence term, the initial confidence value of each 
pixel in I is assigned at first. That is, Cሺpሻ ൌ ൜1.0 if and only if p ∈ Φ0.0 if and only if p ∈ Ω (7)

As indicated in Fig. 5, Ψp is a patch centered at pixel p. The formal definition of C(p) 
of an arbitrary patch Ψp is as follows: 

∀ p∈δΩ, q∈Ψp, Cሺpሻ ൌ ሺ∑ Cሺqሻ୯ א ሺஏ୮ ת ஍ሻ ሻ|Ψp|  (8)

where |Ψp| is the area of Ψp. The confidence term C(p) in Eq. (8) is used to compute 
the percentage of undamaged pixels of a patch Ψp. A patch with higher confidence 
value means its damaged area is small and its priority in a video inpainting process is 
higher. Here, a confidence term can be used to provide a rough guide for deciding on 
where to start an inpainting process. Usually, there would be a number of patches that 
receive high confidence simultaneously, but we have to determine among them which 
one is the best. Under these circumstances, a data term is introduced to work with the 
confidence term to solve the above mentioned problem. 

As to the data term, it is used to judge how important the content of a target patch 
is. We propose to compute the percentage of edge amount and the degree of complex-
ity of constituent colors in a patch to decide on whether the patch is important or not. 
The formal definition of our data term is as follows: 

∀ p א δΩ, q א Ψp,   Dሺpሻ ൌ max ሺ1, ∑ ܿሻ כ ሺΨpሻ୯ݎܽݒ ∈ ሺஏ୮ ஍கሻת ሻ|Ψp|  (9)

varሺΨpሻ ൌ ∑ ∑ c୧୨׊୨׊୧i כ j ൅ ∑ ∑ l୧୨׊୨׊୧i כ j  (10)

where the max function is used to assure a non-zero summation of pixel count in the 
edge map and var(Ψp) is used to compute the degree of color variation in patch Ψp. 

3.2   Patch Searching and Further Adjustment 

After the priority map is determined, the next step is to select a best-matched patch 
based on the value of the priority computed. Our search strategy is that if a patch 
receives a highest priority value, it will have better chance to find a patch with the 
best quality. This is because in the priority map determination process we have put the 
degree of damage, the relation with surrounding patches, and the degree of complexi-
ty into consideration. These embedded characteristics can ensure the quality of a 
search process. Let Ψp^ be a patch that receives the highest priority, where 

p^ = argmax(P(p), p ∈ δΩ). (11)

An arbitrary patch template, Γp^, of Ψp^ can be expressed as follows: 

Γp^  = ∪±kΨp^ (Ψp^  ∩ Φ) ≠ φ, where φ is an empty set. (12)
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Here, ±kΨp^ represents a domain that covers the patch Ψp^ plus its surrounding pixels. 
These neighboring pixels are within a distance of k. The value k is set as one half 
width of a patch. In all of our experiments, the size of patch is 3*3. To ensure no 
“empty patch” is mis-used, we also cover part of the intersection region between Φ 
and Ω. After defining the patch template, one can start the searching process.  

Since in the previous stages we have built the motion map for the background, the 
search of an appropriate patch can be done through the assistance of motion vectors. 
This searching process will start from neighboring blocks and then those blocks that 
are farther. If the previous step cannot identify useful blocks, then the algorithm will 
trigger an intra-frame search to locate a most similar patch to do inpainting. Let Γq^ be 
the best matched patch template against all candidate patch templates, that is 

∀q ∈ Ps,  Γq^ = min Γq ∈ Φq
r d(Γp^, Γq), (13)

where Φq
r ⊂ Φ represents a region of source image centered at q and within the dis-

tance of r pixels. d(Γp^, Γq) is a distance function that can measure the difference be-
tween Γp^ and Γq. The formal definition of this distance is as follows: 

d(Γp^, Γq) = SSD (Γp^, Γq) * max(1, (∑ q ∈ (Γq  ∩Φε) c)). (14)

SSD here represents the sum of squared distance. The distance function defined in Eq. 
(14) considers two factors, i.e., the SSD and the number of useful pixels in the patch 
template. We want to find a best patch Ψq^, where Ψq^ ⊂ Γq^. Hence, the inpainting 
algorithm copies Ψq^ to Ψp^, ∀p ∈Ψp^ ∩ Ω (i.e., only copy pixels to the empty posi-
tions in patch Ψp^, without changing the area already inpainted). The constant, c=1, 
represents the weight of a useful pixel. 

After a target patch is identified from a referenced frame, a patch adjustment 
process is proposed to repair the artifacts caused by unstable illumination conditions. 
The patch adjustment process proceeds as follows: (1) calculate the difference be-
tween the intensities of the surrounding pixels of Ψq^ and Ψp^, respectively; (2) regu-
late the intensity of Ψq^ by applying the gamma correction technique on a target patch. 
An example of patch adjustment is shown in Fig. 6. Fig. 6(a) shows the artifact 
caused by pasting a path to a damaged area directly. The red silhouette of Fig. 6(b) 
indicates the mask which is the surround pixels of Ψp^ and used to calculate the differ-
ence of intensity between Ψq^ and Ψp^. Fig. 6(c) shows that the intensity of the tar-
geted patch is adjusted and pasted in corresponding region. 

 

  
(a) without patch adjustment (b) Boundary of target patch (c) with patch adjustment 

Fig. 6. Comparisons of video inpainting procedure with or without patch adjustment 
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4   Experimental Results 

We used several types of video examples for experiments, including home videos 
(Fig. 7(a)) and aged films (Fig. 7 (c) and Fig. 7(e)) with different camera motions 
such as panning and hand shaking. The corresponding results after applying our video 
inpainting algorithm are shown in Fig. 7. Figs. 7(a), (c), (e) is the source sequences 
and Figs. 7(b), (d), (f) are the corresponding results after applying our video inpainting 
algorithm. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

 

Fig. 7. Video inpainting in different kinds of video 

5   Conclusion 

In this paper, we proposed an algorithm which can realize video inpainting both in 
modern digital videos and digitized aged films. The experimental results show our 
algorithm can produce visually pleasant inpainting result. The proposed video inpaint-
ing procedure, based on the analysis of temporal continuities of video, is able to deal 
with different camera motions. Although video with really bad quality cannot be in-
painted with all visual defects removed, we will try some technologies such as poisson 
image editing in our patch adjustment procedure to improve our result in the future. 
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Abstract. This work develops a novel and robust hierarchical search

tree matching algorithm, in which the Distance Transform based pedes-

trian silhouette template database is constructed for efficient pedestrian

identification. The proposed algorithm was implemented and its per-

formance assessed. The proposed method achieved an accuracy of 89%

true positive, 92% true negative and low false positive 8% rates when

matching 1069 pedestrian objects and 568 non-pedestrian objects. The

contributions of this work are twofold. First, a novel pedestrian silhou-

ette database is presented based on the Chamfer Distance Transform.

Second, the proposed hierarchical search tree matching strategy utiliz-

ing Fuzzy C-means clustering method can be adopted for mapping and

locating pedestrian objects with robustness and efficiency.

Keywords: Video surveillance, pedestrian identification, distance trans-

form, pedestrian silhouette, hierarchical search tree.

1 Introduction

Pedestrian identification and tracking is an important and yet challenging task
for video surveillance. Various surveillance applications requires the detection of
pedestrian to ensure safety or traffic management in daily activities of interest
such as in transportation stations, public buildings, business market places, etc..
Much progress has been made in the detection and tracking of people in the
computer vision research community. Wren et al. propose a real-time system
”Pfinder” for tracking people and interpreting their behavior using a multiclass
statistical model [1]. Another typical model is ”W 4” proposed by Haritaoglu
et al. [2]. W 4 is a real time visual surveillance system for detecting and track-
ing multiple people in an outdoor environment. Stauffer and Grimson develop
a visual monitoring system that passively observes moving objects and learns
patterns of activity [3]. Sidla et al. presents a vision based pedestrian detection
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and tracking system for crowded situations [4]. Masoud and Papanikolopoulos
presents a real-time system for pedestrian tracking in sequences of grayscale
images acquired by a stationary camera for pedestrian control scheme at inter-
sections [5]. There are a number of challenging issues worth further exploration
such as camera viewpoints, distance between human and camera, non-rigid hu-
man motion, occlusion, recognition speed, etc. In this paper, we attempt to
emphasize on the real-time pedestrian identification and present a silhouette-
based method to identify humans and this method is robust enough to detect
objects of various shapes. Inspired by [6], matching involves a hierarchical search
tree approach over a distance-transformed images database hierarchy structure.
Thus, the proposed method is able to generate an efficient representation from
off-line template examples, matching proceeds on-line based on a hierarchical
database which is established in advance.

The remainder of this paper is organized as follows. Section 2 reviews the
Distance-Transform (DT) approach and presents the construction of pedestrian
silhouette database. Section 3 illustrates the object matching algorithm. Sec-
tion 4 proposes DT-based fast matching algorithm with hierarchical search tree
for pedestrian identification. Section 5 analyzes the experimental results. Con-
clusions are finally drawn in Section 6.

2 Distance Transform and Pedestrian Silhouette
Database Construction

The proposed system initially builds a statistical background model by com-
bining the Gaussian Mixture Model [7] and the approach proposed by Kaew-
TraKulPong et al. [8] which leads in better performance in terms of learning
speed and accuracy [9]. A pixel is considered as a background, if matched with
one of the Gaussian distributions. Otherwise, the pixel is marked as a part of a
moving object (foreground). Then, the connected component operation is per-
form. To make up the fragment effect of segmentation in foreground region, we
employ the opening and closing of morphological operations. Furthermore, to
reduce the susceptibility problems arisen from shadow influence, we employ the
HSV color space to distinguish shadow pixels from the ordinary foreground ob-
jects. Afterwards, we extract the silhouettes of moving objects from the resultant
foreground objects and select the silhouettes of moving pedestrian manually to
construct a pedestrian silhouette template database. To cluster these template

Video 
Objects

Edge Extraction

Hierarchical
Database

Distance
Transform

Multiple Search
Tree Creation

Fuzzy C-Mean
Clustering

Pedestrian Objects
Selection

Fig. 1. The flow chart of constructing pedestrian silhouette database
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(a) (b) (c) (d) (e) (f) (g) (h)

Fig. 2. Examples of different heights of pedestrian silhouette template images: (a) 92

pixels, (b) 84 pixels, (c) 76 pixels, (d) 68 pixels, (e) 60 pixels, (f) 52 pixels, (g) 44 pixels

and (h) 36 pixels

data, we extract the edge image from the selected silhouettes by using Canny
Edge detection and then compute the distance transform for each Canny Edge
image of object silhouettes that are considered as pedestrian. Fig. 1 illustrates
the schematic flow chart of the pedestrian silhouette database construction pro-
cedure.

The edge image Sin of the selected silhouettes is given as

Sin =
{
(x, y)|En(x, y) = 1 and (x, y) ⊆ Objin,

}
, (1)

where Sin denotes the edge set of the ith foreground object Objin in the nth frame
extracted from the above mentioned background substraction and shadow justifi-
cation procedure. En(x, y) represents the edge image calculated via Canny Edge
Detection operation on the foreground object image. To identify pedestrians in
a video sequence, we need to collect a lot of template images of pedestrians with
different sizes, walking directions and various shapes. In this paper, we classify
all template images into 24 categories based on different image heights. Fig. 2
shows eight examples of different heights.

The next step is to estimate the similarity between two images. Typically,
Euclidean distance is the traditional method of evaluating the similarity of two
images. However, the high computational complexity makes it difficult to im-
plement in real-time applications. Thus, we apply the 3-4 Chamfer Distance
Transform (3-4 DT) due to its simplicity and robustness [10]. The DT equation
is shown in below.

DT (x + dx, y + dy) = min {ra + sb}, (2)

where r denotes the horizontal or vertical moving steps, s is the diagonal moving
steps and a, b are the weights of two different steps (i.e., a = 3, b = 4 in 3-4
DT). Thus, the value of (x+dx, y+dy) of 3-4 DT is to find the shortest distance
from (x, y) to (x + dx, y + dy).

Fig. 3 illustrates two examples of DT images. Fig. 3(a) and (d) are the orig-
inal object images, Fig. 3(b) and (e) show the edge images after Canny Edge
Detection, and Fig. 3(c) and (f) present the resultant Distance Transform of the
corresponding edge images. The distances in the DT images are intensity-coded,
i.e., the gray value of (x, y) represents the distance to the nearest edge point
where lighter color denotes larger distance and darker color indicates shorter
distance.
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(a) (b) (c) (d) (e) (f)

Fig. 3. Examples of edge detection and distance transform. (a) and (d) are the original

object images, Fig. 3(b) and (e) show the edge images after Canny Edge Detection,

and Fig. 3(c) and (f) present the resultant Distance Transform of the corresponding

edge images.

3 Object Matching Algorithm

Let S be the source edge image, E be the target edge image. The DT image
DTS , DTE of S and E can be computed by using Equation (2). Therefore, the
chamfer distance of these two images is defined as

EDistS,E(dx, dy) =
1

|S|
∑

(x,y)∈S
DTE(x + dx, y + dy), (3)

where |S| denotes the number of pixels in S and (dx, dy) denotes the shift co-
ordinate when the source edge image S map to the target edge image E by
adding the coordination shift value (dx, dy). According to the definition of DT
image, the lower distance is, the better match between S and E at location
(x + dx, y + dy) is. Thus, our goal is to find the minimum chamfer distance by
modifying shift coordinate (dx, dy) repeatedly, (i.e., minEDistS,E(dx, dy)). How
to find the minimum EDistS,E(dx, dy) in real-time application can be consid-
ered as the motion estimation problem. One of the simplest matching algorithm
is the full search (FS) algorithm which provides an optimal solution by searching
all candidates within the target edge image E. There are a number of matching
algorithms can reduce the time complexity of FS algorithm. We apply the three
step search (TSS) algorithm in which the matching criterion of TSS is replaced
by the minimum chamfer distance min EDistS,E(dx, dy). Fig. 5 depicts the block
diagram of template image matching algorithm.

However, the experimental result shows that when the number of edges of S
is far less than that of E, the chamfer distance EDistS,E(dx, dy) will also be
small and this observation of minimum distance could lead in a flaw. Therefore
we need to modify Equation (3) to overcome this drawback as follows.

EDist′S,E(dx, dy) =
1 + EDistS,E(dx, dy)

1 − (||S| − |E||)/(|S| + |E|) . (4)

When the difference between S and E is very large, the term (||S|− |E||)/(|S|+
|E|) in Equation (4) will approximate to 1 so that the denominator of Equa-
tion (4) becomes a small number and EDist′S,E(dx, dy) will become more larger
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(a) (b) (c) (d)

Fig. 4. Example of minimum distance searching: (a) target edge image E, (b) source

edge image S, (c) EdistS,E(6, 1) = 30.7, and (d) EdistS,E(−2, 1) = 4.6

Reduce Search Size in 
Half

Find
Initial Search Center

Compute Eight Neighbors
(EDist'S,E(x+dx, y+dy))

Move to the Point with
Minimum Distance

Search Size < 1
Source

Image S
Get the Minimum

Distance

Destination
Image E

Distance
Transform

No Yes

Fig. 5. The block diagram of template image matching algorithm

than the original distance. Only when |S| and |E| are similar, the measure
EDist′S,E(dx, dy) will be a smaller value. Finally, the modified chamfer distance
EDist′S,E(dx, dy) will be more appropriate.

4 Fast Pedestrian Identification with Hierarchical Search
Tree

Matching a foreground object one by one with N template images is inefficient.
We can construct a matching hierarchy with coarse-to-fine search mechanism.
The idea is that each search level is coarsely divided with larger chamfer distance.
Thus, we could speed up the matching process by grouping similar template im-
ages together and representing them by an instance image, rather than matching
the individual template images one by one. The grouping algorithm is performed
in various levels and results in a hierarchy search tree. The clustering is achieved
iteratively by utilizing a top-down approach and applying a ”Fuzzy C-means”-
like algorithm at each level of the hierarchical structure. The distance measure
of Fuzzy C-means is replaced with the chamfer distance EDist′S,E(dx, dy) and
the cluster center is chosen as

Ci = min
S∈Gi

∑
E∈Gi

EDist′S,E(dx, dy), (5)

where Ci denotes the center of ith cluster and Gi is the set of ith cluster.
To identify each object Objin extracted from the current video frame, the

system will read the pedestrian silhouette database given by Section 2 and create
the hierarchical search tree for recognition. Then we compute the Canny edge
image SObjin of the ith object by using Equation (1) and the distance transform
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Video Object

Current
Frame

Edge Extraction

Hierarchical
Pedestrian Database

Chamfer Match Not Pedestrian

Yes

No

Pedestrian

Feature Match

Fig. 6. The flow chart of the proposed pedestrain identification procedure

DTS . Hence, for each video object, we will traverse in the pedestrian silhouette
database and use SObjin and DTS to compare the node with the chamfer distance
between the node and the video object. A video object is considered match if
the distance measure EDist′SV O,E(dx, dy) is below a pre-defined threshold θ:
EDist′S,E(dx, dy) ≤ θ. Fig. 6 shows the flowchart of pedestrian identification
algorithm.

5 Experimental Results

To evaluate the performance of the proposed pedestrian identification system,
we first constructed a human silhouette database using a 20 minutes video clip
containing about 18000 frames. All moving objects were extracted using the pro-
cedure illustrated in Section 2, then the human objects were selected manually
and form the pedestrian silhouette template database. We finally compiled a
database of about 20000 pedestrian silhouette, divided and normalized them to

Fig. 7. A hierarchical search tree for pedestrian identification (partial view)
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Table 1. Experimental results of pedestrian identification

1000 Frames True False

Positive 996 (89%) 122 (8%)

Negative 446 (92%) 73 (11%)

(a) (b) (c) (d)

Fig. 8. Some detection results of pedestrian identification: (a) and (b) show the results

of pedestrians; (c) and (d) show the results of non-pedestrian objects

24 scales according to their height ranging from 20 to 112 pixels with step size
4 pixels. Thus, we obtained a hierarchical search tree. Fig. 7 shows a partial
view of the hierarchical search tree. We can observe from Fig. 7 that the objects
possess high similarity in the leaf level.

The experiments were conducted on another 1000 frames video sequence which
was distinct from the template sequence. The test video clips contains 1069
pedestrian objects and 568 non-pedestrian objects. The proposed system results
in a detection rate of about 89% true positive, 92% true negative and low false
positive 8% rate as shown in Table 5. Fig. 8 demonstrates a few detection results
on several test video clips in which label ”P1” denotes the object is identified as
a pedestrian. The number follows label ”P1” is the object ID. Notably, Fig. 8(a)
shows that our identification method can find pedestrian even with occlusion
occurs (indicated in green bounding boxes). Figures 8(c) and (d) show the iden-
tification of non-pedestrian with people riding the bicycle (object ID:9) and
moving vehicle (object ID:1), respectively.

6 Conclusion

This work has two principal contributions. First, an off-line pedestrian silhouette
database is constructed based on 3-4 Chamfer Distance Transform. The second
contribution is that this work presents a novel hierarchical search tree matching
strategy utilizing Fuzzy C-means clustering method. Therefore, the proposed
scheme can be adopted for various size of pedestrian matching in robust and
efficient manner. The proposed method achieved an accuracy of 89% true pos-
itive, 92% true negative and low false positive 8% rates when matching 1069
pedestrian objects and 568 non-pedestrian objects. The proposed method can
be easily extended to people tracking and counting applications in surveillance.



438 D.-T. Lin and L.-W. Liu

To improve the system performance, the proposed system still has some issues to
be further explored, e.g. the human shape variation and object occlusion. These
problems pose a strong challenge for fully automated pedestrian identification
and tracking.
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Abstract. We propose a method that can detect pedestrians in a single image 
based on the combination of Adaboost learning with a local histogram features. 
Besides, instead of using the raw image for further processing, we introduce a 
layer enhanced by orientation filters which are superimposed to the original im-
age. Experimental results obtained using the INRIA dataset show the superior 
performance of our method and thus demonstrate its robustness with the novel 
enhanced layer embedded pedestrian detector. 

Keywords: Pedestrian Detection, Orientation Filter. 

1   Introduction 

Automatic pedestrian detection has attracted much attention in recent years, especially 
in the field of surveillance and content-based image/video retrieval. Though much 
progress has been made [1][4][6-7], recognizing pedestrians with high accuracy re-
mains a challenging, unsolved problem. Significant difficulties of pedestrian detection 
in the surveillance setting include the facts that targets often have complex shapes due 
to their non-rigidness and can be of low-resolution because of the nature of a video 
camcorder. Matters are complicated further because of the sheer range of objects that 
can be observed within an environment. In general, pedestrian detection involves two 
vital components: feature extraction and classifier design. Feature extraction is the 
process of deriving a set of features from the original target image domain informa-
tion. Effective features for classification should minimize within-class variations of 
targets while simultaneously maximizing between-class variations. If inadequate 
features are used, even the best classifier could fail to achieve accurate recognition. In 
[4], Viola and Jones proposed a boosted cascade for fast face detection. This kind of 
cascaded classifiers has been further extended in many other object detection prob-
lems, such as pedestrian detection [9], in which rectangles features are employed to 
construct the weak learners of the AdaBoost classifier for each stage of the cascade. 
Dalal and Triggs [7] proposed a people detection method for single images. The gra-
dient-based features, histograms of oriented gradients (HOG), are developed to de-
scribe local gradient-orientation structure. In [6], Chen and Chen proposed a method 
that employed both intensity-based rectangle features and gradient-based 1D features 
in the feature pool for weak-learner selection. The Real AdaBoost algorithm was used 
to select critical features from a combined feature set. Instead of using the standard 
boosted cascade, they employed both the stage-wise classification information and the 
inter-stage cross-reference information.  



440 D.-Y. Chen 

 

In the previous work, they focused on the feature extraction and/or the design of 
training strategies to achieve higher performance of pedestrian detection. However, 
the way to obtain better image resources from image enhancement is not addressed in 
the pedestrian detection problem. Since the success of gradient-based approach de-
pends on the contrast between edges and non-edges regions in an image. The per-
formance of gradient-based approaches can greatly benefit by improving the image 
contrast. In our previous work [11], it creates directional maps by determining the 
dominant direction of motion in each local spatiotemporal region, and then uses the 
maps in real-time surveillance settings to detect pre-defined activities. Therefore, in 
this work, in order to strengthen the desired dominant orientating edges for boosting 
pedestrian detection, we introducing a novel pedestrian detector that is with an en-
hanced layer embedded by employing orientation filters.  

The remainder of this paper is organized as follows. In Section 2, an enhanced 
layer obtained by using orientation filters is shown. In Section 3, the AdaBoost learn-
ing algorithm is introduced. In Section 4, a set of features based on HOG is discussed. 
The experimental results are demonstrated in Section 5. In Section 6, some conclud-
ing remarks are described.  

2   A Superimposed Layer Enhanced by Orientation Filters 

The performance of gradient-based pedestrian detector is sensitive to the way in 
which how large contrast between edges and smooth regions. Therefore, before com-
puting the gradients in raw images, we improve the contrast between edges and non-
edge regions by employing the orientation filters. As shown in Fig. 1, Canny edge 
detector [6] is first applied to the original image and then the orientation filters are 
used to derives desired edges from the edge map.  

The filtering on the edge mask is performed using broadly tuned, steerable, separa-
ble filters based on the second derivative of a Gaussian, G2, and their corresponding 
Hilbert transforms, H2 [8], with responses pointwise rectified (squared) and summed. 
Mathematically, spatiotemporal oriented energies, e, can be computed by  
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2 2;e G I H Iθ θ θ⎡ ⎤ ⎡ ⎤= ∗ + ∗⎣ ⎦ ⎣ ⎦x x x ,                         (1) 
 

where x = (x, y), θ  is an orientation in a 2D space specified by two polar angles, I is 
the image sequence, and * denotes the convolution. The initial measure of local  
 

 
 
 
 
 
 
 

 
Fig. 1. The workflow of the enhanced layer computation 
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Fig. 2. Steerable Orientated Filters (0o, 90o, 180o, 270o) 

 

Fig. 3. Demonstration of an image filtered by an orientation filter 0o. (a) Original image; (b) 
Edges detected by Canny edge detector [5]; (c)a filtered image. 

energy derived by (1) is dependent on the image’s contrast, but an energy measure 
that is less affected by contrast can be obtained through normalization as follows: 

 

                                 
( ) ( ) ( )( )ˆ ; ; ;e e e

θ
θ θ θ ε= +∑ %

%x x x ,                             (2) 
 

where ε  is a small bias term that prevents instability when the overall energy content 
is small. The summation in the denominator covers all orientations at which filtering 
is performed. In this work, oriented energies are computed at four 2D orientations that 
correspond to upward, downward, leftward, and rightward motion. An example is 
shown in Fig. 2. Only four orientations are selected in order to keep the computational 
requirements to a minimum.  

An example is shown in Fig. 3. Fig.3(b) is obtained by using Canny edge detector 
and Fig.3(c) depicts the edges filtered after applying the orientation filter with angle 
0o. We can observe that the vertical edges in the edge map are all enhanced, especially 
the regions containing pedestrians. Therefore, the filtered edge map is combined with 
the original image for the following feature extractions.  
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3   AdaBoost Learning 

AdaBoost, proposed by Freund and Schapire [2-3], provides a simple and effective 
approach for stage-wise learning of a nonlinear classification function. Therefore, in 
this work, AdaBoost is employed as a training approach. A brief introduction of 
AdaBoost is described as follows. The discrete version of AdaBoost defines a strong 
binary classifier H 

 

                                      

( ) ( )⎟
⎠

⎞
⎜
⎝

⎛= ∑
=

zhzH t

T

l
l

1

sgn α ,                                           (3) 

 

using a weighted combination of T weak learners hl with weights lα . At each new 

round t, AdaBoost selects a new hypothesis hl that best classifies training samples 
with high classification error in the previous rounds. Each weak learner h 
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Explore any feature f of the data z. In the context of visual object recognition, it is 
attractive to define f in terms of local features and then use AdaBoost for selecting 
features by maximizing the classification performance. This kind of approach is first 
proposed by Viola and Jones [4] who used AdaBoost to train an efficient face detector 
by selecting a discriminative set of local Haar features.  

4   Histogram Features 

Local histograms provide effective means to represent visual information for recogni-
tion. Similar to [1], to avoid a-priori selection of histogram regions, we consider all 
rectangular sub-windows r of the object. For image regions r, we compute weighted 
histograms of gradient orientations 
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using Gaussian derivatives Lx, Ly defined on the image I. γ is discretized into four 

orientation bins and histograms are incremented by the values of the gradient magni-
tude ( )

2

22 , yx LL . The histograms are normalized to the sum value 1 to reduce the in-

fluence of illumination. To preserve some positional information of measurements 
within the region, regions are divided into sub-regions and we computes histograms 
separately for each sub-region. Four types of image features, shown in Fig. 4, are then 
defined for each sub-region r by concatenating sub-histograms into feature vectors. 
All histogram features are computed efficiently using integral histograms [10] which 
enables real-time consideration of the detection method. During training, we compute 
features for the normalized training images and apply AdaBoost to select a set of 
features and hypotheses for optimal performance of classification. 
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Fig. 4. Sub-region histogram features 

5   Experimental Results 

To evaluate the performance of our proposed pedestrian detector, the INRIA dataset is 
adopted for testing. Since our focus is on the investigation of superposing an en-
hanced layer to the original image, the performance comparison mainly concerns the 
qualitative evaluation to see the detected results leveraged by the enhanced layer. In 
Fig. 5, the left side shows the pedestrians detected by using Laptev’06 and the right 
side demonstrates the ones obtained by applying our proposed approach. To show the 
detected pedestrians which are of different confidence, the confidence value is 
 

 

Fig. 5. Demonstration of performance comparison using INRIA dataset. Figures on the right are 
obtained by our approach and the figures on the left are obtained by Laptev’06 [1]. 
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Fig. 5. (contiued)  

quantized into four levels. In Fig. 5, different colors denote different detecting confi-
dence. In the order of highest to lowest confidence, the colors are red, green, blue and 
white, separately. The confidence value corresponding to the white bounding boxes is 
very close to zero. In Figs. 5(a)-5(b), using our method, all the noises are filtered out 
and the confidence value of the pedestrian is also increased. Besides, the bounding 
rectangle is more fit to the target than the Laptev’06. In Fig. 5(c), even the confidence 
value of the real targets is not increased, but most noises are removed. In Fig. 5(d), 
pedestrians on the right and left are all detected with confidence value increased. 
Especially, while the left target is almost regarded as noise in Laptev’06, the target is 
correctly detected with high confidence. In addition, two targets on the right are all 
precisely enclosed with increased confidence value. In Fig. 5(e), the results are more 
encouraging. Since the overall scene is more complicated and the pedestrians are 
occluded by each other, we can still improve the detecting performance.  

For more performance comparison, while the lack of the source code, we demon-
strate the qualitative evaluation by an example with comparing to Laptev’06 and 
Chen’08 [6] in Fig. 6. In Chen’s method, we can observe that each enclosing bound-
ing rectangle is loosely coupled with the detected target. Our proposed approach can  
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Fig. 6. Demonstration of performance comparison. (a) Our proposed approach; (b) Laptev’06 
[1]; (c) Chen’08 [6]. 

derive more tightly coupled bounding rectangle with the targets. Comparing to the 
Laptev’s method, our approach can eliminate most noises and at the same time in-
crease the confidence value of the targets. Therefore, our approach demonstrates the 
robust detecting results and outperforms over the methods of Laptev’06 and Chen’08.     

6   Conclusion 

In this work, we have proposed a method that can detect pedestrians in a single image 
based on the combination of AdaBoost learning with a local histogram features. Be-
sides, instead of using the raw image for further processing, we have introduced a 
layer enhanced by orientation filters which are superimposed to the original image. As 
the edge features are properly improved by the layer, the gradient-based descriptors 
have more discriminative power over the ones without any enhanced layers. Experi-
mental results have shown the superior performance of our method and thus demon-
strate its robustness with the novel enhanced layer embedded pedestrian detector.  
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Abstract. With rapid development of web 2.0 technology and e-business, blog-
gers play significant roles in the whole blogosphere as well as the external world.
Specially, the most influential bloggers can bring great business values to modern
enterprise in multiple ways, by increasing market profits and enlarging business
impacts. The bloggers’ influences can be deployed only in a specific domain,
e.g. computer companies only can utilize the influence bloggers’ expertise in
computer knowledge, not their expertise in modern art or others. Despite that
several influential bloggers mining systems are available, none of them consider
the domain specific feature and their evaluations are based on generic influence,
which is not applicable for real application requirements, such as business ad-
vertisement, personalized recommendation and so on. In this paper, we propose
an effective model to mine the top-k influential bloggers according to their in-
terest domains and network proximity. We investigate an effective algorithm to
evaluate a blogger’s influence and develop a domain specific influential blogger
mining system. The experiment results show that our system can effectively mine
influential bloggers and is applicable to diverse applications.

1 Introduction

With the advantage of the modern technology, Web 2.0 provides a second generation
web-based communities with services such as forums, wikis, blogs, folksonomies and
etc., which can facilitate the communication, collaboration, and information sharing
among web users. Blogs, as one of the most important components of web 2.0 ser-
vices, provide a conductive platform for web bloggers to post their logs of events and
share their personal insights with the blog visitors, and let them to read and write down
feedbacks. By building such a virtual communities, blogs have attracted great interests
from web users, industry, as well as research communities and become one of the most
popular and widely used web 2.0 services.

In light of that blog readers are likely to be influenced by the bloggers, an increasing
number of corporations now start to use blogs as a new product marketing strategy to
enlarge their profits by leveraging influential bloggers which have a large population of
potential readers. The main reasons come from the following perspectives.

First, the posts from an influential blogger often have a larger impact on their readers’
purchasing decision than advertisements from the company, since people typically trust
and act on recommendations from knowledgeable people and their friends. To carry out
promotional effort, using a “word-of-mouth” advertising - marketing the bloggers with

J.D. Velásquez et al. (Eds.): KES 2009, Part II, LNAI 5712, pp. 447–454, 2009.
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CaryBob

Amery   Post1 (CS)

   Post2 (Econ)

Post3 (CS) Post4 (CS)
 

Fig. 1. A Sample “Influence Graph” in Blogsphere

strong influence and leveraging the customers themselves to be unofficial spokesmen,
a product can be marketed in a much more cost effective way than traditional meth-
ods. Some researchers have given the theoretical explanation of the how the influential
members have the influence on the other members’ action in the community. [4] inves-
tigates causes of user action correlation, which could be categorized into three types:
the influence, the homophily and environment. Second, communicating with influen-
tial customers and analyzing their blogs can bring companies good understanding and
insights of the key concerns and new trends of customers’ interest for product improve-
ments with much less cost compared with searching, aggregating and analyzing all the
relevant blogs. The influential ones’ solutions and suggestions are often very valuable
due to the sense of authority they possess.

Due to these potential business opportunities, recently, identifying top-k influential
bloggers begins to attract more and more research interests [10,3,5]. They measure the
influence among bloggers based on the “post-reply” relationships, which are modeled
in an influence graph.

Let’s take a look at a sample influence graph in Figure 1, Amery has two posts,
which are post1 with comments from Bob and Cary, and post2 with comments from
Cary. Assume that post1 discusses some programming skills in computer science,
while post2 investigates the recent economic depression and possible trends in the next
couple of months. To evaluate the influence of Amery, existing work [3] considers
factors such as the number of inlinks/outlinks, the number of comments as well as the
length of those comments, to measure the influence degree of blogger Amery.

Although it is a straightforward metric to use, some important and valuable informa-
tion embedded in the “post-reply” relationship are ignored by the existing works. First,
the two posts of Amery are related to different domains, when evaluating the influence
of Amery on computer science or economics, it is necessary to consider them sepa-
rately. In another word, the influence of a blogger is domain specific, consequently a
good model should capture this information. Secondly, the influence of each comment
may have different impact power, depending on who issues it. For example, Cary is an
expert in computer science, while Bob is an entry level freshman of computer science.
Their comments on Amery’s post1 should be treated differently, and it is easy to see
Cary’s comment would enhance the influence of post1 more. Thirdly, the comments
from other bloggers could be positive, negative or neutral, and these sentimental factors
also affect the post’s influence among commenters.
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Furthermore, to evaluate the influence of a blogger, only considering “post-reply”
relationship is not enough since people may not put comments on others’ blogs even
s/he has great interest in it. Also, an influence blogger would usually have many external
links to his/her blog, e.g.when people find someone’s blog is very interesting, s/he may
directly add a link to his/her own space. External links to a blogger provides another
possible way to measure the influence of that blogger. PageRank [8] and HITS [6] are
effective algorithms to evaluate the authority of a page (and link). We also take the
authority factors into consideration when we evaluate the influence of the bloggers.

In this paper, we propose a mechanism that can investigate the top-k domain specific
influential bloggers. Considering both “post-reply” relationship and general link infor-
mation of a blogger, it is possible to evaluate the comprehensive influence of a blogger.

There are several challenges in the blogger’s domain specific influence evaluation.
For instance, what should be considered when evaluating a blogger’s influence in a
specific domain? Should his topology proximity be included in the evaluation? How to
capture the quality of a post, and measure its quality? How to judge the degree of the
impact of a blogger on a commenter? How to evaluate a blogger’s influence on different
domains? In the following sections, we investigate these issues in turn and explore our
model and system in detail.

The rest of paper is organized as follows: we introduce our interest vector model
and discuss how to evaluate the domain specific influence in Section 2. Experimental
studies are presented in Section 3 and finally Section 4 concludes the paper.

2 Our Approach

In this section, we will first introduce an interest vector model which represents the
domain specific interest for a blogger, and then we discuss how to evaluate the blogger’s
domain specific influence in detail. At last, we will illustrate how to apply our model in
different applications accordingly.

2.1 Interest Vector Model

A blogger’s blog space is composed of multiple posts, and each of them can belong to
one or multiple possible domains, e.g. some posts of latest NBA news are belong to the
sports domain, the broadcast of U.S. present Obama’s speech on ASU’s commence-
ment belongs to the politics domain as well as the education domain. In order to
describe a blogger’s interest on a specific domain, we define an “interest vector model”,
which represents the possibility of a post belonging to a specific domain, as follows:

Given a blogger bi’s post dk, its interest can be quantified as a vector in the whole
interest space, called interest vector:

IV (bi, dk) = {iv1, iv2, ..., ivN}

where ivt ∈ [0, 1], (1 ≤ t ≤ N ). t is the tth dimension in the interest space, and N
is the total number of domains, which can be predefined according to some standard
categories(such as Open Directory Project) 1.

1 http://www.dmoz.org/
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Most blog service providers can support predefined categories to users, e.g. MSN
Space allows bloggers to select a category from a candidate list for his/her new post, we
denote them as “category tag” for the post. However, the coverage of “category tag” is
pretty low: according to our sample of 1000 bloggers in MSN spaces in the empirical
study, we find about 70% of the posts do not explicitly provide their “category tag”.

When a tag information is not available, we mine the blogger’s interest information
from their post content and construct the interest vector. Then we use the naïve Bayesian
classifier [2] to get the possibility that a post belongs to certain predefined category.
Formally, a post’s interest vector is calculated as follows:

iv(bi, dk, Ct) =
P (bi, dk|Ct)P (Ct)∑N

n=1(P (bi, dk|Cn)P (Cn))
(1)

where P (Ct|bi, dk) is the possibility that blogger bi’s post dk belong to category Ct.
iv(bi, dk, Ct) is the possibility that the blogger bi’s post dk belong to category Ct nor-
malized by the summation of the possibility that blogger bi’s post dk belongs to all the
predefined categories.

2.2 Influence Evaluation

A blogger’s influence on a specific domain can be treated as one component of his/her
overall influence, hence before we investigate the domain specific influence for each
blogger, it is necessary to quantify each blogger’s personal overall influence. Intuitively,
an influential blogger always has high quality posts together with many commenters,
and high authority in the whole network. The posts and comments reflect a blogger’s
expertise and popularity, while the authority reflects his/her position in the whole net-
work and linkage with other bloggers. Correspondingly, the overall influence of a blog-
ger can be measured by two parts: the summation of his/her posts’ influence noted as
Accumulated Post (AP) influence score, and his/her authority in the network,
noted as General Links (GL) influence score. Since each of his/her post reveals
his/her interest in specific domains, we choose “post” as our basic analysis unit, rather
than a blogger. The GL is similar to a webpage authority and PageRank [8] value be-
comes a natural choice of the approximation of the authority. The GL score of each
blogger can be calculated by standard Page Rank algorithm or direct approximated by
certain Page Rank Value provider.2 Hence, we can define the personal overall influence
of a blogger as following:

Inf(bi) = α ∗
|Pi|∑
k=1

Inf(bi, dk) + (1 − α) ∗ GL(bi) (2)

where
∑|Pi|

k=1 Inf(bi, dk) is AP score, and |Pi| is bi’s total number of posts. Specifically,
Inf(bi, dk) is influence score of blogger bi’s post dk (which will be introduced later).
GL(bi) is the GL score, α is the parameter to tune the relative importance of AP score
and GL score.

2 "Cubestat (http://www.cubestat.com)"
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The post’s influence score is always reflected by its quality and the comments on the
post. In order to define the score of each individual post dk of blogger bi, Inf(bi, dk) in
Eq. 2, we consider both the quality of the post’s content and the commenters’ impact.

Inf(bi, dk) = β ∗ QualityScore(bi, dk)+ (1 − β) ∗ CommentScore(bi, dk) (3)

where β is a parameter used as a weight for the two parts.
QualityScore(bi, dk), as the first component of Inf(bi, dk), is evaluated by the

length of a post in existing works [3]. The longer, the more influence the post has. Be-
sides, the novelty plays an important role. The more novel the post is, the more influence
it has. The novelty of a post reflects the creativity of that post, whether bi’s post dk is
his original idea or carbon copy from others. In our setting, the QualityScore(bi, dk)
is the product of a post’s length and novelty. The novelty is a numeric value between 0
and 1, which could be mined from the post content.

CommentScore(bi, dk), the second component of a post’s influence, reflects the
impact on the commenters. Each comment’s score, is proportional to the summation of
the commenter blogger’s personal overall influence score Inf(bj) and his/her attitude
toward the post, which is the sentiment factor SF (bi, dk, bj) of bj’s comment to bi’s
post dk. Also, one commenter may put multiple comments on other blogger’s spaces,
and his/her impact to peers will be shared, hence we normalize the score by the total
comments TC(bj) of commenter bj . The CommentScore is defined as following:

CommentScore(bi, dk) =

|bi,dk|∑
j=1

Inf(bj) ∗ SF (bi, dk, bj)

TC(bj)
(4)

|bi, dk| is the total number of comments on blogger bi’s post dk. The sentiment factor
SF (bi, dk, bj) captures the commenter’s attitude, and can be classified into three cate-
gories: positive, negative or neutral. We use the following heuristics to predict its value:
as long as a comment contains certain positive words (such as “agree”, “support”, “con-
form”, which are positive comments), we treat it as a positive comment. If it contains
negative words ( such as “disagree”, “hate”, “not credible”), we treat it as a positive
comment. Otherwise, we treat it as a neutral comment.

From Eq.3 and Eq. 4, we get the following equation:

Inf(bi, dk) = β ∗ QualityScore(bi, dk) + (1 − β)∗
|bi,dk|−1∑

j=0

Inf(bj) ∗ SF (bi, dk, bj)

TC(bj)

(5)
Each blogger’s post has an equation in the format of Eq. 5 , and all the equations of
bloggers’ post can be solved by iterative method efficiently [1]. The solution to the
equation set provides the influence score for each blogger’s post, from which we can
get each blogger’s total influence score by using the Eq. 2.

2.3 Domain Specific Influence Score

Finally, we evaluate the blogger’s influence score for each domain. There are several
predefined domains which are very popular in the blogosphere, such as Travel, Art,
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Sports, etc. Intuitively, the post’s domain influence score w.r.t certain domain is propor-
tional to the post’s total influence score and the iv(bi, dk, Ct) (interest score of bi’s post
dk’s belongs to predefined category Ct), which is evaluated as following:

Inf(bi, Ct) =

|Pi|∑
k=1

Inf(bi, dk) ∗ iv(bi, dk, Ct) (6)

iv(bi, dk, Ct) could be calculated by existing interests mining method [7,9], and we
choose naïve Bayesian algorithm [2] in our implementation.

Example 1. Let us consider the influence graph in Figure 1 as our example and explore
the whole domain specific influence score calculation in detail. To be concise, we use
the first character of blogger’s name to represent the blogger, e.g A stands for Amery.
We can get the following equations for the set of bloggers according to Eq. 5:

Inf(A,P1) = α∗QualityScore(A,P1)+ 1
2 ∗β∗((α∗Inf(B,P3)+(1−α)∗GL(B))∗SF (A,P1, B)))+

1
2 ∗ β ∗ ((α ∗ Inf(C,P4) + (1 − α) ∗GL(B)) ∗ SF (A,P1, C)))

Inf(A,P2) = α∗QualityScore(A,P2)+ 1
2 ∗β∗((α∗Inf(C,P4)+(1−α)∗GL(C))∗SF (A,P2, C)))

Inf(B,P3) = α ∗QualityScore(B, P3)

Inf(C,P4) = α∗QualityScore(C,P4)+ 1
2 ∗β∗((α∗Inf(B,P3)+(1−α)∗GL(B))∗SF (C,P4, B)))

As we can see from these equations, Inf(A, P1), Inf(A, P2), Inf(B, P3) and
Inf(C, P4) are variables, after we solve these equations, it is easy to get the val-
ues of Inf(A), Inf(B) and Inf(C) which are the bloggers overall influence scores.
Based on them, we can further approach to domain influence scores Inf(A, Econ),
Inf(B, CS) and Inf(C, CS) for domain {Econ, CS} directly.

3 Experiments

In order to evaluate the effectiveness of our method, we conduct comprehensive analysis
on real data set in the following subsections. We use Microsoft MSN space 3 as our test
data set, which is one of the most popular blog service providers. Each blogger can
write posts on their own blogs and leave comments on others’ posts. We have crawled
around 1000 MSN spaces with user profiles, comments and their recent posts.

We predefine ten interest domains as following: {Traveling, Computer, Communi-
cation, Education, Economics, Military, Sports, Medicine, Art, Politics}, because these
domains cover most interests of bloggers. When calculate the Genaral Link(GL) influ-
ence score, we found that most bloggers’ PageRank values are very small. In our data
set, 90% blog’s PageRank value is less than 1, about 99% blogs’ PageRank value is less
than 3. Instead of using PageRank directly, we utilize Microsoft Live Indexed Pages
as the approximation of PageRank value, which could be obtained from the website
“Cubestat”(http://www.cubestat.com/).

3.1 Domain Specific or Not

To evaluate the effectiveness of our model, we invite 10 users to do a user study, who
compare the recommendation performance of top 3 influential bloggers mined from

3 http://home.spaces.live.com/
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Table 1. User Evaluation of Average Applicable Scores for Influential Bloggers (General VS.
Domain Specific)

Average Applicable Scores Traveling Art Sports
General 3.2 3.4 3.2
Domain Specific 4.4 4.0 4.6

general domain and specific domains (Traveling, Art, and Sports). For the top 3 bloggers
in the general and domain-specific lists, we send the URL of each blogger to end users,
and ask users to score them from 1 to 5 according to their understanding of a specific
application scenario, e.g. “Suppose you are the sales manager in Nike, which blogger
will you choose to send your advertisement to? ”. The results of average applicable
score for the user study is shown in Table 1. As we can see, our model has better
evaluation results than that of general influential blogger recommendation system cross
different domains. Especially, the Sports domain has a much higher evaluation score
4.6 than that of general one of 3.2.

3.2 Impact of Weighting Parameters

As we have discussed in Section 2, α is the parameter to tune the related importance of
accumulated post influence and general link influence and β is the parameter to adjust
the related importance of each post’s quality score and comment score. To see the im-
pact of these tuning parameters, we randomly choose the Art domain as an example.We
tune parameters α and β by fixing one and changing the other, observe the variance of
the ranking results. For space limit reason, we only show sample results in Table 2 with
β changing by fixing α=0.5.

Table 2. Top 5 influential bloggers with different β given α

β = 0.9 β = 0.5 β = 0.1 β = 0.01 β = 0

youyou youyou youyou youyou kelly
sky sky sky kelly winson
newwishes newwishes sabrina sky best
sabrina sabrina newwishes sabrina whenlove
Frank Frank kelly newwishes youyou

As we can see from Table 2, the top 1 influential blogger is changed from “youyou”
to “ kelly”. Take a close look at these two bloggers’ posts, “youyou” has many high
quality posts, together with a lot of positive comments from high influential com-
menters. While for “kelly”, whose posts always reproduce from other sources without
rich contents, but have many influential commenters, possibly from her friends on the
blogosphere. No matter the quality of her blog’s posts are good or not, she always has a
high comment score. This example shows the relationship between the two components
of a post, and both of them have impacts on the evaluation of a post’s influence score.
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4 Conclusions and Future Work

In this paper, we address a novel problem of identifying influential bloggers consid-
ering domain specific information. To better identify influential bloggers, we analyze
the interests of bloggers, evaluate the influence of a blogger according to their interest
domains. The evaluation with data from a real world blog site, Microsoft MSN space,
shows the effectiveness of our approach.

In the future, we will further extend our system to visualize the influential bloggers
and cooperate with real business applications.
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Abstract. Social network analysis offers many measures, which are suc-

cessfully utilized to describe the social network profile. One of them is

node position, useful to assess the importance of a given node within

both the whole network and its smaller subgroups. However, to analyze

large social networks a lot of effort and resources are necessary. In this

paper, some algorithms that can be utilized in the process of node posi-

tion evaluation are presented and their efficiency is tested. In particular,

three distinct algorithms were developed and compared: PIN Edges, PIN

Nodes, and PIN hybrid.

Keywords: node position, social network analysis, PIN algorithm, cal-

culation efficiency.

1 Introduction

Social networks attract more and more researchers attention. With the growth
of social networks popularity, the greater and greater number of methods have
been developed to investigate and analyze this kind of networks. One of the
crucial issues in social network analysis is the problem of extracting of the most
important (central) members. There are several methods used for this purpose,
such as node position [8], [9], [10], rank prestige [15], indegree centrality [15], [1],
outdegree centrality [12], [14], closeness centrality [2], [13], proximity prestige
[15], betweenness centrality [5], [6], [7], and others. For each of them the appro-
priate algorithms were proposed [3]. Although the variety of algorithms exists,
there is lack of the research on their efficiency. The efficiency tests and com-
plexity analysis [4] enable to select proper algorithms fast enough to compute
centralities within the large network.

2 Node Position Measure

Node position NP is the centrality measure studied in this paper. It enables to
estimate how valuable the particular individual within the human community is
[8], [9], [10]. In other words, the importance of every member can be assessed
by calculating their node position. In general, the greater node position one
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possesses the more valuable this member is for the entire community. It is often
the case that we only need to extract the highly important persons, i.e. with
the greatest node position. Such people are likely to have the biggest influence
on others. As a result, we can focus our activities like advertising or target
marketing solely on them and expect them to entail their acquaintances.

Let us consider the weighted social network SN(M, R), where M is the set
of network members and R — the set of their relationships. The importance of
member x ∈ M in SN(M, R), is expressed by the node position function, tightly
depends on the strength of the relationships that this individual maintains as
well as on the node positions of their acquaintances, i.e. the first level neighbors.
In other words, the member’s node position is inherited from others but the level
of inheritance depends on the activity of the members directed to the considered
person, i.e. the intensity of common interaction, cooperation or communication.
The activity contribution of one user absorbed by another is called commitment
function. Node position NP (x) of individual x respects the values of node posi-
tions of the direct x’s acquaintances as well as their activities in relation to x.
Node position is calculated in the iterative way, i.e. NPn+1(x) results from the
previous node positions NPn(yi) of neighbors yi, as follows:

NPn+1 (x) = (1 − ε) + ε ·
mx∑
i=1

(NPn(yi) · C(yi → x)) (1)

where: yi — x’s acquaintances, i.e. the members who are in direct relationship
to x; mx — the number of x’s nearest acquaintances. ε – the constant coeffi-
cient from the range [0; 1], which denotes the openness to the external influence;
C(yi → x) – the function that denotes the contribution in activity of yi directed
to x; NPn+1(x) and NPn(x) — the node position of member x after the n+1st
and nth iteration, respectively.

To perform the first iteration, any initial values of node position NP0(x) need
to be assigned to all x ∈ M . Since the calculations are iterative, we also need to
introduce a stop condition. For this purpose, a fixed precision coefficient τ is used.
Thus, the calculation is stopped until the following criterion is met: (x ∈ M)
|NPn(x)−NPn−1(x)| ≤ τ . Obviously, another version of the stop condition can
be also applied: |SNPn−SNPn−1| ≤ τ , where: SNPn and SNPn−1 — the sum
of all node positions after the nth and n − 1th iteration, respectively.

3 Position in Network Algorithms

Based on Eq. 1, the PIN algorithms (Position In the Network) in three different
versions were developed, i.e. PINnodes, PINhybrid, and PINedges. These algo-
rithms differ in the implementation and in consequence their efficiency varies.
All algorithms require the same set of input data and provide as the output
the social position values for each network member together with the number of
iterations required to meet the given stop condition.
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Input:
M, R - set of members and their relationships,

C - list of commitment values, one for each ordered pair (x1, x2) ∈ M,

NP0 =< NP0(x1), NP0(x2), · · · , NP0(xm) > - vector of initial node positions,

ε ∈ [0; 1] - coefficient from Eq. 1,

τ - stop condition (precision coefficient), e.g. τ := 0.00001.
Output:
NP =< NP(x1), NP(x2), · · · , NP(xm) > - vector of final node positions,

n - the number of iterations,

1 begin

2 n := 0;

3 NPprev := NP0; NP := NP0;

4 divide M into m disjunctive subsets {s1, · · · , sm} /* used in PIN Hybrid */

5 repeat

6 PIN Nodes(); /* invoke here proc.: PIN Edges() or PIN Hybrid() */

7 n := n + 1;

8 until stop condition τ is fulfilled for all members;
9 end

10 procedure PIN Nodes() begin

11 for (each member x from M) do begin

12 NP[x] := (1− ε);
13 for (each member y from M) do

14 NP[x] := NP[x] + ε · NPprev[y] · C[y, x];
15 end

16 NPprev := NP;

17 end

18 procedure PIN Edges() begin

19 for (each edge r(x, y) from R) do

20 NP[y] := NP[y] + NP[x] · C[x, y];
21 for (each member x from M) do

22 NP[x] := (1− ε) + ε · NP[x];
23 end

24 procedure PIN Hybrid() begin

25 for(each disjunctive subset sk) do

26 for(each edge r(x, y) where y is member of sk) do

27 NP [y] := NP [y] + NP [x] · C[x, y];

28 for(each member x from M) do

29 NP [x] := (1 − ε) + ε · NP [x];

30 end

The first proposed algorithm PINnodes is the direct, raw implementation of the
node position concept, Eq. 1. It has been completed without any optimization
techniques. All the calculations are made from so called ”node perspective”, i.e.
the node position is calculated one by one for each network node — member,
see procedure PIN Nodes(). First, two lists NPprev and NP that contain the
node position values are created. NPprev stores node positions from the previous
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iteration whereas in NP the final values calculated in the current iteration are
preserved. At the beginning, the initial node position values NP0 are assigned
to NPprev and NP - necessary for alternate algorithms. Afterwards, for each
member x ∈ M its SP is set to (1 − ε). Next, for each member y ∈ M the
value of commitment function C(y → x) is multiplied by NPprev[y] and ε. The
result is added to the current value of x’s node position, i.e it is stored in NP [x].
Finally, the values from NP are assigned to NPprev and the iteration finishes.
The next iteration is performed unless the stop condition is met.

The second developed algorithm is called PINedges and its all calculations are
made from so called ”edge perspective”, i.e. the node position is calculated rather
by taking into the consideration the edges (set R) and their weights (commitment
function assigned to the edges), followed by evaluation of node position one by
one for each network node — member, see procedure PIN Edges(). For each edge
r(x, y) from set R of all edges increase the node position value of user y (NP (y))
with the node position of x (NP (x)) multiplied by commitment function from
user x to y (C(x → y)). Next, for each M ’s member multiply the obtained node
position of the given user by ε and add the appropriate component 1 − ε.

The third algorithm, named PINhybrid, combines both previous approaches,
see procedure PIN Hybrid(). All nodes of the network are divided into m dis-
junctive subsets {s1, s2, · · · , sm}. For each subset sk created, the following action
is performed: for each edge r(x, y), which y belongs to subset sk, increase y’s
node position NP (y) with x’s node position NP (x) multiplied by the value of
commitment function from user x to y (C(x → y)). Next, for each member of
M multiply the obtained node position by ε and add the component 1 − ε.

4 Efficiency Tests

Results of all three methods ware compared separately to each other. Kendalls
coefficient of concordance was used [11] for this purpose. Its value was always
higher than 0.87, this means that rankings were very similar. Additionally, the
order of top 50 users was analyzed - it was the same for each of three methods.
The main aim of the performed efficiency tests was to investigate, which of
the three developed algorithms: PINnodes, PINedges or PINhybrid is the most
efficient. The efficiency tests were split into two main stages. First, the influence
of ε coefficient on processing time of different variants of PIN algorithms is
investigated. In the second phase, the tests were performed on the networks of
different size, i.e. with different number of nodes and edges. These were random
networks generated for the purpose of the experiments.

The first part of experiments was performed on the real data received from
one telecommunication company. The network consisted of over 4 million users
and over 17 million connections. The tests were carried out for several values of
ε and for all three algorithms (PINnodes, PINedges and PINhybrid), Tab. 1.

It can be easily noticed that the processing time is the biggest for PINnodes

and the shortest for the PINedges. The PINedges algorithm is over 120 times
faster than PINnodes and about 2.5 times faster than PINhybrid.
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Table 1. Average processing time for one iteration in relation to ε coefficient, [s]

ε 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

PINnodes 338,881338,589338,699338,740338,761338,859338,689338,409339,236

PINedges 2,646 2,740 2,790 2,769 2,800 2,749 2,757 2,722 2,703

PINhybrid 6,764 6,663 6,651 6,739 6,779 6,775 6,664 6,746 6,679

Fig. 1. Average processing time of one iteration for different variants of PIN algorithm

When the ε coefficient is taken into consideration then the average process-
ing time of one iteration for PINnodes is over 5000 minutes, for PINedges is
around 41 minutes and for PINhybrid equals 100 minutes, Fig. 1. The analy-
sis of standard deviation of these values enables to assess how the ε coefficient
influences the processing time of PIN algorithms. The smallest standard devi-
ation is for PINedges algorithm and equals 0.79 min whereas the biggest one is
for PINnodes (3.79 min) and this is intuitive because the average time of one
iteration is also the biggest. These standard deviations are small in comparison
to average processing time of one iteration for different ε values so it can be
assumed that the value of ε coefficient does not influence the processing time to
a significant extent.

The next stage of the efficiency tests was performed on random social networks
and for the fixed value of ε, i.e. ε = 0.8. For each test 25 different random directed
networks were generated.

First, the tests were performed for the PINnodes algorithm, Tab. 2. The
processing time for the largest network (100,000 nodes and 100,000 edges) was
approximately 1950 times longer than for the smallest one (1,000 nodes, 1,000
edges). It reveals that the network size has the great influence on processing
time. The bigger network, the longer processing time.

The similar tests were carried out for the PINedges algorithm, Tab. 3. The
processing time for the largest network (100,000 nodes and edges) was approxi-
mately 84 times longer than for the smallest one (1,000 nodes and edges). Hence,
the influence of the network size on processing time is much smaller than in case
of the PINnodes algorithm.

The last tests were performed for PINhybrid algorithm, Tab. 4. The processing
time for the largest network compared to the smallest one was approximately
88 times longer. Similarly to PINedges, it points out that the influence of the
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Table 2. Processing time of the PINnodes algorithm for different network sizes [s]

�������Edges

Nodes
1,000 5,000 10,000 50,000 100,000

1,000 15.54 27.78 39.96 138.77 255.04

5,000 265.50 326.59 392.55 861.69 1444.97

10,000 976.55 1,144.60 1,189.02 2,160.86 3,367.28

50,000 10,538.83 10,937.89 11,241.66 14,701.08 17,517.50

100,000 22,141.31 22,185.78 23,360.89 26917.69 30,304.94

Table 3. Processing time of the PINedges algorithm for different network sizes [s]

�������Edges

Nodes
1,000 5,000 10,000 50,000 100,000

1,000 0.45 0.73 1.05 3.55 6.12

5,000 1.72 2.10 2.42 5.04 8.13

10,000 3.46 3.81 3.96 6.55 10.09

50,000 16.57 16.20 16.39 18.95 22.79

100,000 31.97 31.94 33.03 35.92 37.92

Table 4. Processing time of the PINhybrid algorithm for different network sizes [s]

�������Edges

Nodes
1,000 5,000 10,000 50,000 100,000

1,000 0.91 1.16 1.43 3.73 6.79

5,000 3.76 4.03 4.38 7.31 9.84

10,000 7.59 7.81 7.90 10.43 13.93]

50,000 35.77 35.51 35.67 38.90 43.84

100,000 69.44 70.57 71.50 76.87 80.01

network size on processing time is smaller than for the PINnodes algorithm.
Moreover, this influence is comparable to the PINedges algorithm.

The comparison of different variants of the PIN algorithm reveals that the
fastest one is always PINedges. See for example processing time for networks
with the constant number of edges 50,000 and different number of nodes, Fig. 2.
Note that in case of the PINedges and PINhybrid algorithms, processing times do
not differ a lot among 1,000-, 5,000- and 10,000-node networks and they oscillate
around 16 s for PINedges and 35 s for PINhybrid. The PINedges algorithm is
636.2 times faster than PINnodes for 1,000 nodes and 768.77 times faster for
100,000 nodes. Simultaneously, the PINedges algorithm is approximately two
times faster than PINhybrid for all types of the investigated random networks
with 50,000 edges, Tab. 5.

Processing time is a monotonic and increasing function of the number of nodes
in the network, i.e. the greater number of nodes, the greater processing time,
Fig. 2. However, only in case of the PINedges algorithm the processing time is
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Table 5. The relation of processing

times of PINedges to other PIN
algorithms for the fixed number of

edges (50,000)

No. of nodes
t
PINnodes

t
PINedges

t
PINhybrid

t
PINedges

1,000 636.20 2.16

5,000 675.38 2.19

10,000 685.97 2.18

50,000 775.65 2.05

100,000 768.77 1.92

Fig. 2. Processing time in relation to the number

of nodes for the fixed no. of edges (50,000)

Table 6. The ratio (tangent of slope angle) of processing time and number of nodes

for different PIN algorithms, constant number of edges (50,000)

No. of nodes PINnodes PINedges PINhybrid

1,000 10.5388 0.0016 2.1591

5,000 2.1876 0.0015 2.1924

10,000 1.1242 0.0015 2.1765

50,000 0.2940 0.0013 2.0523

100,000 0.1752 0.0013 1.9238

Table 7. The relation of processing

times of PINedges to other PIN
algorithms for the fixed number of

nodes (50,000)

No. of edges
t
PINnodes

t
PINedges

t
P INhybrid

t
PINedges

1,000 39.07 1.05

5,000 170.91 1.45

10,000 329.68 1.59

50,000 775.65 2.05

100,000 749.28 2.14
Fig. 3. Processing time depending on the number

of edges, fixed no. of nodes (50,000)

a linear function of the number of nodes in the network. Moreover, the tangent
of slope angle is very close to zero, i.e the values of the function increase very
slow. In other words, they are almost constant, Tab. 6.

Let us consider the processing time for networks with the fixed number of
nodes (50,000) but for the variable number of edges, Fig. 3. Note that, in contrary
to networks with the constant number of edges, the processing times differ a
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Table 8. The ratio (tangent of slope angle) of processing time and number of edges

for different PIN algorithms, number of nodes equals 50,000

No. of edges PINnodes PINedges PINhybrid

1,000 0.1388 0.0256 1.0514

5,000 0.1723 0.0059 1.4492

10,000 0.2161 0.0030 1.5905

50,000 0.2940 0.0013 2.0523

100,000 0.2692 0.0013 2.1397

lot among 1,000-, 5,000-, 10,000-, 50,000-, and 100,000-edge networks, for the
PINedges and PINhybrid algorithms. It changes from 3.55 s for 1,000 edges to
35.92 s for 100,000 edges for PINedges, whereas for PINhybrid, it changes from
3.73 s for 1,000 edges to 76.87 s for 100,000 edges. The PINedges algorithm
is 39.07 times faster than PINnodes for 1,000 nodes and 749.28 times faster for
100,000 nodes. Simultaneously, PINedges is as fast as PINhybrid for 1,000 nodes
and two times faster for 100,000 nodes, Tab. 7.

Processing time is a monotonic and increasing function of the number of edges,
i.e. the greater number of edges, the greater processing time, Fig. 3. However,
the relationship cannot be seen as linear function of the number of edges in the
network, Tab. 8.

5 Conclusions

Social position, which has been studied in this paper, is one of the measures useful
to evaluate centrality of the node within the social network. Its iterative nature
requires more or less iteration to be performed to achieve the required precision of
results. However, the implementation of the general concept can be realized with
different approaches. Three of them have been analyzed in the paper: PINnodes,
PINedges, and PINhybrid. One of the most surprising conclusions from the tests
carried out is the big difference in efficiency between these three methods, even
over two orders of magnitudes. The ”edge approach” appears to be absolutely
the best while raw, direct implementation of the concept – PINnodes remains far
behind. This reveals that the implementation method for some general concepts
from social network analysis may have the crucial impact on the computation
efficiency. The future work will focus on the analysis of the effectiveness for other
methods in social network analysis.
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Abstract. Reliable real data is indispensable for the examination, eval-

uation and the improvement of the organizational structure. This paper

proposes a method to use patent documents for analyzing organizational

structure of researchers. The method is more efficient and objective com-

pared to personal interview. The structure of research groups is modeled

as a “inventors graph”, which is a directed graph where each node rep-

resents an inventor and an edge represents co-inventor relationship. Em-

pirical evaluation is conducted to cosmetic related companies and their

patents that applied between 1998 and 2002 in Japan. It is shown that

there is different characteristics in the inventors graph between Japanese

companies and foreign companies. Moreover, time series analysis revealed

that the inventors graphs of a Japanese company Kao changed in 2001

to foreign company type.

1 Introduction

It is important for enterprises to know the technological development activity
of competitors so as to evaluate strong point and weakness of own company
for deciding policy of future business promotion. Patent documents are reliable
resource for analyzing competitors. Patents are considered as results of invest-
ment in research activities and guarantee the monopoly of technology and the
exclusion of other’s making to right. Application tendency reveals the company’s
evaluation and judgement for technological fields. Indeed, a strong relationship
is reported between R&D investment and patent application trend [5].

Technological development requires many researchers. Connection of
researchers creates the flows of new technologies. The relation of inventors be-
comes a clue to know the relation of technological development [1]. In [3,4], we
showed a method to construct network of inventors using patent information.
The present paper applies the method for cosmetic related companies and ex-
pands the method for time series analysis of R&D structure.
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2 Analysys of R&D Structure Using the Number of
Patents and Inventors

We used 14,857 patents for analysis. They are applied in Japan from 1998 to 2002
and are cosmetic related patents classified by the IPC A61K7. The patent data
have been retrieved through the commercial patent service JP-Net 1. No prepro-
cessing is done for variation of names of company and people. Table 1 shows the
basic statistics of data; the number of applications, the number of inventors and
the average number of patents by an inventor. The table compares the top three
Japanese companies and foreign companies. Foreign companies, except L’Oreal,
have half of average patents compared with the Japanese companies.

Table 1. Patent Activities of top cosmetic companies

Company #Applications(AP) #Inventors(IV) AP/IV

KAO 997 709 1.4

SHISEIDO 1025 504 2.0

LION 760 456 1.7

L’OREAL 1089 842 1.3

P&G 383 599 *0.6

UNILEVER 238 506 *0.5

The simple analysis in Table 1 reveals a difference between foreign companies
and Japanese companies in average number of patents by an inventor. However,
we cannot understand how inventors are related and how research groups are
formed for a particular company or for a specific target field.

In the later sections, we analyse not an individual inventor, nor an average
inventors but the relationship of inventors and how the research groups are
organized in particular companies.

3 Inventors Graph

The notion of concept graph is introduced in [10] to represent relationship be-
tween keywords that appear in the search result documents. An ordered edge of
a concept graph represents hypernym/hyponym relation of keywords.

The order relation of words are formulated as follows. A word w is a charac-
teristic word of the search result D(q) of a query q with respect to a threshold
α if the word w satisfies the condition df(w, D(q))/df(w, U) > α. For charac-
teristic words u and v, u is said to be hypernym when both of the conditions
df(u, U) > df(v, U) and df(u ∗ v, D(q))/df(v, D(q)) > α hold. Here, U is the set
of all documents being considered, df(w, X) represents the number of documents
in X ⊆ U that contain w, df(u ∗ v, X) represents the number of documents in
X that contain both u and v, and α is called a threshold.
1 http://www.jpds.co.jp
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Fig. 1. Kao Inventors Graphs with α = 0.7(left) and α = 0.1(right)

Note that the set of characteristic words and the hypernym/hyponym relation
is determined with respect to the target document set. The concept graph of D(q)
is a directed graph whose nodes are characteristic words of D(q) and whose edges
are the hypernym/hyponym relation between keywords.

Given a query, the concept graph visualises the whole picture of the search
results and gives hints for further search and for comprehension.

In the present paper, the company name is used as a query, and the names of
inventors are considered as keywords of concept graph. The graph represents the
relationship of researchers of the company. Inventors that form a connected com-
poment in a concept graph belong to the same research group and key inventors
appear in the uuper position of the connected component.

The researchers who invented a large number of patents are shown on the left
side of an edge, while the researchers on the right side of an edge has relatively
small number of patents. Roughly speaking, researchers on the left side can be
considered in higher level, and the researchers on the right side are in lower level.
When the ratio is larger than the threshold, a higher researcher is connected with
a lower researcher with an edge.

In the concept graph of the threshold α = 0.5, more than half of the patents
by a right side inventor are co-invented by the left side inventor. When the
threshold α = 0.1, more than one tenth are co-invented with the higher level
researcher. Therefore, lower the threshold α, more the weak relationships are
extracted and displayed in the corresponding concept graph.

Fig. 1 shows the relationship of inventors of Kao, who invented more than 8
patents, with threshold α = 0.7 and α = 0.1. We see several independent groups
in the graph with α = 0.7. On the other hand, in the graph of α = 0.1, these
separated groups are complicatedly linked each other by inventors of lower level
and form a large group.

4 Inventors Graph of Japanese Companies and Foreign
Companies

There is a clear difference in the average number of patents by an inventor
between three Japanese companies and two foreign companies, as we see in
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Table 1. However, the average number for the foreign company L’Oreal is 1.3
which is almost same to that of Japanese companies.

Reconsider the inventors graphs of Kao with α = 0.7 and α = 0.1 (Fig. 1).
The isolated groups in the graph with α = 0.7 are connected in that with
α = 0.1. According to [11], Kao adapts the “matrix” organization to form a
R&D team where researchers with different background knowledge are merged
to generate interactive effects. The nested graph of inventors obtained by a lower
threshold agrees to this matrix organization. We observe the similar pattern in
other Japanese companies. This implies that there is a diversity of strength of
relationship between researchers in Japanese companies.

We can think of the following reasons that would explain the change of the
concept graphs for Kao with different threshold α.

– A large number of researchers engage in developing a common basic technol-
ogy. However, in individual product development, researchers form divided
groups with a few people and flexibly cooperate between them.

– In the development of the core technology, several different sections work
together to realize effective right as fast as they can.

– In a large project, there are many sections working together.

To compare Kao and L’Oreal , we draw the concept graphs of inventors for the
two companies in Fig.2 with the threshold α = 0.1.

The relationship of researchers in L’Oreal are tighter than that of other
Japanese companies. Very small number of researchers are connected to each
other. We can guess that they do not adapt the flexible formation of research
groups.

This observation coincides with the report [9] of difference of R&D manage-
ment between French companies and Japanese companies.

According to [9], the role and the commission of a section are fixed in French
companies and researchers prefer to move out of the company for their
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Fig. 2. Inventors Graph of Kao(left) and L’Oreal(right)
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promotion. On the other hand, in most Japanese firms who adpt life-time em-
ployment system, researchers stay in a company and move in and out from R&D
division to other sections such as production lines.

5 Time Series Analysis of R&D Structure of a Japanese
Company

Evaluation and reorganization are necessary to improve the efficiency of research
and development. The analysis of the previous section was obtained from the
whole data in 5 years. Kao formed a very large group which consists of several
medium and small sub-groups linked with variety of strength. In this section, we
compare the inventors graphs of Kao by each year and consider the structural
change of the company.

Table 2 shows the number of co-inventors for a patent in each year. There are
small increases and decreases in the total number of patents and inventors in
every year. The average number of patents by one researcher has no big change.
But, the average number of co-inventors of a patent has the peak in 1999. After
that year, the number of co-inventors declined and the number of patents by a
single inventor increased. We can guess that there seems to be some tendency
in decline of the linkage strength. However, we cannot understand how actual
relationship were changed.

To make an detailed analysis of relationships of inventors, we draw Fig. 3 for
each fiscal year, where we restricted to the researchers who have more than 2
patents in the year. The inventors graph for the patents of Kao applied in 1998
has the similar characteristics that we mentioned in the previous section, where
the changed of the threshold α brings the change of the structure of the graph.
However, the inventors graphs for 2001 and later does not change when the
threshold is changed. In other words, the graphs for 2001 and later became sim-
ilar to those of foreign companies. This suggests a hypothesis that there should
be some organizational change in 2001 for Kao company. Indeed, the company
introduced the management indicator EVATM (Economic Value Added) in 1999,
and in June 2000 the indicator was applied for personnel assessment of the whole
employee [2].

Table 2. The number of co-inventors

#co-inventors total ratio of average

year 1 2 3 4 5 6 7 8 #patents single inventor #co-inventors

1998 20 66 58 32 24 12 4 1 217 0.09 3.1

1999 15 48 49 35 25 12 2 0 186 0.08 3.3

2000 30 66 57 27 30 6 0 2 217 0.14 2.9

2001 31 55 47 19 9 1 0 1 163 0.19 2.6

2002 56 78 43 13 14 10 0 0 214 0.26 2.4
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Fig. 3. Kao Inventors Graph of 1998(left) and 2001(right)
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6 Related Work

There are two aspects in analyzing network of people – ego-centric and socio-
centric. Ego-centric analysis focuses on key person and relation to other people.
Socio-centric analysis consider all relationship between each member of the tar-
get community. When we analyse inventors of a company, the result would be
different according to the point of view. In the former case, individual researchers
are the target of the analysis for extracting top inventors of the company. In the
later case, to overview the whole picture of R&D activities is the aim of the
analysis. The inventors graph shown in the present paper can be used in both
aspects of ego-centric and socio-centric analysis.

In [1], Breitzman showed examples of “co-inventor brainmap” of the target
enterprises, where key inventors are listed on the vertical axis and the patent IDs
are listed on the horizontal axis according to application date. Co-inventors of the
same patent are plotted on the vertical line that corresponds to the co-invented
patent. Thus, a brainmap displays one-to-one correspondence of inventors and
chronological change of key inventors.

A tree chart is used to display inventor correlation in [6]. The purpose of the
system is to grasp the application trends of the key inventors who are drawn in
the roots of the tree.

Sugiyama et.al. [12] used a network of inventors to extract the core company
in allied companies where they analyse how technological innovation are formed
and knowledge are transferred.

Nakai [7] applied the similar method to draw network of co-inventors where
key words are attached on edges. They claim that the tool is useful to investigate
the process of technological innovation. In [8], they confirmed the effectiveness
of the method by applying to patent data and to scientific articles, where they
found characteristics of basic research groups and that of industrial research
groups and found how the technologies have been developed.

All of those methods visualise R&D team structure of target companies in
particular period. But as far as the authors know, there is no previous research
that used those methods for time series analysis of organizational change of R&D
team structure.

7 Conclusion

This paper showed analysis of R&D structures of cosmetic related companies
using inventors graph where a node represents an inventor and an edge represents
co-inventor relationship of researchers. It is shown that Japanese companies and
foreign companies have different characteristics in their graphs. By time series
analysis of Kao company, it turned out that the inventors graph changed in 2001
when the company introduced the management indicator EV ATM for personnel
assessment. The propose method is easy to apply and effective to understand
the group structure of R&D team compared to conventional sociometric method
such as interview.
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Abstract. In this paper we propose an algorithm, which is an improve-

ment of identification of web communities by [1], to extract research

communities from bibliography data. Web graph is huge graph structure

consisting nodes and edges, which represent web pages and hyperlinks.

An web community is considered to be a set of web pages holding a

common topic, in other words, it is a dense subgraph of web graph.

Such subgraphs obtained by the max-flow algorithm [1] are called max-
flow communities. We then improve this algorithm by introducing the

strategy for selection of community nodes. The effectiveness of our im-

provement is shown by experiments on finding research communities from

CiteSeer bibliography data.

1 Introduction

In this paper we propose an improvement for the maximum flow algorithm to
find dense subgraphs as web communities. An web community is a set of web
pages holding a common topic, which is represented by a connected subgraph in
web graph. Study of extracting web community has attracted many researchers
since its wide application to web technology, like trend discovery and information
recommendation.

In the last decade many methods for extracting web communities were pre-
sented. In [1,2,3], algorithms aim to find dense subgraphs using local information
of web graph, and in [4,5,6], algorithms extract communities by using global
information, like HITS [7]. The problem handled in this paper is to extract re-
search communities from bibliography data, and we focus on the former research
strategy, i.e. extracting dense subgraphs using local information. This problem
motivate us to extract interesting research communities as follows.

A simpler idea for dense subgraphs is to find large cliques in the graph, where
a clique of a graph is a complete subgraph in it. However such the problem
of finding large cliques is computationally hard, so several other methods were
presented. One of such alternative methods is to find bipartite graphs and the
other is to find dense subgraphs defined by max-flow problem in networks.
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In [6], a community is defined as a subgraph which contains at least one
clique, and all communities in input web graph are enumerated. In this method,
indegree/outdegree of nodes are closely related to extracted communities. Con-
sequently a small degree node is hardly selected as a member of a community
even if it is an important node. This method is basically equal to the notion of
hub-authority in [7].

Such a method based on hub-authority is effective for extracting a global
relation in a graph. However, not all important communities are extracted by this
method. For instance, consider the problem to find communities from research
data, which is a bibliography consisting all related references. An important
community is constructed by several pioneering studies and other related studies.
The extraction of such communities by the hub-authority method is difficult,
since there is very few study which impacts on the whole research field or many
different research fields. In order to extract such compact relations, we adopt the
strategy of maximum flow community.

In [1,2], the definition of an web community that enables web crawlers to
effectively focus on narrow but topically related subsets of web and also enable
search engines and portals to increase precision and recall of search results. They
define a community to be a set of web pages that link to more web pages in the
community than to pages outside of the community. Generally the hardness
of extracting such communities depends on a priori information presented for
algorithms. In fact, in the absence of any priori information, the problem becomes
to be NP-hard due to graph partitioning problem. However by exploiting various
properties of web, identifying web communities becomes identical to solving the
maximum flow network problem, which is solvable in polynomial time in the size
of input network.

A polynomial time algorithm for max-flow network problem is presented in [8].
Flake et al. introduced an efficient method of extracting communities using such
max-flow algorithm. So we call a community extracted by the max-flow algorithm
a max-flow community.

Efficiency ofmax-flowcommunities depends on the ranking of community nodes
extracted by algorithm. In this paper we propose a modification for the ranking
by careful evaluation according to connectivity to seed nodes. In original strat-
egy, ranking is decided by only the number of sum of indegree and outdegree of an
extracted node. Such communities are too sensitive to the number of edges, and
there is a possibility that irrelevant nodes are associated to a community due to
their many edges. We thus claim that ranking of community nodes should be eval-
uated by also the relation to seed nodes, which are some cores of a community, i.e.
some nodes deeply related to seeds should be ranked as higher positions.

In this paper we implement the modified max-flow community algorithm and
show its efficiency by experiments. Particularly this algorithm is applied to Cite-
Seer bibliography data and many interesting communities are obtained from a
small number of seed nodes.

The remainder of this paper is divided into four additional sections. In Sec-
tion 2 we give an overview of max-flow community algorithm. The definitions and
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notations are given in this section. Section 3 contains the idea for modification of
max-flow algorithm. In our method, ranking is computed according to the con-
nectivity between extracted nodes and seed nodes as well as the degree of nodes.
In Section 4 we present the experimental results in CiteSeer bibliography data.
Compared to web structure, the graph represented by bibliography data hardly
contains large communities since there is very few study which impacts on whole
research area. So we need other method to extract smaller communities. Our mod-
ification intends to extract such special communities, and the experimental results
shows the effects. Finally we discuss a future work on this study.

2 Max-Flow Community

In this section we summarize the max-flow algorithm by [8] and the web com-
munity extraction algorithm by [1].

Maximum Flow and Minimum Cuts

The s − t maximum flow problem is defined as follows: Given a directed graph
G = (V, E), with edge capacities c(u, v) of positive integers, and two nodes
s, t ∈ V , find the maximum flow that can be routed from source s to sink t that
obeys all capacity constraints. Intuitively, if edges are water pipes and nodes are
pipe junctions, then the maximum flow problem tells us how much water we can
move from s to t.

The max-flow min-cut theorem in [9] proves that s− t maximum flow of a net-
work is identical to minimum cut for separating s and t. Many polynomial time
algorithms exist for solving the s − t maximum flow problem, and applications
of the problem include VLSI design, routing, scheduling, image segmentation,
and network reliability testing.

The maximum flow problem is well-suited to the application of identifying
web communities since it is computationally tractable and it allows us to exploit
a priori knowledge about underlying graph.

Most modern solutions to the max-flow problem operate under the assumption
that entire graph under consideration can be examined easily. This is obviously
not the case with web, as entire graph that corresponds to web is vastly larger
than any single computer can store in main memory. Nevertheless, one of the
simplest max-flow algorithms [10] can solve the problem by examining only por-
tions of graph that arise when locating shortest paths between s and t. Thus, it
should be possible to solve the max-flow network problem on entire web.

Web Communities

We next formalize web communities obtained by max-flow solution for web
graph.

Definition 1. (G.W. Flake et al. [1]) A community of undirected graph G =
(V, E) is a subset C ⊆ V such that for all nodes v ∈ C, v has at least as many
edges connecting to nodes in C as it does to nodes in (V − C).
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Fig. 1. An example of the minimum cut and the web community

It is easy to expand this definition to directed graphs. In the next section we
propose the improved community algorithm. Here we just summarize the original
algorithm by [1]. In web graph, each node is corresponding to an web page, and
an edge (u, v) is a link from u to v with a unit capacity c(u, v) = 1. Initially we
assume a set S of seed nodes and a set C = ∅ of community nodes.

For any nodes s, t, we can compute s − t maximum flow such that s, t are
separated by a minimum cut set of saturated edges. Remove all such saturated
edges, and all nodes reachable from a node in S are added to C. Next we compute
the ranking of nodes in C with respect to their indegree/outdegree numbers.
Upper ranked nodes are moved to S, and we continue the above process until C
is steady. Then obtained connected subgraphs are called max-flow communities.

In [1], we assume a virtual source s and a virtual sink t with c(s, v) = ∞ and
c(v, t) = 1 for any v ∈ V . They proved that such web communities with virtual
source/sink are extracted by this algorithm without a priori knowledge about
web graph.

In Fig. 1, we give an example of max-flow community. The virtual source/sink
is assumed outside of the web graph. For the computed max-flow, we obtain the
corresponding min-cut illustrated by the circle of broken line.

3 Improving Max-Flow Algorithm

In this section we explain our algorithm based on the max-flow community al-
gorithm by [1]. For an web graph, given a set of seed nodes, S, if an iteration of
the algorithm, we obtain a set of community nodes, C. For the next iteration, we
must compute the ranking of all member of C, which is defined by the number
of degrees. In this setting, the ranking of a community node v ∈ C is defined
by the value indegree(v) + outdegree(v), which is independent of the number
of seed nodes directly associated with v, while the relation between S and C is
important information for our communities. We thus propose an idea that the
ranking of C should be computed with respect to the number of edges associated
with S, i.e. indegree(v, S) + outdegree(v, S).

In Fig. 2, we illustrate this ranking method. The seed nodes are denoted by
the black nodes, and the community nodes are labeled by integers 1, 2, 3, and 4.
Since node 1 is maximum in the measure indegree(v) + outdegree(v), this node
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Fig. 2. Seed nodes and ranking of community nodes

Fig. 3. The flow of community extraction

is ranked in the top by the original method. On the other hand, in our ranking
method by indegree(v, S) + outdegree(v, S), node 3 is ranked in the top, and
the community nodes are sorted as 3, 2, 1, 4. Using the new ranking measure, we
describe the improved max-flow community algorithm below.

Improved Max-Flow Community Algorithm
Input: The set of seed nodes, S, and an web graph G(V, E) whose nodes are

reachable from a seed node within 2 edges.
Output: Web community C.
Preprocess: For (u, v) ∈ E, set the capacity c(u, v) = |S|, for the virtual source

s and sink t, and v ∈ V , set c(s, v) = ∞ and c(v, t) = 1, and let C = ∅.
(1) Execute the max-flow algorithm on G.
(2) Compute all v ∈ V which are reachable from an s ∈ S by only unsaturated

edges, and add all of them to C.
(3) Decide the ranking for c ∈ C by indegree(c, S) + outdegree(c, S), and move

the higher ranked nodes from C to S.
(4) Continue (1)-(3) until C become to be steady, and output C.
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In Fig. 3, we show flow of extracting communities from web graph. The highest
node is the virtual source and the lowest is the virtual sink. Any seed node is
associated by the source, and the sink is associated by any node. By the step (1)
of the algorithm, a maximum flow is obtained. At this time, the saturated edges,
which are illustrated by bold broken lines in Fig. 3, denote the cut edges. Intu-
itively, an extracted web community is consisting of nodes which are reachable
from the source without cut edges. In the next section we examine the efficiency
of our improvement.

4 Community Extraction from Bibliography Data

In this section we show experimental results on max-flow community extraction
from CiteSeer bibliography data [11], which includes over 700,000 entries for re-
search documents. The following example is a typical record in this data, where
information of author and abstract is removed beforehand.

<record>
<id>7348</id>
<title>Parallel Sorting by Overpartitioning</title>
<ref>14421,40374,91922,40140,372786,4945,8848</ref>
</record>

In this data, any paper has its unique ID defined inside <id> tag. In the above
example, paper 7348 is referring other studies indicated by 7 integers inside
<ref> tag. Thus, we can regard a collection of such records as a directed graph.

For such a bibliography graph, we examine the efficiency of the modified max-
flow community algorithm compared to the original one. In this experiment, we
choose “sort” as a keyword, and select seed nodes which contains this keyword in
title or abstract. Fig. 4 shows the result of the precision of our proposed method
compared to that of the standard max-flow community algorithm [1] for different
seed nodes related to “sort”.

Here the precision of a community in Fig. 4 is defined by

precision =
# of records related to the keyword in the community

# of records in the community
× 100,

where record related to the keyword means ’record containing the keyword in its
title or abstract’. By this experiment, we can obtain higher precision compared
to the standard max-flow community algorithm even for different seed nodes.

Finally we illustrate a sample of communities extracted by [1] and our al-
gorithm in Fig. 5. These two communities are obtained by selecting seed node
7348. In this figure, the nodes with underlined numbers are irrelevant to the
keyword. By the results, we conclude that compact communities are obtained
from bibliography data by our improved community extraction algorithm.
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Fig. 4. Comparison between the max-flow and proposed community

Fig. 5. Comparison of two communities: the left one by the improved algorithm and

the right one by the standard max-flow method

5 Conclusion

In this paper we propose an improvement of the ranking of community nodes
by carefully evaluating the relation between seed nodes and community nodes.
The effectiveness of our improvement is shown by experiments for finding re-
search communities from CiteSeer bibliography data. More compact and close
communities are obtained by our algorithm compared to the standard max-flow
community algorithm by [1]. We thus conclude that our algorithm is effective
for extracting relatively compact communities from directed graph data.

As future work we would develop a hybrid algorithm for community extrac-
tion. In [12], comparison of two types of algorithms based on complete bipartite
graphs and max-flow network was presented, and it was reported that more
generic communities are obtained by the former method and more specific com-
munities are obtained by the latter method. In [13], a method for extracting
relation among web communities using HITS was proposed. We thus try to
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expand our strategy for extracting compact communities to the above different
types of community extraction.
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Abstract. Today, social networks systems have become more and more

important. People have change their way to relate and communicate.

Therefore, how to enhance contents and organization of a social network

is a very important task. This way, we can help Virtual communities of

practice (VCoP) to survive through time. VCoP are special kind of social

network where the purpose is a key aspect. However, administrators are

blind when trying to identify how to enhance the community. We propose

a method which helps them by analyzing how purpose evolves through

time. The approach has been experimentally tested in a real site with

successful results.

1 Introduction

The WWW, has become a fertile land where anyone can transform his ideas into
real applications to create new amazing services. Therefore, it was just a matter
of time until the massive proliferation of virtual communities, social networks,
etc. New social structures have been formed by massive use of new technologies.
This way, people can relate to other by interests, experiences or needs.

In a scenario where WWW has become more important every day, and people
is using more often the web to relate to others, to read news, obtain tickets,
etc. The need to well organized web site has become one of the vital goals of
enterprises and organizations. In order to accomplish such task web mining area
was born about a decade ago.

Web mining are techniques to help managers (or experts) to extract infor-
mation from a web site content, link structure or visitors’ browsing behavior.
This way, it is possible to enhance a web site, obtain visitors’ interests patterns
to create new services, or provide very specific adds depending on interests of
visitors ([4,5]).

Today, virtual communities have experienced an exponential growth. Also,
the use of web mining techniques to explode data stored in these systems has
become a natural approach to obtain knowledge from them. However, a virtual
community is not only a group of people accessing a web site, they establish social
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relationship through the use of Internet tools ([12]), allowing the formation of a
communal identity and a shared sense of the world ([13]). In order to provide
truly valuable information to help managers or web masters it is necessary to
take into account the social nature of the virtual communities in web mining
techniques.

Although, studies of social aspects in a virtual community are crucial, the
evolution analysis of such aspects is more important yet, especially in social
structures that allow to its members to define themselves different levels of par-
ticipation among time, like Virtual Communities of Practice (VCoP) ([14]), pro-
voking that community change according to member’s participation.

This work focuses on the application of a novel web usage mining approach
to study the social nature aspects of Virtual Communities. Specifically, we focus
our work on how VCoP accomplish its purpose through the evaluation of the
evolution of its goals’ achievement.

2 Related Work

All virtual communities are different because of their social nature, however,
there exist several common characteristics which allow to classify them ([11]). We
can find interest communities, purpose communities and practice communities.

The VCoP’s studies are yet immature, in spite of the studies already developed
to analyze interest and purpose communities. For example, in the case of inter-
est communities it is frequent to find recommender systems, evaluation/review
systems, ranking systems, etc. Therefore, present paper is focused on VCoP.

2.1 Virtual Communities of Practice

Virtual communities of practice (VCoP) are informal, self-organizing networks
of people dedicated to sharing knowledge ([14]). An important characteristic of
VCoP is that very commonly some members help other to answer questions and
solve problems. This way, they share and create knowledge (shared information,
good practices, generate software tools and knowledge bases) ([14]).

Virtual communities of practice evolve in time passing through diverse levels of
maturity ([14]). Through time, a VCoP can discover (objectives, needs, etc.) and
re-invent itself ([6,14]). Therefore, to be able of study a VCoP it is not enough to
perform analysis in a specific time period. It is of major importance to develop
new algorithms or techniques to analyze how the VCoP evolve trough time. This
way, managers or administrators will be able to discover risk situations or how
the users interests are changing.

2.2 VCoP Analysis Techniques

Based on ([7]) we can identify four ways to analyze a VCoP which are commonly
used. However, most of these approaches don’t consider evolutionary factors in
the analysis.
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1. Ethnography and associated techniques: The purpose of ethnographic re-
search is to build a rich understanding of a group or situation from the point
of view of its members/participants. Disadvantage of this kind of analysis is
that in situ studies are intrusive.

2. Questionnaires: This kind of analysis are useful for collecting demographic
information and have the advantage that they can be distributed by hand
to local participants, or posted via email or on the Web ([6,7]). Although,
questionnaires provides useful information from virtual community members
([1]), they are not sufficient. It is recommended the use of a secondary tech-
nique, when possible, to reduce the subjectivity of members’ judgements.

3. Experiments and quasi-experiments: Laboratory studies are valuable for test-
ing the usability of the interface and users’ reactions to new user interface
features. To apply this approach it is needed to create the virtual community
in a laboratory. This is quite complex since it is needed to have a representa-
tive group of virtual communities members, in a real (physical) experiment.

4. Data Mining & Social Network Analysis (SNA): This kind of analysis consist
of using software’s logs to discover useful information from the VCoP. This
way, the main point is the study of communities’ nature, i.e. the study of
its members and the relations they establish ([6]). However, SNA analysis
is designed to answer questions like: Who is the expert or experts in the
community? Which sub communities or subgroups exists? But, it is not
possible to answer: which is the interests of members? Which is the real goal
of the community? Which topics are related with the community purpose?
Which themes diverge from communities’ main purpose? All these question
remain unanswered.

We propose that SNA techniques are not sufficient to fully understand a virtual
community of practice. Therefore, in this paper we propose a novel method to
analyze a VCoP, based on a data mining approach to discover useful information
from the VCoP for its better administration.

3 Proposed Methodology

The proposed methodology is based in the VCoP’s purpose study. The purpose
refers to a community’s shared focus on an information need, interest, service.
Every user has his own motivations (or interests) to use a specific VCoP and of
course every community of practice can satisfy specific users’ needs.

Defining the community’s purpose is of major importance, since potential par-
ticipants can immediately find out about the communities goals ([6]). However,
VCoP’s purpose is not always clear, even worst, it is not clear if all community
members are aligned to the same common purpose.

But also, we must consider the evolutionary nature of purpose. Since, people
change their motivations, interests, taste, etc. every day. Certainly, members of
a VCoP change their purpose when using the VCoP. As example, the purpose of
a newcomer are to learn the basics of a theme using the VCoP. When this new-
comer becomes an expert his purpose might be to research specific and complex
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aspects of such theme; or even more, his purpose might be to answer questions
of new comers.

Therefore, our hypothesis is that study of evolutionary nature of purpose of
VCoP’s members is a vital way to understand a community and to enhance it.
Until today there aren’t significant studies to evaluate this evolution (as we have
shown in section 2), and fulfillment of purpose through time. Also, we strongly
support the idea that the study of social networks members’ relations alone
(SNA) it is not sufficient to obtain a good understanding of a VCoP. It is needed
to analyze other social aspect, such as purpose, to fully understand and perform
the necessary enhancements to allow VCoP exists through time.

3.1 Goals as a Purpose Accomplishment Measure

Of course, the key aspect of this work is to consider the purpose evolution anal-
ysis as an important tool; but, how can we measure purpose? Since, purpose is
something close to the ideas, or underlying motivations of every member, it is
not simple to answer this question.

Since, purpose is, from dictionary, “what something is used for”. We propose
to use goals as a measure of purpose accomplishment. Using this idea, we can
measure if a VCoP fulfills a purpose, measuring how well members’ contributions
accomplish a set of goals previously defined by the owners, managers or experts
of the community.

Goals definition must be performed based on interviews or surveys to commu-
nity experts or administrators ([2,9,10]). Definition of goals consist of a series of
phrases. These phrases respond to the question “what the community is for?”.
This paper only evaluates the goals from community administrators’ view point.
Although, same process apply for community members’ goals analysis.

Afterwards, we need to select a classification or clustering algorithm in order
to perform a text mining algorithm to find interesting patterns. It is expected
patterns found provide useful information for administrators and experts in order
to decide how to enhance the community (add new forums, erase forums, find
trends, etc) based on goals fulfillment.

We selected a concept-based text mining since the adaption from concepts to
goals is straightforward. This approach will be explained in next section.

As a last consideration, this technique allows us to study the goals’ fulfill-
ment through time. Therefore, we can show interesting information of how the
VCoP’s purpose evolves. Thus, providing useful and objective information to
community experts. Without this tool, they only have an intuition on how com-
munity has evolved and if the information contained in the community forums
is truly accomplishing the purpose of the community.

3.2 Concept-Based Web Text Mining

Concept-based text mining is a data mining approach based on fuzzy sets and
fuzzy logic theory.
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We based our work in Loh’s work presented in [2] and [8]. Loh’s proposal is
to use a fuzzy reasoning model to decide wether a concept is expressed by a
web document or not. This way, after the application of the reasoning model, we
have classified all documents by its concepts. To do so, we compute the degree
of possibility that a concept is related to a web document. In our case, web
documents are posts in a VCoP’s forum.

This work use goals as a way to evaluate the purpose of VCoP. Therefore, how
to introduce goals in the mining process is a key issue. This is why we use the
concept based web text mining, this approach allows us to use concepts as goals,
then based on the goals definition, the algorithm can classify web documents
by the accomplishment of such goals. In the following we will talk about goals
instead of concepts.

Fuzzy logic for goals classification. In fuzzy logic, linguistic variables (LV)
are not numbers but words or sentences in natural language. These variables
are more complex but less precise. Let u be a LV, we can obtain a set of terms
T (u) which cover its universe of discourse U . e.g. T (taste) = {sweet, salad, acid,
bitter, bittersweet}

In order to use LV for goals classification, we assume that a community posts
can be represented as a fuzzy relation [Goals×Posts] also called [G×P ]. Which
is a matrix where each row is a goal and every column is a post in the VCoP.
To obtain such matrix we can rewrite this relation in a more convenient man-
ner in Eq.(1) ([2]). In this expression we call “Terms” the words that can be
used to define a concept and we write “WP” to refer any word inside a Web
Page. In Eq.(1) the symbols “×” and “⊗” represent the fuzzy relation and fuzzy
composition respectively.

[Goals × Posts] = [Goals × Terms] ⊗ [Terms × Posts] (1)

As defined above, let P the total amount of posts in a VCoP and W the total
number of different words among all of these posts, G the total number of goals
defined for the community in study. Then we can characterize the matrix [G ×
P ] by its membership function shown in Eq.(2), where μG×P = μG×T⊗T×P
represents the membership function of the fuzzy composition in Eq.(1). The
membership values are between 0 and 1.

μG×P (x, z) =

⎛⎜⎜⎜⎝
μ1,1 μ1,2 . . . μ1,P
μ2,1 μ2,2 . . . μ2,P

...
...

...
...

μG,1 μG,2 . . . μG,P

⎞⎟⎟⎟⎠ (2)

The composition of fuzzy relations is performed using Nakanishi’s fuzzy compo-
sitional rule Eq.(3). In Eq.(3), let Q(U, V ) and Z(V, W ) be two fuzzy relations
which share a common set V . Let μQ(x, r) with x ∈ U ∧ r ∈ V and μz(r, y) with
r ∈ V ∧ y ∈ W membership functions for Q and Z respectively. Then we can
write the compositional rule as shown in Eq.(3). Where

∨
is the limited Sum

= min(1, x + r) and ∧ is the algebraic product = (x ∗ r).
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μQ◦Z =
∨

{μQ(x, r) ∧ μZ(r, y)} (3)

There are several alternatives to perform the fuzzy composition, [3] performed a
study between six different reasoning models. One important issue that must be
considered is that even if some terms are not present in a post, the degree of that
post to express a specific goal should not suffer alterations. This is a reason to
use Nakanishi’s compositional rule. However, other rules could be used as well.

Identification and Definition of Goals. In order to apply the above proposal,
we need to begin identifying the relevant goals for the study. To do so, we make
use of community administrator’ knowledge whom identify which are the most
interesting goals to describe the VCoP’s purpose. Subsequently, every goal is
represented as a list of terms (assuming that a goal is a LV). We used synonyms,
quasi-synonyms, antonyms,etc. using also the administrators.

We realize that several important terms are produced by slang words. For
example, the word transformator in spanish “transformador” is used as “trans-
formador”, “trafo” or “transf” very commonly. Thus, human definition is useful
to enhance goals definitions.

Afterwards, we need to define the membership values for the fuzzy relations
[Goals × Terms] and [Terms × Posts]. We used relative frequency of terms
in a community post to represent the membership values of matrix [Terms ×
Posts].

More difficult is to define [Goals × Terms] values. We performed this task by
asking the community experts to assign these values. For every goal which is the
degree that a term has to represent that specific goal. To do so, he compared two
terms each time and gave a value between 0 and 1. For example, a synonym can
receive a value near 1; a quasi-synonym, may receive a value near between 0.75
and 0.95; an antonym can be set to 0, etc. This method is an indirect method
with three experts.

Finally, we obtained the fuzzy relation μG×P (x, z) applying Eq.(3). In Table
1 we present a column of matrix μG×P (x, z), which represents the goals classi-
fication for post 4235.html from VCoP. From this Table we can say that post
4325.html have a strong relation with the goal 1 and goal 2, almost no relation
with goals 3, 4 and 5.

Table 1. List of goals and membership values to represent post “4235.htm”

Goals μG×P

Goal 1 0.88

Goal 2 0.72

Goal 3 0

Goal 4 0.12

Goal 5 0.01

....
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4 A Real Application

We performed the experiments into the web site of plexilandia.cl virtual com-
munity. Based on interviews to administrators of this VCoP and a preliminary
study of community activity we describe the community used.

4.1 The Community

Plexilandia is a VCoP formed by a group of people who have met towards the
building of music effects, amplifiers and audio equipment (like “Do it yourself”
style). In the beginning was born as a community for share common experiences
in the construction of plexies1. Today, plexilandia count more than 2000 members
in more than 6 years of existence. All these years they have been shearing and
discussing their knowledge about building their own plexies, effects. Besides,
there are other related topics such as luthier, professional audio, buy/sell parts.

Although, they have a web page with basic information of community, most
of their members’ interactions are produced by the discussion forum.

In the beginning the administration task was performed by only one member.
Today, this task is performed by several administrators (in 2008 they count with
5 administrators). In fact, the amount of information generated weekly makes
impossible to let the administration task in just one admin.

During six years of life, this community has undergone a great sustained
growth in members’ contributions . The vision of administrators and experts
about the community is based mostly by experience and time participating in the
community. They also have some basic and global measures. For example, total
number of posts, connected members, etc. However, the don’t have: members
browsing behavior information, members publications’ quality and how they
contribute to purpose of the community.

4.2 Concept-Based Text Mining Application

First, we selected data from october 2002 to june 2008 and we perform text pre-
processing the text to eliminate HTML, Javascript and other programed codes.

In order to apply concept-based text mining approach we need to define con-
cepts or in our case, goals. We defined six different goals with the help of com-
munity experts. These where used as input in the concept-based text mining
approach. The algorithm took less than five minutes to finish the classification
process.

4.3 Analysis of Results

Results obtained where included in a web report. This report allows adminis-
trators to understand how the purpose of plexilandia evolves. Report includes
1 ”Plexi” is the nickname given to Marshall amp heads model 1959 that have the

clear perspex (a.k.a plexiglass) fascia to the control panel with a gold backing sheet

showing through as opposed to the metal plates of the later models.
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Fig. 1. Goals evolution of two forums

a graph for each forum in the community. This graph represents all goals with
a different color. Then, every goal is expressed by its membership value, which
means how close is the forum respect of the goals. This can be interpreted as
degree of accomplishment of a goal by the forum. If a goal has a value near 1,
it indicates that the posts in that forum contributes to the accomplishment of
that goal. On the other hand, a value near 0, means that goal doesn’t help to
accomplish such goal.

For example, in Figure 1 it is possible to observe the forum of “amplifiers” and
the level of accomplishment of every defined goal. It is possible to observe that: (i)
this form strongly support goal 1, (ii) in last months this forum has experienced
a trend to growth in the accomplishment of goal 2, and (iii) the accomplishment
of other goals is much lesser. This analysis allows to discover an important
conclusion from administration perspective: historically, in “amplifiers” forum
the main topic was amplifiers; however, last months there is a trend to talk
about related topics, such as music effects (like guitar effects). Therefore, this
analysis is an objective tool to show that situation.

Moreover, the report allows to identify certain anomalies, such as, estrange
peaks. Administrators, study these peaks and they found perfect sense with
particular situations that happened in the forums those months.

4.4 Results’ Evaluation

The main objective of these section is to evaluate the validity of experimental
results. To do so, we performed interviews to community administrators who
have analyzed and validated obtained results.

The importance of this evaluation is based in experts or administrators knowl-
edge and experience about plexies and the community through 6 years. There-
fore, they can validate the results but also they can quantify if a result is
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expected (just by intuition) or they gain an important peace of new knowledge
to understand the community.

In addition, it has been applied an usability evaluation of the generated report.
This was performed to determine the administrators’ satisfaction level at the
moment of reading the report.

Both evaluations were applied to 3 from 5 administrators. One of them is the
community founder of plexilandia.

Usability Evaluation. To perform this evaluation, community administrators
had to answer a survey. We asked the level of satisfaction with the generated
report. In the survey, it was measured: ease of use, ease of learn, need of help
and report clarity.

Survey results show that report is easy to read and learn but requires of help
when reading for first time. This is also related with administrators’ previous
experience using web reports (only one of them had previous experience).

Since, this is the first report generated and it is oriented only to administra-
tors, we only focused the evaluation in the satisfaction level achieved. In the near
future we expect to measure reports’ efficiency and efficacy. Then, we pretend
to publish results for community members.

Validity of Results. Community administrators had to quantify each result
obtained and showed in the report. This is the quantification of anomalies in
previous section and a quantification of identified goals evolution.

We used a three points evaluation scale: (1) not expected result; complete
surprise, without a clear cause; (2) not expected result, but cause would be
known; (3)expected result, known cause.

From 14 anomalies detected, 8 were expected results, and 3 represent sit-
uations completely unexpected. From the 30 identifies behavior patterns, 20
represent expected results, and only 2 are surprise situations completely.

5 Conclusion

This work has shown that community administrators are almost blind when
enhancing a social network. Moreover, we have also shown that common analysis
based just on social network relations are not enough.

We have proved that using the community experts or administrators com-
bined with a data mining approach could provide much more objective and rich
information. Which may be used to enhance the virtual community of practice.

Besides, we have proposed the analysis of purpose evolution of a VCoP based
on goals definition as the key to the application of data mining analysis into the
analysis of VCoP. This way, community experts or administrators count with
objective information.

We have successfully used the purpose evolution analysis in a real VCoP with
more than 2000 members and 6 years.
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We think that although results are promising, it is needed more work in this
direction, to find modern tools to help managers, experts or administrators to
enhance their communities.
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8. Ŕıos, S.A.: A study on web mining techniques for off-line enhancements of web

sites. Ph.D Thesis, p. 231 (September 2007)
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Abstract. In this paper, we present a method of discovering networks

for modeling global propagation of influenza A (H3N2) viruses using a

clustering algorithm. First, we find the clusters for every region by using

an agglomerative hierarchical clustering with complete linkage. Next, we

collect similar virus clusters over all regions. Finally, by comparing the

occurrence year of the similar clusters, we construct a directed graph as

a propagation network among these virus clusters.

1 Introduction

Influenza A (H3N2) virus is currently the major cause of human influenza mor-
bidity and mortality worldwide. Therefore, it is an important task to discover
the epidemics networks for global propagation of influenza A (H3N2) viruses.
Russell et al. [5] have studied this task based on antigenic and genetic analysis,
and pointed out that, in the network for global propagation, Asia is a starting
region, Oceania is an ending region from Asia, and South America is also an
ending region from Asia through Europe and North America.

In this paper, we present an alternative method of discovering the networks
for the global propagation of influenza A (H3N2) viruses from the viewpoint of
data mining and machine learning. The idea of our method is to construct the
networks from similar clusters over all regions obtained by clustering [2,3].

In our method, first, we apply an agglomerative hierarchical clustering with
complete linkage [2,3] to amino acid sequences for every region. As a result, we
obtain the set of clusters for every region.

Next, we compute the characteristic sequence for every cluster. Then, we
collect the tuple of similar clusters over all regions such that, for every pair of
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clusters in a tuple, the Hamming distance (cf., [1]) between their characteristic
sequences is small.

Finally, from the set of all tuples of similar clusters, we construct a directed
graph as a network for global propagation. Every vertex of the graph represents
a region. Also, for every tuple q, if clusters ci and cj in q from regions i and j
(i �= j), respectively, are similar, and the occurrence year of the characteristic
sequence of ci is smaller than one of cj, then we add an arc i → j from i to j to
the set of arcs.

This paper is organized as follows. In Section 2, we prepare some notions nec-
essary for the later discussion, including an agglomerative hierarchical clustering
with complete linkage [2,3]. In Section 3, we present our method of discovering
propagation networks from the tuples of similar clusters over all regions. In Sec-
tion 4, we give experimental results applying our method to amino acid sequences
of influenza A (H3N2) viruses, provided from NCBI [4], according to 5 regions
as Asia, North America, Europe, South America and Oceania.

2 Agglomerative Hierarchical Clustering

In this paper, we use an amino acid sequence of influenza A (H3N2) viruses (a
sequence, for short) as a sequence with the fixed length n(= 328), and denote it
by lower small letters such as x, y, z. The sequence consists of the following 20
amino acids:

E = {A, R, N, D, C, Q, E, G, H, I, L, K, M, F, P, S, T, W, Y,V}.

We call such an E the set of attribute values . For a sequence x, x[i] (1 ≤ i ≤ n)
denotes the i-th attribute of x. Also every x has an occurrence year o(x).

Let X be the set of sequences. For e ∈ E and 1 ≤ i ≤ n, let pi(e) be the
probability of the occurrence of e in the i-th attribute of the elements of X .
Then, the entropy IX(i) of the i-th attribute of X (cf. [2]) is defined as follows.

IX(i) = −
∑
e∈E

pi(e) log2 pi(e).

The Hamming distance h(x, y) between x ∈ X and y ∈ X (cf., [1]) is the total

number of different attributes, that is, h(x, y) =
n∑
i=1

δ(x[i], y[i]) for a Kroonecker

delta δ. In this paper, we adopt the Hamming distance with the entropy threshold
σ as the dissimilarity measure to cluster the sequences as follows.

For x, y ∈ X , we define the function li(x, y, σ) as follows.

li(x, y, σ) =
{

1, if IX(i) > σ and x[i] �= y[i],
0, otherwise.

Then, we define the Hamming distance hσ(x, y) under entropy threshold σ be-

tween x ∈ X and y ∈ X as hσ(x, y) =
n∑
i=1

li(x, y, σ).
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As a clustering algorithm, in this paper, we adopt an agglomerative hierar-
chical clustering with complete linkage [2,3] described as Algorithm 1. Here, the
complete linkage means that the maximum value is applied to a pairwise dis-
similarity measure (in line 12). The input of Algorithm 1 is an object X and a
dissimilarity measure d. (In this paper, we set X to the set of sequences and d to
hσ.) On the other hand, the output of Algorithm 1 is a dendrogram D = (V, A)
(as a directed graph), where V is the set of vertices of the form vd and d is a
dissimilarity measure between two sequences.

procedure AHC (X,d)

/* X = {x1, . . . , xm}, d: dissimilarity measure */

C ← ∅; k ← m; V ← ∅; A ← ∅;1

/* Initialization */

for i = 1 to m do2

ci ← {xi}; C ← C ∪ {ci}; V ← V ∪ {vi
0};3

for j = i + 1 to m do4

d(ci, cj) ← d(xi, xj);5

while k �= 1 do6

d(cq, cr) ← min{d(ci, cj) | ci, cj ∈ C, i �= j}; d ← d(cq , cr);7

V ← V ∪ {vd}; A ← A ∪ {(vq , vd), (vr, vd)};8

c′ ← cp ∪ cr;9

C ← (C − {cq , cr}) ∪ {c′};10

foreach c ∈ C − {c′} do11

d(c, c′) = max{d(x, y) | x ∈ c, y ∈ c′};12

k ← k − 1;13

return a dendrogram D = (V, A);14

Algorithm 1. AHC [2,3].

From a dendrogram D = (V, A) given by Algorithm 1, we can obtain the set
of clusters under the dissimilarity threshold t as follows. Let Dt be the restriction
of D under t, that is, Vt = {vd ∈ V | d ≤ t}, At = {(vd, ve) ∈ A | d ≤ e ≤ t}
and Dt = (Vt, At). Also let S ⊆ Vt be the set of all sinks (that is, vertices with
outdegree 0) in Dt, and, for every s ∈ S, V0(s) the set of all sources (that is,
vertices with indegree 0, which is of the forms vi0) with the sink s. Then, we can
construct a cluster as a set {xi ∈ X | vi0 ∈ V0(s)} for every sink s ∈ S of Dt.

As stated above, our method is necessary to use two parameters of the entropy
threshold σ and the dissimilarity threshold t. In the following, we also introduce
another two parameters, the cluster threshold ω and the comparison threshold
s, to compare the clusters.

Let C be a set of clusters and c a cluster in C. Also let c[i] be the most frequent
attribute value in x[i] for every x ∈ c. Then, we formulate a characteristic
sequence cs(c) of a cluster c under the cluster threshold ω such that the i-th
attribute (cs(c))[i] of cs(c) is defined by:

(cs(c))[i] =
{

c[i], if Ic(i) ≤ ω,
∗, otherwise.
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Here, we assume that cs(c) has an occurrence year o(cs(c)) as the minimum
occurrence year o(x) of an element x in the cluster c.

Let C1 and C2 be two sets of clusters. Then, we say that two clusters c1 ∈ C1
and c2 ∈ C2 are similar under the comparison threshold s if h(cs(c1), cs(c2)) ≤ s.

3 Discovering Networks for Global Propagation

In this section, we present our method to discover the networks for the global
propagation of influenza A (H3N2) viruses based on an agglomerative hierarchi-
cal clustering with complete linkage stated in Section 2. First, we describe the
method of collecting the tuples of similar clusters over all regions as follows.

1. Set four parameters of the entropy threshold σ, the dissimilarity threshold t,
the cluster threshold ω, and the comparison threshold t. Also let Xi be the
set of sequences from a region i for 1 ≤ i ≤ r.

2. For every i (1 ≤ i ≤ r), run the algorithm AHC (Xi, hσ) by using hσ. Let Ci
be the set of clusters obtained from AHC (Xi, hσ) under t.

3. For every i (1 ≤ i ≤ r) and c ∈ Ci, compute a characteristic sequence cs(c)
of c under ω.

4. Let Q = ∅. For every q = (c1, . . . , cr) ∈ C1 × · · · × Cr, check whether or not
h(cs(ci), cs(cj)) ≤ s for every i and j (1 ≤ i < j ≤ r). If so, then add q to
Q. We call such a q a tuple of similar clusters over all regions X1 ∪ · · · ∪ Xr

under s.

Example 1. Assume that the number of regions is 3, and consider the three sets
X1, X2 and X3 shown in Table 1, where the first and the second columns are
an id and an occurrence year, respectively. Also we set four parameters to t = 1,
σ = 0.1, ω = 0.1, s = 1.

From the result of the algorithm AHC under σ = 0.1 and t = 1, we obtain
the following sets C1, C2 and C3 of clusters of X1, X2 and X3, respectively.

C1 = {{a, b}, {c}, {d, e}}, C2 = {{f}, {g, h}, {i, j}}, C3 = {{k}, {l, m}, {n, o}}.

From C1, C2 and C3, we can obtain the characteristic sequence of every cluster
under ω = 0.1 shown in Table 2.

Finally, we obtain two tuples of similar clusters over X1∪X2 ∪X3 under s = 1
as ({a, b}, {g, h}, {n, o}) and ({c}, {f}, {l, m}), the characteristic sequences and
occurrence years of which are shown in Table 3.

Table 1. The sets X1, X2 and X3 of sequences in Example 1

X1 X2 X3

id year sequence

a 2002 Q L P A S N T Q K S

b 2002 Q L S A S N T Q K S

c 2002 Q L P T S N T Q K S

d 2004 Q A S A N N T Q K S

e 2005 Q A S A N T T Q K S

id year sequence

f 2002 Q L N T S N T P K S

g 2003 Q L S A S N T Q K S

h 2003 Q L Q A S N T Q K S

i 2004 Q L Q A N T T Q K S

j 2005 Q L Q A N S T Q K S

id year sequence

k 2003 Q L P A S D T Q K S

l 2003 Q L N T S N T Q K S

m 2004 Q L Q T S N T Q K S

n 2005 Q L S A S N T Q K S

o 2005 Q L S A S N T Q K S
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Table 2. The characteristic sequences for C1, C2 and C3

C1 C2

{a, b} 2002 Q L * A S N T Q K S

{c} 2002 Q L P T S N T Q K S

{d, e} 2004 Q A S A N * T Q K S

{f} 2002 Q L N T S N T P K S

{g, h} 2003 Q L * A S N T Q K S

{i, j} 2004 Q L Q A N * T Q K S

C3

{k} 2003 Q L P A S D T Q K S

{l, m} 2003 Q L * T S N T Q K S

{n, o} 2005 Q L S A S N T Q K S

Table 3. The tuples of similar clusters over all regions in Example 1

C1: {a, b} 2002 Q L * A S N T Q K S

C2: {g, h} 2003 Q L * A S N T Q K S

C3: {n, o} 2005 Q L S A S N T Q K S

C1: {c} 2002 Q L P T S N T Q K S

C2: {f} 2002 Q L N T S N T Q K S

C3: {l, m} 2003 Q L * T S N T Q K S

Next, from the set Q of tuples of similar clusters over all regions obtained by
the above method, we construct a directed graph G = (V, A) as the network
for global propagation of influenza A (H3N2) viruses as follows: V is the set of
regions, and A consists of an arc i → j from i to j if o(cs(ci)) < o(cs(cj)) for
every tuple q = (c1, . . . , cr) ∈ Q and two regions i and j. Furthermore, let wi→j

be the number of elements in Q such that o(cs(ci)) < o(cs(cj)) for ci, cj ∈ q
and q ∈ Q. Then, the weight of an arc i → j from i to j is wi→j/|Q|. Note that
wi→j + wj→i ≤ |Q| but wi→j + wj→i is not always equal to |Q|, because of the
existence of the case that o(cs(ci)) = o(cs(cj)).

Example 2. Consider the tuple ({a, b}, {g, h}, {n, o}) of similar clusters over X1∪
X2 ∪ X3 in Example 1. Since o(cs({a, b})) = 2002, o(cs({g, h})) = 2003 and
o(cs({n, i})) = 2005 in Table 3, we can obtain the arcs 1 → 2 and 2 → 3 such
that the set of regions is {1, 2, 3}.

On the other hand, consider the tuple ({c}, {f}, {l, m}) of similar clusters
over X1 ∪ X2 ∪ X3 in Example 1. Since o(cs({c})) = 2002, o(cs({f})) = 2002
and o(cs({l, m})) = 2003 in Table 3, we can obtain the arcs 1 → 3 and 2 → 3
such that the set of regions is {1, 2, 3}.

Hence, we can obtain arcs of 1 → 2 with weight 1/2, 1 → 3 with weight 1/2,
and 2 → 3 with weight 2/2.

4 Experimental Results

In this section, we give experimental results of networks for the global propa-
gation of influenza A (H3N2) viruses using our method in Section 3. We adopt
the amino acid sequences of influenza A (H3N2) viruses in years between 2002
and 2006 provided from NCBI [4]. The number of sequences is 1825. Table 4
describes the global distribution of such sequences.
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Table 4. The global distribution of amino acid sequences of influenza A (H3N2) viruses

year Asia North America Europe South America Oceania

2002 58 90 75 11 111

2003 21 109 207 2 112

2004 58 87 104 14 158

2005 58 52 110 3 122

2006 94 69 55 25 13

total 289 407 551 55 516

Table 5. The number |Q| of tuples of similar clusters over all regions by changing four

parameters t, σ, ω and s

t σ ω s |Q|
5 0.1 0.6 7 12

6 0.1 0.6 7 3

7 0.1 0.6 7 0

5 0.1 0.6 8 30

6 0.1 0.6 8 16

7 0.1 0.6 8 8

5 0.1 0.6 9 49

6 0.1 0.6 9 44

7 0.1 0.6 9 30

t σ ω s |Q|
5 0.0 0.6 7 9
5 0.1 0.6 7 12

5 0.2 0.6 7 8

6 0.0 0.6 7 0

6 0.1 0.6 7 3

6 0.2 0.6 7 1

7 0.0 0.6 7 0

7 0.1 0.6 7 0

7 0.2 0.6 7 0

t σ ω s |Q|
5 0.1 0.5 7 0

5 0.1 0.6 7 12
5 0.1 0.7 7 35

6 0.1 0.5 7 0

6 0.1 0.6 7 3

6 0.1 0.7 7 21

7 0.1 0.5 7 0

7 0.1 0.6 7 0

7 0.1 0.7 7 11

t σ ω s |Q|
5 0.1 0.6 7 12

5 0.1 0.6 8 30

5 0.1 0.6 9 49

6 0.1 0.6 7 3
6 0.1 0.6 8 16

6 0.1 0.6 9 44

7 0.1 0.6 7 0

7 0.1 0.6 8 8

7 0.1 0.6 9 30

When we apply our method to the above data, we set the number n of regions
to 5, and X1, X2, X3, X4 and X5 to the sequences from Asia, North America,
Europe, South America and Oceania, respectively.

First, we discuss how the number |Q| of tuples of similar clusters over all
regions changes when changing four parameters σ, t, ω and t. Table 5 shows that
(1) |Q| does not change when changing σ, (2) |Q| increases if ω or s increases,
and (3) |Q| decreases if t increases.

The three networks for global propagation are shown in Figure 1 with the pa-
rameters (t, σ, ω, s) as (5, 0.0, 0.6, 7) (upper left), (5, 0.1, 0.6, 7) (upper right) and
(6, 0.1, 0.6, 7) (lower), where the arc thickness is proportional to the arc weight.

For the case that (t, σ, ω, s) = (5, 0.0, 0.6, 7) in Figure 1 (upper left), Q consists
of 9 tuples, and we observe that the influenza A (H3N2) viruses start from Asia
and reach at South America through North America. Also we observe the bi-
directional propagations between South America and either Europe or Oceania,
and no propagation between Europe and Oceania.

For the case that (t, σ, ω, s) = (5, 0.1, 0.6, 7) in Figure 1 (upper right), Q
consists of 12 tuples, and we observe the similar propagations of Figure 1 (upper
left), except one from North America to Asia.

For the case that (t, σ, ω, s) = (6, 0.1, 0.6, 7) in Figure 1 (lower), Q consists of
three tuples, and we observe that the influenza A (H3N2) viruses start at Asia
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South America
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(t, σ, ω, s) = (5, 0.0, 0.6, 7) (t, σ, ω, s) = (5, 0.1, 0.6, 7)
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Fig. 1. The networks for global propagation for (t, σ, ω, s) = (5, 0.0, 0.6, 7) (upper left),

(5, 0.1, 0.6, 7) (upper right) and (6, 0.1, 0.6, 7) (lower)

and end at South America through North America, Europe and Oceania, and
observe no propagation between Europe and Oceania.

5 Conclusion

In this paper, we have designed the method to discover the networks for the
global propagation of influenza A (H3N2) viruses by using a clustering algorithm.
Then, as experimental results, we have discovered the networks for propagation
starting from Asia and transiting North America, and no propagation between
Europe and Oceania, which is the same as Russell’s work [5]. On the other hand,
our networks contain the bi-directional propagations between South America and
either Europe or Oceania, which is different from Russell’s work [5].

It is one of the important future works to analyze the reasons why the above
difference occurs in more detail. In particular, it is necessary to evaluate covered
sequences by a characteristic sequence. Concerned with this work, it is also a
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future work to evaluate the networks obtained by our method from the antigenic
and genetic viewpoints.

Also, it is a future work to improve our method in order to discover the net-
works with high accuracy, for example, how to select a characteristic sequence
and an arc in a network. Furthermore, it is a future work to adopt another clus-
tering algorithm and then to discover the networks, instead of an agglomerative
hierarchical clustering with complete linkage.
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Abstract. The work presented in this paper addresses the application of new 
technologies to the task of intruder monitoring. It presents an innovative  
Machine Vision application to detect and track a person in a Closed Circuit 
Television System (CCTV) identifying suspicious activity. Neural Network 
techniques are applied to identify suspicious activities from the trajectory path, 
speed, direction and risk areas for a person in a scene, as well as human posture. 
Results correlate well with operator determining suspicious activity. The auto-
mated system presented assists an operator to increase reliability and to monitor 
large numbers of surveillance cameras. 

Keywords: Machine vision, image processing, CCTV, human posture  
recognition. 

1   Introduction 

In recent years, the use of surveillance cameras has increased in popularity. This is 
partially due to reduction in cost and technological advances. CCTV (Closed Circuit 
Television) systems have become very popular in observing public places. Current 
technology makes provision for an operator to examine live surveillance footage from 
remote locations as they can be transmitted over the internet, cables or wireless medi-
ums. In this paper we want to enhance early work in this field [1] to increase reliabil-
ity and potential to detect suspicious activity by the studying of human posture and 
observing full trajectories of people. In this study, work has been carried out with the 
aim of achieving fully automatic detection of intruders using a static camera and in 
real time. CCTV has the advantage that relatively large areas can be monitored and 
intruders can be seen as compared to other detection methods. The main use of CCTV 
is based on reaction to a past incident by revising image recorded; the aim of our 
work is to make the use of CCTV more efficient by assessing suspicious activity in an 
active manner and alert operators to an intrusion. By achieving an automatic detection 
some problems associated with this type of surveillance can be avoided. It is known 
that the span of concentration of any operator is very short [2], and there is unreliabil-
ity due to operator’s fatigue and poor detection due to large number of irrelevant 
images known as Eriksen effect[3]. Our approach produces realistic results with less 
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use of computer power and can cover large analysis of images in one system. Other 
works carried out in this field use more than one camera [4], 3D images [5] and skele-
tonization [6] increasing the amount of computer power required. In our work, artifi-
cial neural network, ANN, is used as a decision tool based on processed images. The 
Machine Vision System presented here has been designed to improve the current 
analysis procedure in order to simplify and improve detection reliability and warning 
signals. 

2   Problems Associated with Automatic Detection 

2.1   Auto-focussing  

Auto focusing is achieved by computing a focus score, and then trying to maximise 
this score by adjusting the camera focus control. The focus score provides a measure 
of the overall focus quality; therefore, in the case of an uneven focus plane this algo-
rithm would find the best compromise. [7] 

2.2   Illumination  

A very important aspect for a Machine Vision System is the image representation. 
Colour images can be represented in several different formats. The most common 
representation of colours is the Red, Green, Blue (RGB) colour space, as most image 
sensors provide data according to this model. RGB colour plane is suitable for image 
capture and reproduction, but for feature extraction proved to be inconvenient in this 
type of application, as histograms are greatly affected by changes in illumination.  
Problems are noticed when minor changes in the lighting conditions occur. One solu-
tion to overcome this problem is the use of a linear transformation from the RGB 
colour space into an alternative model Hue, Saturation and Lightness (HSL). The 
advantages over the RGB colour space is illustrated in figure 1 where the histogram 
for the same frame with 10% change in lighting condition is presented.  

    (a) 
 

   (b) 

Fig. 1. HSL histogram indicating the number of occurrences of a pixel versus pixel value for (a) 
test image (b) Test image with 10% change of lighting conditions 
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From these figures, we can see that the saturation plane is slightly affected and the 
hue plane is relatively unaffected. HSL will provide a threshold to separate objects of 
interest reducing the effect of illumination changes. 

3   Detection Algorithm 

The algorithms presented here detect the presence of a human within CCTV images 
by comparing images to a pre storage image without intruders present. An alarm can 
be activated if the object is approaching or is in a risk area; if the subject stops or 
slows down the algorithm presented can analyse posture for suspicious activity.  

3.1   Object Detection and Tracking 

This algorithm applies a median filtering to capture image, subtraction from original 
scene, histogram to select threshold, threshold and binarisation, pixel count to detect 
subject. A large number of pixel difference will indicate the presence of an intruder. 
Given the small size of objects in the external scene, additional processing steps are 
carried out. These steps include analysis of detected clusters yielding data on object 
size and shape characteristics.  

The shape factor, Fc, is defined as:-      F
L X

A XC = ( )

. ( )

2

4π
                      (1) 

where A(X) is the area of the object X and  L(X) is the perimeter of the object. It is 
invariant to rotation, reflection and scaling. It has no dimension and is equal to 1 for a 
disk.  It measures the elongation of an object.  

The inertia moments define some global characteristics of the object but it is the 
first order moments of inertia that define the barycentre.  They are defined in the 
discrete case as:- 
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where M1x is the first moment of inertia in the x plane. M1y is the first moment of iner-
tia in the y plane. (xi,yj) is a point in the object. 

The additional series of processing steps for the external scene is shown in figure 2. 
The barycentre and position of each detected object is passed to the tracking algo-

rithm after every frame acquisition. Subsequent frame acquisitions provide a new 
positional locator for each detected object. The tracking algorithm computes the linear 
distance from every initially detected object to every object detected in the subsequent 
frame acquisition.  The shortest distance between each initially detected object and 
subsequently detected objects is selected. The object that lies the shortest distance 
from the initial object is then determined to be the same object as in the previous 
frame.  The process is repeated for each frame acquisition thus allowing objects to be 
tracked. The Si factor provides one method for determining that tracked objects be-
tween successive frame captures are the same object within the images. The Si factor 
can be calculated as follows:- 

Si
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Fig. 2. Processing steps external scene 

where  A(XnI1) is the area of object Xn in Image 1. A(XnI2) is the area of object Xn in 
Image 2.  Fc(XnI1) is the shape factor of object Xn in Image 1.  Fc(XnI2) is the shape 
factor of object Xn in Image 2 

The Si factor is calculated for all objects detected and provides a confidence 
measure to determine that objects tracked between images are the same object. Ob-
jects detected between successive frames which have a Si factor which lies above the 
threshold can be assumed to be different objects. This provides the capability for  
the tracking algorithm to detect when an object has been lost rather than tracking the 
incorrect object. 

3.2   Detection and Suspicious Activity 

The identification of position and dimensions of a bounding box containing the object 
on interest is obtained to allow investigation of suspicious activity. Let x2 be the x co-
ordinate of the non-zero pixel with the lowest x co-ordinate value in the binary image. 
Let x2 be the x co-ordinate of the non-zero pixel with the highest x co-ordinate value 
in the binary image. Let y2 be the y co-ordinate of the non-zero pixel with the lowest y 
co-ordinate value in the binary image. Let y2 be the y co-ordinate of the non-zero pixel 
with the highest y co-ordinate value in the binary image. The co-ordinates of the four 
corners of the object-bounding box are therefore:- (x1,y1), (x2,y1), (x1,y1), (x2,y2).  

The detection of suspicious activity will require further processing on the image 
containing the object of interest within the bounding box. A novel process to elimi-
nate noise helps the automatic selection of thresholds of the object of interest using 
the following algorithm: (i) a buffer copy of the image to be cleaned up is generated. 
(ii) two successive erode functions are applied on the original image. (iii)  all pixels 
from the buffer copy 8-connected to the non-zero pixels from the image are added to 
the image. (iv)  step (iii) is repeated until no pixel is added. The next step is to reinsert 
the missing pixels within the object boundary. A closing algorithm is performed, 
using a kernel size of 5. A NOT function is performed. The result is an image which 

Pixel clusters obtained from binarised image

Pixel Area and Shape Factor calculated for each cluster

Threshold applied based on Pixel Area and Shape Factor (yields detected object)

Barycentre and Si Factor of Object Calculated

Next frame acquired

Algorithm repeated to obtain Barycentre of next detected object

Pixel distance between objects obtained

Si Factor of objects calculated

Objects with similar Si Factor deemed to be same object between frames

Process repeated as object tracked
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has a value of 0 associated with all objects, a value of 1 associated with the back-
ground and a value greater than 1 for every hole in the objects. By replacing the val-
ues greater than 1 with 0 and negating the image again, we achieve filling of holes. 
All objects too small are eliminated. This is achieved using the same algorithm as for 
binary noise removal, but with 7 erosion functions applied.  

After binarisation and elimination of noise, the object of interest is ready to be 
analysed suspicious activity using ANN. The ANN implemented is a Multi Layer 
Perceptron with one hidden layer. 

4   Results 

Knowledge of the scene is an important factor in determining a risk factor of the dif-
ferent areas. A sequence of images is captured from an external scene. Figure 3 shows 
a test scene used. This scene has four distinct areas: Area 1 pathways, Area 2 car park, 
Area 3 exit/entrances, Area 4 perimeter area. Risk Index takes values between 0 and 
1, where 0 represent the lowest risk. For this exercise the areas were given the follow-
ing risk factors: Area 1 risk 0.2, area 2 risk 0.6, Area 3 risk 0.7, and area 4 risk 0.8. 
The risk factor, the speed and direction of the object of interest will provide informa-
tion to be inputted to the neural network to decide in a warning.  

 

Fig. 3. Scene used with the four areas 

4.1   Tracking 

Figure 4 (a) and (b) shows 2 consecutive scenes containing one person, taken with the 
same camera set up. Each scene is processed under the detection algorithm. After 
threshold and binarisation and comparing with the original scene a number of clusters 
are found. The shape and area are calculated for each cluster allowing the elimination 
of clusters that are not within the shape and area threshold for our object of interest: a 
person.  

Table 1 shows area factor, shape factor, Si factor and position for the cluster de-
tected as a person using the threshold for a person for these two scenes. Other cluster 
will have large differences in shape, Si factor and area in two consecutives scenes and 
they will be outside thresholds. 

 



 Machine Vision Application to Automatic Intruder Detection Using CCTV 503 

 

Table 1. Parameters for scene (a) and (b) in fig. 4 

 Scene (a) Scene (b) Min Threshold 
position 102,137 147,139  
Area factor 211 167 150 
Shape factor 3.11 2.70 2.5 
Si factor 17 17  

 
                   (a)                                        (b)                                       (c) 

Fig. 4. Two consecutive scenes (a) and (b). In (c) the object of interest is shown for the 2 scenes 
after detection algorithms have been applied. 

Cluster will appear for object of no interest such birds, movements of branches, 
etc. After the detection and elimination of unwanted noise figure 4(c) shows the de-
tected person of the two scenes superimposed.  

4.2    Motion Analysis 

Detected objects that have met the size, shape and Si factor criteria are tracked in 
terms of their position within camera images. The Barycentre of each detected object 
is passed to the tracking algorithm after every frame acquisition. Subsequent frame 
acquisitions provide a new position for each detected object. The tracking algorithm 
computes the linear distance from every initially detected object to every object de-
tected in the subsequent frame acquisition. Figure 5 shows the movement of a person 
within the segmented areas of the scene analysed. 

 

Fig. 5. Human walker within a segmented image 
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Fig. 6. Response from the ANN and operator to 25 samples 

From this tracking scene information of speed, direction and presence in any of the 
4 areas was extracted to be presented to a trained ANN for determination of suspi-
cious activity. Figure 6 shows the response of the ANN to 25 path samples of people 
walking patterns in the different areas of the scene analysed indicating the degree of 
suspicious activity for each pattern. In the same figure the degree of suspicious activ-
ity assessed by human operators is also indicated.  

The ANN results of suspicious activity show a good correlation with the human 
operator response within scenes. An overall error of 10.7% difference between the 
ANN results and human operator results were found for these experimental results. 
This provides a good forewarning role allowing further investigation by a human 
operator. 

4.3   Posture Analysis 

If the person is not moving in areas that are considered a risk, his or her posture may 
indicate suspicious activity. This can be assessed from a scene following a bounding 
box determination and after the object is clean of noise with a well binarised image. 
Each image is subjected to a reduction algorithm, producing a quantised image, fol-
lowed by a 16 by 16 data array to be presented to the ANN. The ANN was trained to 
provide an output equal between 0.88 and 0.95 for a crouching posture. Figure 7 
shows results from a trained neural network to a set of 25 images containing humans 
in crouching position.  
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Fig. 7. Neural Network response for crouching postures 
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The results are close to the expected response, few responses fall outside the range 
by a small margin with a maximum error of 5%. This can also be used as a warning 
role. 

5   Conclusions 

The Machine Vision approach presented in this paper can improve the performance of 
automated analysis to determine whether suspicious activity is present in an open 
scene under CCTV surveillance. Working with HSL space reduces the problems as-
sociated with change in illumination conditions. The use of the barycentre allows the 
tracking of an object of interest reducing the amount of data to be processed. Our 
system can determine the presence and movements of a person and provide indica-
tions of suspicious activity based on pathway taken, speed, direction; the system can 
also provide indication of suspicious activity based on human posture analysis. These 
enable efficient monitoring and accurate review of scenes by an operator. The system 
proposed can provide a warning role to reduce the problem of human operator’s fa-
tigue and shortened attention span. This greatly increases the ability to carry out prop-
erly the task of constant and distant monitoring. The early groundwork proposed show 
promising results in detection of intruders in a large number of cameras.  
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Abstract. Multiple, often conflicting objectives are specific to analog design. 
This paper presents a multiobjective optimization algorithm based on GA for 
design optimization of analog circuits. The fitness of each individual in the 
population is determined using a multiobjective ranking method. The algorithm 
found a set of feasible solutions on the Pareto front. Thus, the circuit designers 
can explore more possible solutions, choosing the final one according to further 
preferences/constraints. The proposed algorithm was shown to produce good 
solutions, in an efficient manner, for the design optimization of a CMOS ampli-
fier, for two different sets of requirements. 

Keywords: genetic algorithm, multiobjective optimization, Pareto ranking, 
Pareto front, analog circuit design. 

1   Introduction 

Designing the analog part of a mixed-signal complex electronic circuit requires a long 
time of the overall design time, even if the analog part represent only a small fraction 
of the circuit. Unlike its digital counterpart, the analog design domain is not blessed 
with powerful tools that simplify the design process [1]. The role of CAD techniques 
for circuit analysis and optimization became essential to obtain solutions that satisfy 
the requested performance with the minimum time effort [2]. Due to the complexity 
of analog circuits, global and local optimization algorithms have to be extensively 
employed to find a set of feasible solutions that satisfies all the objectives and con-
straints required by a given application. 

Traditional single objective optimization does not allow multiple competing ob-
jectives to be accounted for explicitly; moreover they do not give circuit designer the 
freedom to choose among different, equally feasible solutions. A big step forward in 
this direction can be achieved using a multiobjective approach. This technique allows 
different objectives to be treated separately and simultaneously during the optimiza-
tion process [2].  

A multiobjective optimization algorithm should provide a set of nondominated in-
dividuals (Pareto front), or optimal solution set. Generating the Pareto set can be 
computationally expensive and it is often infeasible, because the underlying applica-
tion prevents exact methods from being applicable. A number of stochastic search 
strategies such as evolutionary algorithms, tabu search, simulated annealing, and ant 
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colony optimization have been developed [3]. As evolutionary algorithms are as-
sumed to yield good results on complex problems without explicit knowledge of the 
detailed interdependencies involved, they seem to be a tempting choice [1]. 

Genetic algorithms (GA) performing multiobjective optimization (MOO) have 
previously been used in analog circuit design to generate a set of Pareto optimal solu-
tions. In [2] the problem of analog IC design is formulated as a constrained MOO 
problem defined in a mixed integer/discrete/continuous domain. In [4] analog circuit 
satisfying a specific frequency response, using free circuit structures and including 
some parasitic effects, are produced in a single design stage. A coding scheme where 
the structure of the circuit and parameter values are encoded in a single chromosome, 
and a multiobjective GA is used in [5] to search for an optimal design of a CMOS 
operational amplifiers. A multiobjective evolutionary design methodology is used in 
[6] for the design of a 7-block hierarchical decomposition of a complex high-speed 
Delta/Sigma A/D modulator.  

The purpose of this paper is to develop and implement an algorithm for the design 
optimization of analog circuits, based on a multiobjective GA. The underlying MOO 
engine makes use of a genetic algorithm where the fitness of each individual in the 
population is computed using a Pareto multiobjective raking. Our proposed design 
method provides a set of optimal solutions (Pareto front) giving the possibility for the 
designer to select the final one in accordance to further preferences or constrains. The 
objective functions are formulated using fuzzy sets, while the evaluation of the cur-
rent design is performed by means of neuro-fuzzy models of circuit performances.                  

2   Multiobjective Optimization 

Multiobjective optimization is concerned with the minimization of a vector of objec-
tives f(x) that may be subject to a number of constrains or bounds: 

 

Find a vector x that       minimizes    {f1(x), f2(x), …, fn(x)}  subject to:   
    ,...,m   j,(x)g j 10 =≤  ;  ,...,pq,(x)hq 10 == ;         ul xxx ≤≤  . (1) 
 

where 0≤(x)g j  are inequality constrains, 0=(x)hq  are equality constraints, and 

lx and ux  are the lower and upper bounds of the variable vector x.  

Because f(x) is a vector, if any of its components are competing, there is no unique 
solution to this problem. Instead, the concept of noninferiority (also called Pareto 
optimality) must be used to characterize the objectives [7]. 

Following the well known concept of Pareto dominance, in the case of all objective 

functions minimization, an objective vector )( 1xf  is said to dominate another objec-

tive vector )( 2xf , if no component of )( 1xf  is greater that the corresponding com-

ponent of )( 2xf  and at least one component is smaller. Accordingly, we can say that 

a solution 1x is better than another solution 2x , i.e., 1x  dominates 2x if )( 1xf  domi-

nates )( 2xf [3].  

A solution *x  is said to be Pareto optimal, or a nondominated solution for a mul-
tiobjective optimization problem (all objectives minimization) if and only if there is 
no x such that 
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A nondominated solution is one in which an improvement in one objective requires 
the degradation of another. Optimal solution, i.e., solution nondominated by any other 
solution, may be mapped to different objective vectors. In other words, several opti-
mal objective vectors representing different trade-offs between the objectives may 
exist.  The set of optimal solutions is usually denoted as Pareto set, and its image in 
the objective space is denoted as Pareto front. With many multiobjective optimization 
problems, knowledge about this set helps the decision maker (circuit designer) in 
choosing the best compromise solution. In the following, we will assume that the goal 
of optimization is to find or approximate the Pareto front. 

3   The Proposed Algorithm 

Design optimization of an electronic circuit is a technique used to find the design 
parameter values in such a way that the final circuit performances meet the design 
requirements as close as possible.  

To solve this multiobjective optimization problem our approaches consider a ge-
netic algorithm to find or to approximate the Pareto set. Formulating the design objec-
tives for a real design is not always a simple task. The designers can usually accept a 
certain degree of fulfillment of the design objectives. 

In this paper, fuzzy sets are used to define the objective functions [8]. We will as-
sociate with each requirement one or two fuzzy sets whose membership functions will 
represent the corresponding fuzzy objective functions. The fuzzy objective functions 
became: 

 

( )( ) ]1,0[: →
kfkk Dxfμ   . (3) 

 

where 
kf

D is the range of possible values for fk(x), x is the vector of the design pa-

rameters, and fk is the kth performance function. ( )( )xfkkμ  indicates the error degree 

in accomplishing the kth requirement. A value μk=0 means full achievement of fuzzy 
objective, while a value μk=1 means that the fuzzy objective is not achieved at all. 
The formulation of the multiobjective optimization problem now becomes: 
 

Find x that minimizes   {μ1(f1(x)), μ2(f2(x)),…, μn(fn(x))} . (4) 
 

where n is the number of requirements. 
The performance functions used in our algorithm consist of neuro-fuzzy models of 

circuit performances. These neuro-fuzzy models (first order Takagi-Sugeno neuro-
fuzzy systems [9]) are built up based on input-output data sets using ANFIS [10].  

The heart of the whole algorithm is the optimization engine. A genetic algorithm 
(GA) is responsible for the exploration of the solution space in the quest for the opti-
mal solutions. Generally, the best individuals of any population tend to reproduce and 
survive, thus improving successive generations [11]. However, inferior individuals  
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can, by chance, survive and reproduce. In our case, the individuals consist of different 
versions (same topology, but different parameter values) which can evolve until a set 
of optimal solutions is reached (in terms of requirements accomplishment). The un-
derlying procedure of our GA for multiobjective optimization is presented in Fig.1. 

The evolution of the population starts with a random at uniform initialization. 
Each individual in the current population receives a reproduction probability depend-
ing on its own objective function values and the objective function values for all other 
individuals in the current population.  

As long as we are concerned with multiobjective optimization, for the fitness as-
signment the multiobjective ranking is used, in order to evaluate the quality of an 
individual. Each individual within a population receives a rank according to its qual-
ity. All solutions that are found during optimization and are not dominated by a dif-
ferent solution constitute the Pareto optimal solutions set. All these nondominated 
solutions will receive a maximum value for their rank. 

Rankmax=NInd-1 . (5) 

where NInd represents the number of individuals. 
For all the other solution the rank is computed using the relation: 

Rank=Rankmax-NDominating . (6) 

where NDominating is the number of individuals dominating the individual under consid-
eration. All nondominated solutions have a high selection probability, while the 
dominated solutions have a lower selection probability, decreasing with the number of 
dominating individuals.  
 

Current population 
(parents) 

Fitness assignment 

Selection

Recombination

Mutations 

New population 
(offsprings) 

Multiobjective 
ranking (Pareto) 

Roulette wheel 

Intermediate  
recombination 

Real valued 
mutation 

Fig. 1. Genetic algorithm multiobjective optimization 
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For the selection, our approach uses the roulette-wheel method. Even if this 
method is the simplest selection scheme it provides good results, without significant 
loss of population diversity, when it is used in conjunction with a rank-based fitness 
assignment (as is the case in this paper), instead of proportional fitness assignment. 
For each individual j a selection probability is computed as: 

∑
=

=
N

i

j
j

iRank

Rank
yprobabilitSelection

1

)(

_  . 
(7) 

where N is the number of individuals. 
The individuals are mapped to contiguous segments of a line, such that each indi-

vidual's segment is equal in size to its selection probability. A uniformly distributed 
random number is generated and the individual whose segment spans the random 
number is selected. The process is repeated until the desired number of individuals is 
obtained (called mating population).  

Recombination produces new individuals by combining the information contained 
in two or more parents. For our real valued variables the intermediate recombination 
method was chosen. Offsprings are produced according to the rule [12]:    

( ) NvarjVaraVaraVar P
jj

P
jj

O
j ...,,2,1,1 21 =−+=  . (8) 

where O
jVar represent the thj variable of the offspring, 1P

jVar represent the thj vari-

able of the first parent, and 2P
jVar represent the thj variable of the second parent. The 

scaling factor ja is chosen uniformly at random over an interval ]1,[ dd +− , for each 

variable. A value of 25.0=d ensures that the variable area of offspring is the same as 
variable area spanned by the variables of the parents [12].   

By mutation, individuals are randomly altered. In [13] it is shown that a mutation 
rate of 1/m (m: number of variables of an individual) produced good results for a wide 
variety of test functions. That means that per mutation only one variable per individ-
ual is changed/mutated. Such an operator [12] was considered here: 
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In the above equations, jdomain represent the domain of the variable jVar and k pa-

rameter defines indirectly the minimal step-size possible and the distribution of muta-
tion steps in the mutation range. Typical values for k are }20,...,5,4{∈k [12].  

Our GA uses the pure reinsertion scheme: produce as many offsprings as parents 
and replace all parents with offsprings. Every individual lives one generation only.   
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4   Experimental Results 

Our optimization algorithm is developed in the Matlab. It accepts three types of re-
quirements “greater than”, “equal” and “smaller than” for each design requirement.  

We used our algorithm to design a CMOS simple transconductance amplifier 
(SOTA). Due to the lack of space, is not given here, but it can be found easily in the 
literature [14]. The circuit is designed for a set of three requirements: voltage gain – 
Av, gain-bandwidth product – GBW and common mode rejection ratio – CMRR, using 
four design parameters: three transistor sizes (W/L)12, (W/L)34, (W/L)56, and a biasing 
current Ib. All design parameters have lower and upper bounds, determined so that the 
transistors in the circuit will remain in their active region regardless the combination 
of parameter values. These bounds are: LB=[20, 0.5, 0.75,   1] and HB=[70, 4, 7.5, 
100]. The values of GA parameters used in our experimentations are: d=0.1, r=0.1, 
k=18, m=4 and a recombination rate of 1. 

The design optimization of SOTA is first illustrated for a set of “equal” require-
ments as they are presented in Table 1. The optimization was run for a population of 
400 individuals for 1000 generations (iterations). 

Table 1.   Performances and objective functions for “equal” type requirements 

Requirements 
Av 

=40 
GBW 

=5000 [kHz] 
CMRR 

=500000 
Performances 40.46 4891 487418 

Indiv.1 
Obj. function 0.0008 0.0012 0.0013 
Performances 40.04 4613 472018 

Indiv.2 
Obj. function 7.3897e-6 0.0156 0.0063 
Performances 40.81 4980 466923 

Indiv.3 
Obj. function 0.0025 4.09479e-5 0.0088 
Performances 41.37 4716 500158 

Indiv.4 
Obj. function 0.0071 0.0084 2.96298e-5 

 
At the end of the optimization our algorithm found 34 individuals on the Pareto 

front. Due to the lack of space we present the performances and the values of objec-
tive functions for four of them in Table 1. Indiv.1 was selected as the one with mini-
mum average objective function (0.0011). Indiv.2 is the better one from the point of 
view of Av requirement, meaning that it has a minimum value of the objective func-
tion for Av in the entire Pareto set (7.3897e-6). Indiv.3 is the one having the minimum 
objective function for GBW requirement in the final Pareto set (4.09479e-5). From the 
point of view of CMRR the best individual is Indiv.4 whose objective function is 
2.96298e-5. Each individual constitutes a feasible design solution, the final decision 
being made by the circuit designer. 

The individuals (values of the design parameters) are presented in Table 2. The dy-
namical behavior of our optimization algorithm is presented in Fig.2. The quality of 
the entire population is improved generation by generation especially at the beginning 
of the optimization. The average of the objective functions in the entire population 
decreases continuously from an initial value of 0.4109 down to 0.0046.  
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Table 2.  Individuals for “equal” type requirements 

Design parameters  
(W/L)12 (W/L)34 (W/L)56 Ib[µA] 

Indiv.1 62.3 2.6 7.3 100 
Indiv.2 59 2.5 7.4 94.1 
Indiv.3 63.1 2.7 7.3 94.1 
Indiv.4 57.4 2.7 7.1 94.4 

 

 
 
 

 
The quality of the Pareto front is improved during optimization in a slightly oscil-

lating manner, meaning that not always a new Pareto front is better than the previous 
one. The average of the objective functions in the Pareto front decreases from an 
initial value of 0.18254 down to a final value of 0.0038. The dimension of the Pareto 
front varies during the evolution (Fig.2), with a minimum of 23 individuals in genera-
tion 149 and a maximum of 85 individuals in generations 474 and 588. 

The design optimization of SOTA is then illustrated for a set of “greater than” re-
quirements: Av>50, GBW>3000[KHz], CMRR>1200000.The optimization was run for 
a population of 100 individuals for only 50 generations. In the population evolution 
there was only 1 individual on the Pareto front up to the iteration 41. From that point 
forward, the number of individuals on the Pareto front was increased continuously up 
to the final value of 97 individuals (out of 100). The performances of five individuals 
and the corresponding individuals from the final Pareto front are presented in Table 3; 
all design requirements being accomplished. The individuals are quite similar to each 
other, a possible interpretation being that during the evolution some diversity of  
 

Fig. 2. Dynamic behavior of the optimization algorithm 
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Table 3.  Optimization results for “greater than” type requirements 

Performances  Individuals 
Av GBW CMRR (W/L)12 (W/L)34 (W/L)56 Ib[µA] 

59.83 3369.16 1252521.98 20.20 3.60 5.70 84.20 
59.68 3389.05 1234074.67 20.30 3.60 5.80 82.50 
60.90 3468.18 1242884.89 20.20 3.80 5.70 82.10 
59.84 3369.10 1220738.45 20.20 3.60 5.60 82.30 
58.98 3363.40 1211318.90 20.40 3.50 5.90 81.20 

 
population was lost. The genetic algorithm can be improved if some condition to 
preserve the population diversity is introduced. 

5   Conclusions 

A method to design analog circuits using a GA-based multiobjective optimization was 
presented in this paper. The method uses a multiobjective ranking procedure to com-
pute the fitness of individuals. The algorithm was used to design a CMOS amplifier 
for different sets of requirements. The algorithm always produces a set of Pareto op-
timal solutions, regardless the type of requirements (“equal” or “greater than”). The 
algorithm is an efficient one, the individuals in the Pareto front being permanently 
improved by evolution.  

Further research work should be performed to improve the algorithm by introduc-
ing an elitist solution and to maintain population diversity.  
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Abstract. Today there is a need for high performance chips that can provide 
very low power consumption, yet can operate over a number of application 
standards, such as operating a number of telecommunication standards depend-
ing on which country the device is in. This paper presents a new framework to 
enable the design of flexible systems by incorporating different range of recon-
figurability in an embedded platform within an SOC design automatically. The 
SOC design automation involves identifying the best architectural features for 
the SOC platform, the configuration setting of reconfigurable cores, the type of 
interconnection schemes, their associated parameters such as data bandwidth, 
and placement of embedded cores in the communication infrastructures. For 
this optimization problem, a two-stage multi-objective optimization algorithm is 
presented. A multi-standard wireless telecommunication protocol is used to 
demonstrate our optimized designs in terms of area, power and performance.  

1   Introduction 

The current design automation technology has not been able to match the advance in 
System-On-Chip technology [1], therefore the ability to use the increasing number of 
gates effectively has decreased. Existing design methodologies are restricted and 
mainly based on verification. This paper presents a new design tool to automatically 
create a digital system directly from a description of the application described in 
software. In addition, an intelligent multi-objective optimization algorithm is provided 
to tune the architecture for optimal results under different configurations. 

Recently numerous reconfigurable architectures have emerged that can be embed-
ded within an SOC platform. Custom reconfigurable embedded cores can be recon-
figured with a small set of configuration bits rather than reconfiguring millions of 
switch boxes like FPGAs. These provide the advantage of high performance as well 
as flexibility to future upgrades and dynamic reconfiguration. Reconfigurable SOC 
architecture incorporates both fixed and newly emerging custom reconfigurable cores. 
To our best knowledge, there is no existing approach for concurrent optimization of 
system-level placement of embedded cores and interconnection topology in such 
reconfigurable SOC architectures.  Custom reconfigurable cores can provide multiple 
standard applications in a single chip, i.e. the resultant architecture should be optimal 
in different configuration of reconfigurable cores. These optimizations will minimize 
the overall power consumption and resource area utilization and maximize the whole 
system’s throughput. 
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2   Related Work 

There has been considerable effort in designing tools that enable a designer to meas-
ure various performance metrics of System-on-Chips. Platune framework [2] tunes 
performance and power consumption of SOC platforms. Platune is used to simulate 
an embedded application that is mapped onto the SOC platform and output perform-
ance and power metrics for any configuration of the SOC platform. It proposes a 
space exploration algorithm based on the dependency between parameters. The basic 
idea is to cluster dependent parameters and then carry out an exhaustive exploration 
within these clusters. If the size of these clusters increases too much, due to great 
dependency between the parameters, the approach becomes a purely exhaustive 
search, with a consequent loss of efficiency. 

In ARTS [3], a multi-objective genetic algorithm is proposed to optimize mapping 
a set of task graphs onto a heterogeneous multiprocessor platform. The objective is to 
meet all real-time deadlines subject to minimizing system cost and power consump-
tion, while staying within bounds on local memory and interface buffer sizes.  

Ascia et al. [4] propose a strategy for exploration of the architectural parameters of 
the processor, memory, and bus making up a parameterized SOC platform with tight 
power consumption and performance constraints. It uses multi-objective genetic algo-
rithms as optimization technique for DSE. 

Most of the tools outlined so far are designed for tuning of design parameters and 
subsystems toward a single fixed optimal SOC solution. Our proposed framework 
(ReCAD) extends such work further by allowing for power, area and throughput 
analysis of an entire parameterized reconfigurable SOC platform, to achieve a number 
of optimal results (for each scenario or standard) on the reconfigurable SOC platform 
within its range of configuration. Furthermore, while the earlier work has either fo-
cused on simulation of a user-selected configuration or design space exploration, 
ReCAD allows for automatic search and exploration of Pareto-optimal configurations 
with the ability of transaction level simulation of whole system for more accurate 
performance evaluation and speeding up system verification.  

3   ReCAD Framework 

The main aim of developed ReCAD tool is to automate the development of multi-core 
architectures, incorporating custom reconfigurable components, conventional RISC 
based processors, hardware accelerators and memory blocks etc. The components are 
added in the built-in library. Depending on the application required, components can 
be chosen to be integrated. In order to get the optimized system, the tool selects the 
communication media and embedded cores from the library of components with char-
acteristics that satisfy the user constraints.  

In order to verify the functionality of the many different configurations generated 
by platform transformations, there is a need for a fast simulation. To facilitate the ease 
of simulation, the most successful approaches are based on SystemC [6]. 

For power estimation, a state-based power model integrated with SystemC is used. 
Throughput estimations are mainly based on the SystemC simulations. A design space 
exploration will be used to search possible interconnection schemes with optimal 
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placement of components in the communication medium to meet power and perform-
ance constraint of each application scenario.  

4   Architectural Tuning for Multi-standard Applications 

This section discusses the development of what we term the architectural tuning en-
gine, which deals with: 

a. Identifying the best architectural features for the SOC platform including embedded 
core types and interconnection schemes.  
b. Identifying best parameter sets associated with each entity including configuration 
settings and bus bandwidth. 
c. Determining the optimal core placement in the communication medium. 

The above tasks should be carried out with considering the multi-scenario application 
to meet all scenarios’ (standards’) constraints. To identify the optimal set of embed-
ded cores, interconnection topology and its associated parameters, a mapping of com-
ponents to the communication medium is necessary. The power and throughput met-
rics may vary with different placement of modules in the interconnection scheme. For 
this reason, objectives should be examined against each feasible placement to identify 
the optimal solution which its performance results meet all required scenarios’  
specifications. 

Like similar approaches, the ReCAD framework includes RTL implementation of 
each component of its library. Through one-off RTL synthesis of components, their 
resource area utilizations are calculated. In ReCAD tool, SystemC model for each 
SOC platform component as object has been developed which then could be used to 
model the complete SOC platform as communicating objects.  

A SystemC based power model is developed for measurement of component’s 
switching activities to obtain power estimation more accurately [5]. It is important to 
notice that gate-level simulation (for power analysis) has to be performed only once 
for each component. Therefore, when executing the complete system level model of a 
particular configuration, fast and sufficiently accurate power estimates will be ob-
tained. Moreover, the SystemC models of components enable us to estimate overall 
throughput more accurately with a fast SystemC simulation compared to RTL based 
estimations. We assumed that power and throughput estimations of communication 
media depend on the transaction size of data between two ports. Since, the distance 
and type of two communicating ports have impact on the throughput and power con-
sumption of the system, the transaction size is not the only major factor for perform-
ance estimation, especially in hybrid interconnections and NoCs. For this reason, the 
proposed SystemC power simulation is used for different traffic patterns between 
each two ports of the interconnection schemes. Thus, an approximate throughput and 
power consumption of the interconnection medium will be obtained for each commu-
nication scenario. With this information, we are able to estimate the overall area, 
power, and throughput of a complete reconfigurable SOC platform in different con-
figuration modes to examine whether the estimated reconfigurable SOC solution 
meets the required constraints of each application scenario.  
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So far, we have described the simulation model and power analysis techniques 
used in the ReCAD tool. In the next section, we formulate the exploration problem 
and outline the algorithms used for performing it automatically. 

5   Design Space Exploration 

5.1   Problem Definition 

Let S be a parameterized reconfigurable SOC platform with n parameters. The generic 
parameter pi, i=1, 2, … , n, can take any value in the set Vi.  A complete assignment of 
values to all the parameters is a configuration. The problem is to efficiently, compute 
the Pareto-optimal configurations, with respect to power, area and throughput, for a 
multi-scenario application executing on the reconfigurable SOC platform. In our 
problem, a configuration Ci is Pareto-optimal if no other configuration Cj has better 
power as well as area and throughput than Ci. 

Our SOC platform is composed of numerous embedded cores and interconnection 
schemes. The type of embedded cores and interconnection scheme parameters need to 
be identified and fixed for the application. However, configuration settings of recon-
figurable embedded cores provide flexibility to the SOC platform in order to execute 
multiple standard applications. In contrast with traditional design space exploration 
problem that an optimal fixed configuration should be achieved for a fixed application, 
here a reconfigurable SOC platform for a multi-standard application should be provided. 

Therefore, we adapt traditional DSE problem to meet our requirement. We define 
two sets of parameters for optimization. The first set includes the configuration setting 
of reconfigurable cores and the second one includes the rest of parameters. Now, we 
use a two-stage design space exploration: in the first stage the configuration space 
should find Pareto-optimal solutions for the application scenario with the 
min(Objective1) among all application scenarios, for example a standard with maxi-
mum power consumption constraint. In this stage all reconfigurable cores are set to 
their largest configuration size. Then in the second stage, there would be a set of op-
timal solutions that should explored by only the configuration setting parameter to 
meet constraints of each scenario, which can be explored by heuristics such as hill 
climbing algorithm.  

5.2   Multi-objective Optimization 

To obtain an optimized solution for the exploration problem, first we need to define a 
DSE strategy that will give a good approximation of the Pareto-optimal front for a 
SOC platform S and an application A, simulating as few configurations as possible. 
The search for optimal configurations is a question of multi-objective optimization, 
where some of the objectives conflict with others, for example, performance and 
power consumption. Although this causes a considerable increase in the complexity 
of DSE strategies, it has the advantage of offering the SOC designer not one but a set 
of optimal configurations (Pareto-optimal set) from which he can choose the one that 
represents the best tradeoff in relation to the set of constraints has to  be met. There 
are two main approaches for DSE of SOC platform. The first, GA, uses Genetic Algo-
rithms as the optimization engine. A configuration is mapped onto a chromosome and 
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a population of configurations is made to evolve until it converges on the Pareto-
optimal set.  

The second approach is the interdependency model proposed in [2], which tries to 
prune the configuration space. They have used a graph model to capture the parameter 
interdependencies. Such a graph is constructed with its nodes representing parameters 
and edges representing interdependencies between parameters. 

This algorithm consists of two phases. The first phase performs a local search for 
Pareto-optimal configurations. The phase performs clustering of interdependent nodes 
in the graph. This is the same problem as finding strongly connected components of a 
graph (e.g., a depth first search can be used to accomplish this). The second phase 
iteratively expands the local search to discover global Pareto-optimal configurations. 
The stage combines pairs of clusters into a single cluster and computes Pareto-optimal 
configurations within it. Then, it limits the space of this new cluster to the Pareto-
optimal configurations only. This procedure is repeated until all the clusters have been 
merged and a single cluster remains. The Pareto-optimal configurations within this 
last cluster represent Pareto-optimal configurations of the entire configuration space. 

5.3   Genetic Algorithm 

The approach we propose for exploration of the configuration space of a parameter-
ized reconfigurable SOC uses both inter-dependency and GA algorithms. For GA 
approach, we chose SPEA2 [6], which is very effective in sampling from along the 
entire Pareto-optimal front and distributing the solutions generated over the trade-off 
surface. The representation of a configuration can be mapped on a chromosome 
whose genes define the parameters of the system. The gene coding the parameter Pi 
can only take the values belonging to the set Vi. The chromosome of the GA will then 
be defined with as many genes as there are free parameters and each gene will be 
coded according to the set of values it can take (Fig. 1). For each objective to be op-
timized, it is necessary to define the respective measurement functions. These func-
tions, which we will call objective functions, frequently represent cost functions to be 
minimized (area, power, and throughput).  

 
Fig.1. Representation of a configuration as a chromosome 
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6   Result Analysis 

The proposed tuning algorithm has been applied to a multi-standard telecommunica-
tion application which handles different standards: WiMAX, WLAN, GSM, and 3G-
CDMA with embedded custom reconfigurable cores of FFT and Viterbi decoder.  

Fig. 2 shows the parameterized embedded cores targeting multiple standard wire-
less SOC devices used in our experiments. In our parameterized reconfigurable SOC 
architecture, there are two global parameters (data and address-width) to parameterize 
data bandwidth of embedded cores and interconnection schemes. Unlike other ap-
proaches, we use two parameters for interconnection cores: topology and placement. 
Topology parameter chooses the topology of interconnection structure, and Placement 
parameter determines the placement of embedded cores in the communication infra-
structure. To obtain estimation values of power and area for the placement parameter, 
a set of different traffic patterns has been simulated between each two ports that their 
average power consumption and throughput give a realistic estimation of the interac-
tion between ports to evaluate the effect of different placements. Moreover, configu-
ration setting parameters should be optimized for a range of configurations to give 
optimal solution in different wireless standards. 

We explored the configuration space for the mentioned application standards. In 
the first stage, we have optimized our architecture with configuration setting parame-
ters for the 3-G CDMA standard (FFT Size=4096, Constraint Length=9, Code 
Rate=1/3). In this stage, we have simulated our architecture with two algorithms: the 
GA one and the interdependency approach [2].  

With the set of optimal solutions obtained from the first stage, in the second stage, 
these solutions are explored by only the configuration setting parameters to meet 
constraints of each standard with a hill climbing algorithm. Results are summarized in  
 

Fig. 2. Parameterized cores for optimization of a reconfigurable SOC architecture for multiple 
wireless standard applications 
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Table 1. Two Stage Optimization Results 

GA B ASED Inter-Dependency B ased  
Stage Config. 

Space 
Pareto  

Optimal  
Throughput  
Trade-off 

Power 
Trade-

off 

Area 
Trade-

off 

Config. 
Space 

Pareto  
Optimal  

Throughput  
Trade-off 

Power 
Trade-

off 

Area 
Trade-

off 
1 967670 396 7.4 8.3 9.1 967670 743 7.4 8.3 9.1 

2 28512 26 6.3 6.4 4.5 53496 43 5.5 5.5 4 
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Fig. 3. Power/Throughput Tradeoff in the two stage optimization with different algorithms in 
the first stage and hill climbing heuristics in the second stage  

Table 1. The power, throughput, and area trade-offs of the Pareto-optimal configura-
tions for all 4 application standards are presented. In the second stage, average trade-
offs decreased with the interdependency algorithms [2] due to its effective configura-
tion pruning algorithm.  

Fig. 3 presents the power/throughput tradeoff results in our two stage optimization 
with the two different algorithms used in the first stage: GA and Inter-dependency 
approaches. The simulation times with the GA algorithm were in the range of few 
seconds, whereas the Inter-dependency approach needed hours to compute the opti-
mal solutions. On the other hand, the Inter-dependency approach was more effective 
in pruning the configuration space. The simulation times of our second stage were in 
the range of minutes, since it optimized a small configuration space with a few con-
figuration setting parameters. 

7   Conclusion 

This paper has presented a tool for automatic creation of digital systems directly from 
a description of the application described in software. Further to this, an intelligent 
multi-objective optimization algorithm has been specially tailored to tune the archi-
tecture for optimal results with different configuration. This proposed novel approach 
involves concurrent optimization of system-level placement of embedded cores and 
interconnection topology within a custom reconfigurable SOC architecture for a 
multi-scenario application.  Custom reconfigurable cores can provide multiple  
standard applications in a single chip, i.e. the resultant architecture is optimized in 



522 A. Ahmadinia, T. Arslan, and H.F. Canque 

 

different configuration of reconfigurable cores. These optimizations minimize the 
overall power consumption, resource area utilization and maximize the whole sys-
tem’s throughput. This approach has been applied to a wireless multi-standard appli-
cation, and the results demonstrate the feasibility of our proposed approach. 

References 

1. International Technology Roadmap for Semiconductors (ITRS), 2005 edn  
2. Givargis, T., Vahid, F.: Platune: A Tuning Framework for System-on-a-Chip Platforms. 

IEEE Tran. on Computer Aided Design 21(11), 1317–1327 (2002) 
3. Madsen, J., Stidsen, T.K., Kjaerulf, P., Mahadevan, S.: Multi-Objective Design Space Ex-

ploration of Embedded System Platforms. In: Conference on Distributed and Parallel Em-
bedded Systems (DIPES), Braga, Portugal, October 11-13, 2006, pp. 185–194 (2006) 

4. Ascia, G., Catania, V., Palesi, M.: A GA based design space exploration framework for pa-
rameterized system-on-a-chip platforms. IEEE Transactions on Evolutionary Computa-
tion 8(4), 329–346 (2004) 

5. Ahmadinia, A., Ahmad, B., Arslan, T.: Efficient High-Level Power Estimation for Multi-
Standard Wireless Systems. In: Proceedings of IEEE Computer Society Annual Symposium 
on VLSI (ISVLSI), Montpellier, France, April 7-9, 2008, pp. 275–280 (2008) 

6. Zitzler, E., Laumanns, M., Thiele, L.: SPEA2: Improving the performance of the strength 
pareto evolutionary algorithm. In: Evolutionary Methods for Design, Optimization and Con-
trol with Applications to Industrial Problems, Athens, Greece, pp. 95–100 (2001) 

 



 

J.D. Velásquez et al. (Eds.): KES 2009, Part II, LNAI 5712, pp. 523–530, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Vocabulary Learning Environment with Collaborative 
Filtering for Support of Self-regulated Learning 

Masanori Yamada1, Satoshi Kitamura1, Shiori Miyahara2, and Yuhei Yamauchi1 

1 Interfaculty Initiative in Information Studies, the University of Tokyo,  
7-3-1, Hongo, Bunkyo-ku, Tokyo, 113-0033, Japan 

{masanori-y,satkit,yamauchi}@iii.u-tokyo.ac.jp 
2 Consortium for Renovating Education of the Future, the University of Tokyo,  

7-3-1, Hongo, Bunkyo-ku, Tokyo, 113-0033, Japan 
miyahara@coref.u-tokyo.ac.jp 

Abstract. This study elucidates issues related to using online vocabulary learn-
ing environments with collaborative filtering and functions for cognitive and 
social learning support in learner-centered learning, which requires learners to 
be self-regulated learners. The developed system provides learners with a  
vocabulary learning environment using online news as a test installation of 
functions. The system recommends news to each learner using a collaborative 
filtering algorithm. The system helps learners to use cognitive and social learn-
ing strategies such as underlining, along with a word-meaning display based on 
the learner’s vocabulary proficiency level. We investigated effects of the system 
on perceived usefulness and learning performance as a formative evaluation. 
Learners regarded this system as a useful tool for their language learning over-
all, but rated several functions low. Confirming the learning performance, the 
learner’s vocabulary proficiency level improved significantly. 

Keywords: Language learning, Educational technology, Learning strategies, 
Aptitude treatment interaction, Collaborative filtering. 

1   Introduction 

Concomitantly with the advancement of information communication technology, 
interest in using online learning environments for language learning has grown. Nev-
ertheless, learners must be self-regulated when using learner-centered learning envi-
ronments without instructors, such as online learning. Self-regulation is an important 
factor in successive language learning [1]. That is particularly true in Japan, where 
Japanese people have few opportunities to communicate with foreign language speak-
ers. Consequently, a common topic is how to support online learning activities to 
foster self-regulated learners. 

For self-regulated learners, the effect of the online language learning environment 
on learning performance is limited because this environment specifically includes 
self-regulated learners [2]. It is apparently difficult for non-self-regulated learners to 
continue to learn foreign languages in an online language learning environment. 
Therefore, learning activities can be supported based on three points of view: cogni-
tive learning strategies, motivation, and social support. 
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First, cognitive learning strategies directly promote understanding of the learning 
objective. Promotion of the use of cognitive learning strategies is apparently effective 
for the support of self-regulated learning [3]. However, instruction about learning 
strategies in a face-to-face classroom environment blended with online learning [4], 
and socio-affective strategies such as pair learning [5] are mainly conducted because 
improvement and research related to language learning specifically emphasizes face-
to-face instruction. Consequently, it is necessary to develop functions in online lan-
guage learning environments for the use of cognitive learning strategies. 

Secondly, motivation is a central factor in successive learning. Especially, potential 
problems related to motivation arise in online learning environments. One is connected 
with the learning materials themselves. In language learning, input information such as 
learning material has a strong effect on learning performance [6] and motivation [7]. 
Input means written or spoken information in the target language that the learner can 
comprehend (e.g. [6], [8]). It is useful to refer to aptitude treatment interaction (ATI) 
for learning contents and system development. Actually, ATI signifies the interaction 
effect of learner’s features and learning contents on learning performance, i.e., the 
effect of learning materials depends on the learner’s independent features such as the 
learner’s level, learner’s interest, and hobbies [9]. Learning support considering ATI is 
apparently effective on learning performance and on the enhancement of learners’ 
motivation. It is difficult for an online learning environment to provide appropriate 
learning materials to each learner because teachers must prepare learning materials 
conforming to each learner’s prior knowledge and preferences. The other factor is 
related to isolation. Learners tend to be isolated in an online learning environment, 
apart from the face-to-face classroom. In this situation, learners share and receive little 
information and feedback that is usually effective for promotion of learning from the 
social affective and learning consciousness perspectives [10]. This lack of feedback 
inhibits learners’ motivation. Communication tools such as Bulletin Board Systems are 
often added to online learning environments to solve this problem, but few learners use 
communication tools because of the lack of context in which to use them.This study is 
intended to develop English news distribution systems for English vocabulary learning, 
considering the enhancement of self-regulated learning from the viewpoints of self-
experience and social assistance, which facilitate self-regulated learning processes 
[11]. We evaluate this system from the viewpoints of learners’ perceived satisfaction 
and learning performance as a formative evaluation phase. 

2   System Development 

2.1   System Architecture 

This system is a client/server system. Clients include software allowing the support 
functions of cognitive learning strategies, and communication for social learning 
support among learners. Client software was developed using Asynchronous 
JavaScript and XML (AJAX). The server side includes software for English news 
distribution, in addition to storage of learners’ use of the support function of cognitive 
learning strategies. These functions in software are implemented mainly in JAVA, 
and partially PHP (news scraping). The server system works on an Apache 2.0 web 
server with the PHP module, and a JBoss application server 3.2.7. PostgreSQL 8.1.4 
was used as a database server. 
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2.2   System Functions 

This system includes three components for learners to learn vocabularies through 
encouragement of self-regulated learning. They are respectively designed for 

(1) promotion of use of cognitive learning strategies, 
(2) aptitude treatment interaction (ATI), and 
(3) support of active interaction and feedback between learners. 

The use of cognitive learning strategies such as underlining and motivating with 
learning materials in which learners have an interest are reportedly effective for fruit-
ful learning experiences [3]. This study first designed and developed underlining, 
meaning display and word-memorizing functions for support to use cognitive learning 
strategies (elaborating by highlighting and using dictionary). The underlining function 
enables a learner to underline sentence(s) or word(s) when the learner finds it impor-
tant for their learning or interest. Regarding meaning display, this system displays a 
word meaning when learners put a mouse cursor over an underlined word. The num-
ber of words displaying meaning depends on the learner’s vocabulary level judged 
according to The Japan Association of College English Teachers (JACET) vocabulary 
level, which is a standardized vocabulary level measurement for English learners over 
college level. The word-memorizing function enables learners to make lists of un-
known words. When a learner finds an unknown word, the learner can make such a 
list by clicking the word. This system records the word and news headers that learners 
have read. 

The second component is used for motivating learners by providing appropriate 
learning materials, considering ATI. To do so, we implement collaborative filtering 
for the provision of learning materials along with the learner’s interest. Collaborative 
filtering is an algorithm for the recommendation of information. The system with 
added collaborative filtering predicts a user’s preference based on analyses of a simi-
lar user’s preference. A collaborative filtering algorithm first finds similar users. Col-
laborative filtering has various ways to find similar users. An important way to find 
similar users is to use the correlation rate between users in a preference pattern. Users 
who have a high correlation rate are regarded as similar users to active users.This 
study used the “GroupLens” algorithm [12], which is a representative algorithm based 
on a memory-based approach, for collaborative filtering. This system predicts an 
active learner’s interest in an unread article, calculating Pearson’s correlation coeffi-
cient using similar users’ rating data for read articles. This study is intended to exam-
ine the practical use of collaborative filtering in educational settings. Therefore, a 
simple design and algorithm are preferred for our future research, although many 
researchers suggest an improved algorithm [13],[14]. Therefore, we used the “Grou-
pLens” algorithm as a test installation. 

The last function related to interaction among learners aims to motivate learners to 
understand the content and active feedback. White (2003) suggests that social learn-
ing support such as feedback among learners affects the promotion of self-regulated 
learning. After the active learner clicks a news reader icon, this system shows news 
readers each article and an article list of news that readers have already read.  
Furthermore, learners can comment on each article. This function seems to reduce 
isolation and encourage readers to read articles, being aware of similar learners. The 
system interfaces are displayed in Figs. 1 and 2. 
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Fig. 1. Interface of top page (displaying recommended news header) 

Fig. 2. Word meaning display 
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3   Methodology 

3.1   Subjects 

The subjects in this study were 235 university students. All subjects were non-native 
speakers of English. Of them, 132 subjects were prospective employees of the same 
company. Of the 235 students, 91 subjects were asked to read and rate the degree of 
interest in article content every day to support collaborative filtering. Therefore, data of 
132 subjects were analyzed in this study for evaluation of this system. The subjects’ 
proficiency in English varied from that of low-level students, who had difficulty in read-
ing short passages, to that of high-level students who had studied English education. All 
subjects had reached at least a high school standard level in grammar and vocabulary. 
Because of privacy rules of the company, information about subjects was not provided. 

3.2   Procedure 

In all, 132 subjects were asked to use this system voluntarily for one month. First, 132 
subjects were asked to take a vocabulary test (JACET test) to find a suitable assis-
tance level to display the word meaning, and to evaluate the system’s effects. Each 
subject accesses and uses this system whenever and wherever they want to. An online 
help file was uploaded on this system because of the lack of opportunity to meet sub-
jects through this term. After one month, subjects were asked to answer question-
naires about their satisfaction with articles and the system’s usability. Finally, we 
asked 132 subjects to take the JACET vocabulary test again. 

3.3   Data Collection 

This study investigated the contribution of functions to learning performance as for-
mative evaluation. Data were collected in two ways. The first is a questionnaire. All 
subjects were required to answer a questionnaire after the experiment. The question-
naire asked all subjects to rate the perceived satisfaction with quantities of distributed 
articles, the degree of interest in article contents, and the degree of perceived helpful-
ness of each function from a 5-point rating scale. 

4   Results 

4.1   Perceived Effect and Usability of This System 

In all, 56 learners answered the questionnaire. Table 1 presents the number of subjects 
who rated the degree of perceived effect and usability in each item. The results re-
vealed that this system was apparently effective on their learning and the perceived 
satisfaction overall. Items related to a learner’s interest in news (“This system did not 
recommend articles in which I have an interest”, and “There is no genre that I wanted 
to read”) were rated as effective. Regarding the evaluation of functions, the meaning 
display function and comment function were rated highly, but the underlining func-
tion was not evaluated positively. Learners felt burdened by rating their interest in 
each article, which plays an important role in predicting learners’ interest based on 
responses of similar learners. 
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Table 1. Results of the perceived effect of this system 

 
Strongly 
agree 

Agree Neither Disagree 
Strongly 
Disagree 

The quantities of  
recommended news are 
suitable for me 

2 24 11 17 2 

I had interest in news 
recommended by this 
system 

4 19 19 13 1 

This system did not  
recommend articles in 
which I have an interest  

3 16 18 19 0 

There was no genre that I 
wanted to read 

2 10 13 25 6 

It was troublesome to rate 
the degree of interest in 
news 

2 19 8 19 8 

I did not rate interest in 
news, but I read it 

6 18 6 13 13 

It was helpful to use 
meaning display function 
for reading the article *1 

13 23 10 8 0 

The word-memorizing 
function assisted your 
learning *2 

1 22 18 10 1 

The underlining function 
assisted your learning *3 

3 14 21 7 3 

Comments from other 
learners on articles were 
helpful to comprehend 
article content 

7 21 17 8 3 

I learned English, thanks 
to this system 

5 32 14 5 0 

*1 Two learners did not use this function. 
*2 Four learners did not use this function. 
*3 Eight learners did not use this function. 

4.2   Learning Performance 

We conducted a vocabulary test (JACET test) for evaluation of learning performance. 
In all, 64 learners took both a pre-test and a post-test. To do so, learners took the JA-
CET test before and after the evaluation term. We calculated each learner’s JACET  
 

Table 2. JACET test 

 Mean S.D.   
Pre-test 4.18 2.37 
Post-test 4.89 2.42 

t(63)=3.35 p<0.01 
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level from pre and post JACET test scores; then a paired t-test was conducted on the 
JACET level in the pre-test and post-test. Results of a paired t-test are presented in 
Table 2. Results show that this system improved the learners’ vocabulary proficiency 
significantly. 

5   Discussion 

Overall, this system seemed to contribute to learners’ motivation for learning, and to 
learning performance. The effect of meaning display, word-memorization, and com-
ment functions on their learning were positively recognized overall, according to the 
questionnaire results. In particular, the comment function allows learners to comment 
on the text area in their native language, which facilitates communication between 
learners and understanding the article. However, two problems were revealed in this 
formative evaluation. First, collaborative filtering did not work well because of the 
lack of rating data for articles. The questionnaire results revealed that learners felt that 
rating the interest in articles was bothersome. This problem can hinder or prevent 
collaborative filtering. For predictive accuracy, collaborative filtering uses a large 
amount of rating data to detect learners who are similar to active learners. 

Second, the usefulness of underlining functions was rated as less positive. Learners 
who answered “neither” accounted for a large share of all learners who answered 
questionnaires. This function was designed based on learning science and psychologi-
cal theories. However, this function enabled learners to use learning activities. Learn-
ers might not use the objective to use these functions. 

6   Conclusion and Future Works 

This study is intended to develop an English news distribution system with collabora-
tive filtering for English learning, and to evaluate it as formative evaluation. Overall, 
this system was recognized as a useful tool for English learning. In fact, positive re-
sults were revealed in the perceived usefulness of system functions and in learning 
performance. However, this study revealed several problems. One is the dearth of 
rating data, which are necessary for effective collaborative filtering. The other is the 
relation between functions and learning objectives. Learners were apparently aware of 
using some functions such as underlining and word-memorizing functions. These 
functions, based on learning theories, should be designed such that learners can un-
derstand how to use them to support their own learning. 

Future works aimed at realization of suitable learning environments are recom-
mended as follows. 

(1): Implementation of a bridge function between the underlining function and 
comment function 

Results of this study indicate that the effects of underlining and word-
memorizing functions on learning were unclear. The system must enable learners to 
be aware of the purpose of using these functions. One way seems to be connection of 
these functions to comment functions to facilitate social support. 
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(2): More elaborate analysis 
To determine the effect of this system on learning, comparative analyses will be con-
ducted using low-frequency and high-frequency groups, and groups which are less 
and more familiar with the recommended articles. In the next phase, we will add 
analyses of self-regulated learning such as the continuance rate and school behaviors. 
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Abstract. The present paper reports the requirements, design, and

learning effects of online collaboration support tools for project-based

learning (PBL) applied to the development of embedded software. In

this research, the authors created a new program that blends face-to-

face classes and e-Learning classes. They also developed a computer-

supported collaborative learning environment. In the present paper, the

requirements for the collaboration support tools for the learning pro-

gram are clarified through observation of a real PBL course. Based on

this observation, an online repository tool and a unified search tool are

proposed and implemented. The online repository tool was applied in a

trial course blending face-to-face and online activities. Participants in the

trial course completed a questionnaire survey. According to the survey

responses, the blended learning program is feasible for PBL of embedded

software design, and the online repository tool facilitates collaborative

activities between learners and is effective for expanding each learnerfs

design ability.

1 Introduction

Project-based learning (PBL) is intended to strengthen studentsf abilities in de-
sign, teamwork, and communication through experiences developed in solving
practical problems as a team. As an example, PBL has become popular in en-
gineering education because industry requires new university graduates to have
engineering design abilities.

However, there are some potential problems. Since group study and meet-
ings are the key to PBL, learners need to spend a great amount of time in
the classroom. For part-time students, this can limit their opportunities to at-
tend PBL-based courses. In addition, since learners tackle problems as a team,
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each member of the team must have a certain level of knowledge and skills in
the target area. Also, project-based learners must organize their experiences into
systematic knowledge and insight to acquire the desired abilities; otherwise, PBL
becomes an ineffective and time-consuming process.

To address these problems, the authors launched a project that implements
e-Learning technology, a form of Information and Communication Technology
(ICT), in PBL [1]. Knowledge and programming skills can be enhanced by self
study with conventional lecture-based e-Learning materials. Therefore, collabo-
ration between learners is a significant factor in PBL. With this consideration,
this project focused on both the e-Learning program of the collaborative design
process and the tools that support the e-Learning program. The present paper
reports the requirements and design of online collaboration support tools for
PBL in the development of embedded software. Evaluation results on the learn-
ing effect of this e-Learning approach and usability of the tools are reported.

2 Background

In this section, a PBL course on the development of embedded software, e-
Learning technology, and the concept of the project are briefly introduced.

2.1 A Project-Based Learning Course on Development of
Embedded Software

Demand for the development of embedded software has increased because of the
widespread use of microprocessors in various types of equipment. However, cur-
rent training courses on computer software focus primarily on enterprise appli-
cation software. Therefore, the number of development engineers for embedded
software is insufficient. In particular, for Japan to remain globally competitive in
the development of industrial products, more embedded systems engineers are
needed.

In recent years, a number of training programs on embedded software have
been established. In Niigata prefecture, the Niigata Industrial Creation Organi-
zation (NICO) and associated organizations have conducted training courses
on embedded software since 2006. The NICO program incorporates a PBL
course [2].

Potential participants in the training course are assumed to be active engineers
who have responsibilities at their workplace. Thus, some of the participants could
not easily participate in group training. In a traditional PBL course, since a class
cannot be formed unless all members of the team are present, time and/or spatial
restrictions become obstacles.

2.2 e-Learning Technology for Collaborative Learning

Research on collaborative learning with the support of ICT has become increas-
ingly active, and so research on Computer Supported Collaborative Learning
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(CSCL) has evolved [3,4,5,6]. In a CSCL environment, communication between
a teacher and a learner and/or between learners, sharing documents and pro-
gram codes created through the learning process, and exchange of atmosphere
(awareness) among learners are supported by a computer.

2.3 Implementing e-Learning Technology for a Project-Based
Learning Course

In PBL, groups of learners work together to achieve the projectfs goal. In this
particular study, the learners strengthen abilities for embedded software de-
velopment through their PBL experiences. The objectives of this research are
clarifying how ICT can support each stage of the software development process
to improve the effectiveness of learning, and designing a learning course with the
support of ICT.

The objectives of the project were accomplished in the following steps:

Step 1. The behaviors of learners are observed in an actual PBL course. Based
on the observation, the possibilities of ICT support are considered.

Step 2. Then, based on the findings obtained from the previous step, a PLB-
based education program for embedded software development supported by
ICT is designed. The supporting computational environment is also devel-
oped.

Step 3. Finally, the program and the support system are implemented in an
actual course and the effectiveness is evaluated.

The number of educational institutions that incorporate PBL is increasing. Anal-
ysis of the learning process as well as appropriate support and organization of the
experience into systematic knowledge and insight are key factors for achieving
more effective learning. This research project generates a new program design
and a new support system.

3 Requirements for the Collaboration Support Tools

Figure 1 shows the process of developing embedded software. Most existing train-
ing courses incorporating e-Learning technology focus on the right half of the
process, which attempts to help learners acquire programming skills. Simulators,
virtual hardware environments, and version control systems are often used for
this purpose.

Without ignoring the right half of Fig. 1, the authors intensively focus on
the left half of the development process and the postmortem process, which
enables learners to share knowledge about designing embedded software and to
strengthen insight for executing a project. For these purposes, ICT is required to
handle and process the information and knowledge contributed by the learners.
Therefore, knowledge technology for collaborative learning support targeting
PBL of embedded software design has been the main focus of our research.
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Fig. 1. The Development Process of Embedded Software

Fig. 2. Precepts Obtained Through the Postmortem Process in the PBL

The rest of this section describes the findings through observation of an actual
PBL course. The findings clarify the requirements for the collaboration support
tools. The learners’ activities and communication were captured in the real PBL
training course. The 10-day training course was held between October, 2008 and
January,2009.The18participantsdevelopedsoftware for aremotecontrolled rover.

Documents and program codes created through the learning process were
stored in a file server, and the modes of activities and communication between
learners were recorded. By analyzing the captured data, the following findings
for the collaborative learning support system were obtained.

1. The learners are trained by the experience of carrying out the project and
applying their own knowledge and skills for software development and project
management. Frequent verification and feedback would improve the learning
effect. Cross review, in which a pair of learners review and annotate each
otherf s design, and face-to-face group review are necessary in each step of
the development process, although each learner conducts the design process
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individually. Therefore, a function for performing cross and group reviews,
even if the learners are in remote places, is required.

2. In the PBL course, the learners gain a sense of accomplishment with com-
pletion of the project; however, this fact itself does not contribute to the
learners’ ability. For achieving a learning effect, the experiences should be
organized into structured knowledge. Therefore, the postmortem study is
very important. Records of the learners’ activities and communication are
expected to make the postmortem more productive. To verify this assump-
tion, in the postmortem phase, the participants were requested to write down
DOs and DON’Ts (precepts) on the development of the embedded software,
which they learned through PBL. The numbers of precepts are compared
in Fig. 2. This research was conducted in 2007 and 2008. The learners in
2008 looked back at their learning process by using the records, whereas the
learners in 2007 did not trace their development process. As shown in Fig. 2,
the number of precepts for each team in 2008 is greater than that in 2007.
Therefore, recording learning activities, retrieving them, and showing them
in a time series would enable the learners to look back, discuss their design
process, and organize the acquired knowledge.

3. In the face-to-face group discussion, use of a white board was very effective,
and continuous presentation of the discussion process was rated as a positive
effect for productivity and quality of the software. Therefore, an online white
board that has a history function is required.

4 Online Collaboration Support Tools

Based on the above findings, an integrated repository tool and a unified search
tool are proposed.

The integrated repository tool is the integration of file storage and a bulletin
board. It is basically a BBS that is able to store multiple files as attachments
of a posted message. Obviously, this tool can be used as a simple asynchronous
communication tool; it can also be used for sharing documents and programs
(products) created through the learning process and annotating the products.
This would enable remote parties to perform cross and group reviews. The tool
also has multiple display modes for the attached files, including an in-line display
mode and a separate window display mode. Learners can choose the in-line
display to obtain an overview of the design process and a separate window mode
to investigate each of the product files. The repository tool is integrated in
OpenSourceLMS [7]. A screen shot of this tool is shown in Fig. 3.

For the postmortem process, the relations between the products, learning con-
tents, and discussion records should be found before looking back at the project
history. The unified search tool can retrieve learning contents, stored documents,
and messages posted at specific times. It is also integrated in OpenSourceLMS,
as shown in Fig. 4.

Using these tools, project-based learners can frequently review their designs
with each other, even if they cannot meet together in a physical classroom. They
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Fig. 3. Screen Shot of the Integrated Repository Tool

Fig. 4. Screen Shot of the Unified Search Tool

can also look back on their activities efficiently in the postmortem phase because
the activities are recorded in the online repository and easily extracted with the
unified search tool. Therefore, the tools are expected to improve the educational
effect on project-based learners.

5 The Trial Training Course and Its Evaluation

The authors prepared a PBL training course as a trial. The target subject was
development of an electronic thermometer using the one-chip microcomputer
board, Renesas Starter Kit RSK M16C62P [8]. The 5-day course focused on the
left half of the development process shown in Fig. 1: the requirement analysis,
fundamental design, and detailed design. Due to the time limitation, the scope of
the course excluded the coding and debugging phases. Nine students participated
in the course and each student completed the design of the target thermometer.

In the course, the learners iterated the following steps:

1. Listen to the face-to-face lecture;
2. Carry out work individually and upload the design documents; The learner

can look at other learners’ progress and refer to other learners’ documents;
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Fig. 5. Evaluation Results of the Trial Training Course

3. Perform the online cross review, in which a pair of learners review and an-
notate their each otherfs design by using the online repository tool;

4. Perform the face-to-face group review.

After completing the trial course, a questionnaire survey was conducted to eval-
uate the blended PBL course itself and the online repository tool. The questions
asked about the effectiveness of the cross and group reviews, usability of the
online repository tool, effectiveness of knowing another learner’s progress, and
helpfulness of knowing another learner’s design. The results are shown in Fig. 5.
As shown in the figure, every learner gave a positive response for the effective-
ness of the reviews. This means that the online and face-to-face review processes
are comparably effective. The online repository tool was easy to use for more
than half of the learners, but some learners felt it was inconvenient. Improve-
ment of usability of this tool is a future task. Knowing another learnerfs progress
encourages the learner to work hard, and referring to another learnerfs design
helps to improve the quality of the design. These results are achieved using the
online repository tool; therefore, the blended learning program seems to have a
beneficial learning effect.

6 Summary and Future Work

The present paper describes a research project to implement e-Learning technol-
ogy and PBL online collaboration support tools for the development of embed-
ded software. Through observation of a real PBL training course, the following
functional requirements for collaboration support were clarified: a function for
performing remote cross and group reviews, a function recording learning ac-
tivities and displaying them in a time series, and an online white board with a
history function. Based on these findings, an integrated online repository tool
and a unified search tool are proposed.

The online repository tool is essentially a BBS that is able to store multiple
files as attachments of a posted message. This tool can be used for sharing
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and annotating documents and programs. The usability and effectiveness of the
online repository tool are evaluated through the trial PBL training course. The
results of the questionnaire survey suggest that the tool is easy to use for most
learners and is effective for conducting training collaboratively.

Implementation and integration of the white-board system with a history
function, along with evaluation of the effectiveness of the unified search tool and
white-board system, are areas for future study. The proposed tools support every
step in the design phase presented in Fig. 1 because the essential characteristics
of the steps are similar and necessary supports are almost identical. However,
there are differences at a more detailed level. Therefore, additional functions
dedicated for each of the steps would be effective, and these are also areas of
future study.
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Abstract. This study investigated learning styles of students who had or had not 
taken e-learning courses, developed a learning style questionnaire for e-learning 
courses, and examined the relationship between the learning style and the 
adaptability to e-learning courses. As the result, the student’s adaptability of e-
learning courses can be suggested before his/her taking an e-learning course. It 
was found that using the multiple regression model obtained in the study, about 
40% of the adaptability to e-learning courses can be explained by the learning 
style questionnaire developed in the study. 

Keywords: learning styles, e-learning, class adaptability, asynchronous  
learning. 

1   Introduction 

In recent years, e-learning has become widely used in higher education and company 
training. E-leaning can be classified into two categories based on the proportion of 
online components in a class: blended learning where e-learning supplements in-class 
teaching, and full online learning which is conducted without any face-to-face meet-
ing. In this study, e-learning means the latter; full online learning. 

E-learning has an advantage of allowing for learners to study at “any time” and 
“any place.” In addition, it allows diverse learning forms with the use of information 
and communication technologies (ICT). On the other hand, as e-learning is usually 
conducted asynchronously, it requires more self-discipline of students in comparison 
to face-to-face classes. It might be easier for students who like to learn at their own 
pace to continue and complete e-learning. However, it can be challenging for those 
who don’t like studying on their own and prefer face-to-face classes. It is not unusual 
that students drop out from e-learning courses and fail to get credits for the course 
they have registered for [1].  

Several measures for preventing students’ dropout have been taken with the use of 
ICT. The use of learning management systems (LMS) can ease the distribution of 
course materials and communication among students or between students and staff.  
Some measures have been taken to help students understand the content of e-learning 
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materials and to motivate students in studying materials through e-mails sent by 
teachers and tutors of e-learning courses [2]. However, the use of ICT in e-learning 
tends to become complex as its functionality increases and may discourage those 
students who are not well equipped with the ICT use. 

The use of ICT and asynchronous learning is a typical characteristic of e-learning.  
However, as it is stated earlier, those who don’t like asynchronous learning or the use 
of ICT may have the tendency to drop out in the middle of e-learning courses. There-
fore, it is desirable that students and their teachers know the students’ learning styles 
and their adaptability of e-learning courses in advance [3].   

This study aims to investigate the relationship between students’ learning styles in 
e-learning and their adaptability of e-learning courses by surveying learning styles of 
students and analyze the correlation between the learning styles and the adaptability 
of e-learning courses.  

2   Learning Styles in e-Learning 

The research on learning styles has been popular in Western countries, especially in 
the U.K. and in the U.S. in the past 30 years. There has been a vast amount of litera-
ture on learning styles. According to the Learning Skills Research Center (LSRC) in 
the U.K., the number of journal articles on the subject has reached more than 3,800. 
In those articles, 71 different theories and models of learning styles have been pre-
sented. LSRC has selected 13 most prominent theories and models of learning 
styles among the 71 theories and models, and further studied the 13 models [4]. 
LSRC classified the 13 models of learning styles into five categories from the most 
susceptible to environments to the least susceptible ones based on the Curry’s onion 
model [5].  

As discussed above, there have been many theories about learning styles and it has 
not been agreed upon the flexibility of learning styles in terms of whether individual 
learning styles are independent of the learning environments or they are adaptable to 
the environments. 

When investigating learning styles in e-learning, how should we consider the 
“flexibility of learning styles”? E-learning has the potential to provide “student-
centered learning” and tends to be designed based on the pedagogy of providing 
learning environments according to the students’ needs, abilities, preferences and 
styles rather than providing uniform education without any consideration of individ-
ual needs and differences. Therefore, it is meaningful to provide students and teachers 
with information about the students’ adaptability of e-learning courses by using a 
questionnaire for learning styles in e-learning. 

Though some studies were conducted on the Kolb’s learning style [6] in develop-
ing computer-based training (CBT) [7], few studies on learning styles in e-learning 
have been done in the past. In this study, we developed a questionnaire to measure 
learning styles in e-learning, investigated the relationship between learning styles in 
e-learning and the adaptability to e-learning courses, and tested the validity of the 
questionnaire.  
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3   Development of the Questionnaire for Learning Styles in  
e-Learning 

3.1   The Learning Style Questionnaire 

To investigate the learning styles in e-learning, we developed a learning style ques-
tionnaire. The questionnaire consists of 36 items asking preferences in studying, un-
derstanding, questioning, and doing homework in terms of asynchronous learning and 
the use of ICT. In addition, the questionnaire included the four reverse coded items to 
test the validity of the data. The questionnaire was made available online as the target 
sample was the students who were taking e-learning courses and it was natural for 
them to access the questionnaire online.  

The survey on learning styles was administered to those students who enrolled in 
the eHELP (e-Learning for Higher Education Linkage Project) which is a credit trans-
fer system for e-learning courses offered by multiple universities in Japan. All the 
items in the questionnaire were asked with the 7-point Likert scale; from 1 being 
“don’t agree at all” to 7 “agree strongly.” The survey was conducted from the early 
December, 2008 to the early January, 2009, and obtained valid responses from 53 
students. Those responses in which answers to the items were all the same including 
the reverse coded items were considered invalid. 

3.2   Factor Analyses of the Questionnaire Results 

A factor analysis of the data was conducted with SPSS using the Maximum Likeli-
hood Estimation with Varimax rotation. The result is shown in the Table 1 below.  

As the majority of the items which belong to the factor 1 concern the place, time, 
and content of asynchronous learning, the factor 1 is named as “preference for asyn-
chronous learning.” As for the factor 2, the majority of its items are about the use of 
computers in terms of studying and understanding, and this factor is named as “pref-
erence for the use of computers in learning.” As the 9 items which belong to the factor 
3 are mostly related to communication matters, the factor 3 is named as “preference 
for asynchronous digital communication.” The items for the factor 4 concern the 
autonomy of deciding study sequence, and it is named as “study sequence autonomy.”  

The results of the factor analysis described above were analyzed in terms of the re-
liability of the factors. The four items which did not belong to any of the four factors 
mentioned above were excluded from the analysis. In addition, the factor 4 was also 
excluded from the analysis as the factor had only two items and did not contribute 
much to the overall explanation.  

To test the reliability of each factor in the questionnaire, Cronbach α was analyzed 
for each factor. The Cronbach α for the factor 1, 2, and 3 resulted in 0.862, 
0.805, and 0.664 respectively. As for the factor 3, if the item q34 was deleted the 
overall reliability would increase to 0.759. Therefore, the item q34 in the factor 3 was 
deleted in the further analysis. 

As a result, the 33 items in the questionnaire comprise the three factors: the factor 1 
“preference asynchronous learning,” the factor 2 “preference for the use of computers 
in learning” and the factor 3 “preference for asynchronous digital communication,” 
and those were analyzed further. 
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Table 1. The Result of Factor Analysis of e-Learning Learning Style Questionnaire Data (After 
Rotation) 

1 2 3 4

q1) I understand better when I study at my convenient time rather than learning in class with other
people. (async)

0.891 0.084 0.115 -0.099

q2) I can familiarize myself better when I study independently at my convenience than studying
with others at one place. (async)

0.729 0.163 -0.202 -0.117

q3) I would rather study alone at the place and time convenient to me than learn in class with other
people. (async)

0.721 -0.045 0.233 -0.041

q4) I can be more creative when I study alone than studying with others at one place. (async) 0.694 0.196 0.137 -0.085

q5) I feel more motivated when I study at my convenience than learning in class with other people.
(async)

0.681 0.271 -0.009 0.132

q6) I can learn better when I study at the time I decide than when I study at the time decided by
others. (async)

0.681 0.104 0.214 -0.086

q7) I tend to learn more actively when I study alone than studying with others at one place.
(async)

0.635 0.028 0.008 0.052

q8) I study at my own pace and do not care how others study. (async) 0.596 -0.117 0.417 -0.142

q9) I can concentrate better when I study independently at my convenience than studying with
others at one place. (async)

0.594 0.238 0.046 -0.11

q10) I feel less tired when I study independently at my convenience than studying with others at
one place. (async)

0.593 -0.043 0.348 -0.078

q11) I wan to study at the same pace with other sudents. (sync) -0.587 -0.031 0.032 0.153

q12) When I study through computers, I tend not to care how others study. (with ICT) 0.564 0 0.476 -0.075

q13) I wan to study at my own pace. (async) 0.538 0.285 0.106 0.262

q14) I tend to learn more actively using computers than studying in class. (with ICT) 0.358 00.642 0.075 -0.025

q15) It is easier for me to memorize what is on a computer rather than to review printed materials.
(with ICT)

0.119 00.635 0.04 -0.247

q16) I can be more creative when I think on paper than using computers. (without ICT) 0.082 --0.618 -0.165 0.083

q17) I would rather do group learning through computers than face-to-face. (with ICT) -0.012 00.617 -0.092 0.288

q18) I can concentrate better looking at a computer screen than looking at a blackboard or a large
screen in a classroom. (with ICT)

0.452 00.571 0.069 0.113

q19) I feel more motivated when I study using computers than learning from teachers in person.
(with ICT)

0.206 00.563 -0.157 0.15

q20) I understand better when I learn through computers than when I learn by reading books. (with
ICT)

0.17 00.562 0.511 0.077

q21) I can be more creative when I think using computers than thinking on paper. (with ICT) -0.018 00.56 0.277 0.01

q22) It is easier for me to communicate through computers or cell phones than to communicate
face-to-face. (with ICT)

-0.087 00.52 0.39 -0.03

q23) I would rather follow the computer instruction rather than study reading textbooks. (with
ICT)

0.208 00.491 0.458 -0.023

q24) I prefer learning through computers to learning by reading books. (with ICT) 0.221 00.474 0.447 0.102

q25) I feel less tired looking at a computer screen than looking at a blackboard or a large screen in a
classroom. (with ICT)

0.076 00.437 0.245 0.034

q26) It is easier for me to take test on a computer than on paper. (with ICT) -0.01 0.296 00.599 0.146

q27) I would rather submit my report in an electronic format than in a paper and pencil format.
(with ICT)

0.083 -0.012 00.588 0.21

q28) It is easier for me to take test individually than to take one in a place with others. (async) 0.269 -0.006 00.535 -0.173

q29) I would rather receive answers later from teachers via mail than asking questions in person or
through chat. (async)

0.001 0.161 00.526 -0.011

q30) I prefer communicating via email to communicating through telephones. (async) -0.099 0.068 00.468 -0.086

q31) I am familiar with computers. (with ICT) 0.145 0.001 00.461 0.029

q32) I prefer taking notes using a computer than writing on paper. (with ICT) 0.204 0.336 00.445 -0.08

q33) I would rather ask questions using email or bulletin boards than asking teachers in person.
(with ICT)

0.096 0.295 00.445 0.077

q34) I would rather study reading textbooks rather than follow the computer instruction. (without
ICT)

-0.048 -0.67 --0.422 0.163

q35) I want to decide the study sequence on my own. (async) 0.27 -0.124 0.161 --0.941

q36) I want to follow the study sequence which my teacher decides. (sync) -0.125 0.053 0.032 00.583

q37) I prefer being assessed individually upon completion of the assignment to being assessed at
the same time with others. (async)

0.114 -0.22 0.091 0.238

q38) I want to drill what I have learnt repeatedly. (async) 0.259 -0.096 0.062 0.184

q39) It is easier for me to tackle with the project I decide than the one assigned to me. (async) 0.188 0.105 0.309 -0.194

q40) I prefer looking my grade online to being given it on paper. (with ICT) 0.212 0.343 0.372 -0.204

factor
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4   The Survey on the Adaptability to e-Learning Courses 

When the learning style questionnaire was administered, the questionnaire on the 
adaptability to e-learning courses was also administered to the students who enrolled 
in eHELP courses. The items in the questionnaire are shown in the Table 2. The ques-
tionnaire consists of 10 items asking psychological aspects of learning such as the 
level of students’ understanding and the level of satisfaction.  

The questionnaire (see Table 2 below) was administered online to the students en-
rolled in each of the eHELP courses upon their completion of the course (i.e., between 
December, 2008 and January, 2009) and 69 responses completed the questionnaire. 
All the items in the questionnaire were asked with the 7-point Likert scale; from 1 
being “don’t agree at all” to 7 “agree strongly.” The scores for the item (g) and (h) 
were reverse-coded. The mean score was 4.7.  

To test the reliability of the 10 items in the questionnaire, Cronbach α was ana-

lyzed. As a result, Cronbach α＝0.783 was obtained and we determined to use all the 
10 items as one factor of adaptability to e-learning courses. 

Table 2. The Question Items in the Adaptability to e-Learning Course Questionnaire and Mean 
Scores 

Item Mean 
(a) The content of this e-learning course is more understandable than 

regular class contents. 
4.51 

(b) The style of learning of this e-learning course is easier to learn than 
regular class. 

4.90 

(c) The pace of this e-learning course is more suitable than regular class. 4.91 

(d) This e-learning course is more satisfying than regular class. 4.36 

(e) This e-learning course is more effective than regular class. 4.35 

(f) This e-learning course is more interesting than regular class. 4.91 

(g) This e-learning course makes me more tired than regular class. 4.84 

(h) This e-learning course makes me more nervous than regular class. 5.59 

(i) This e-learning course brings me more endeavor than regular class. 4.07 

(j) This e-learning course brings me more motivation than regular class. 4.41 

5   Results and Discussions 

5.1   Results of the Learning Style Questionnaire 

Based on the learning style questionnaire analysis discussed in the section 3, the mean 
score for each factor was calculated. In addition, for the comparison purpose, the 
same questionnaire was administered in the early February, 2009, to those students 
who had not enrolled in eHELP courses. The mean scores of 53 eHELP students and 
39 non-eHELP students for each of the three factors: the preference for asynchronous  
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Table 3. Factor Scores for eHELP Students and non-eHELP Students 

  
eHELP Students

（n=53） 

Non-eHELP  

Students（n=39） 

Factor 1: preference for asynchronous 
learning 

4.59 4.09 

Factor 2: preference for the use of 
computers in learning 

3.93 3.23 

Factor 3: preference for asynchronous 
digital communication 

4.35 3.55 
 

 
learning, the preference for the use of computers in learning, and the preference for 
asynchronous digital communication, are shown in the Table 3.  

In comparing the two means of eHELP students and non-eHELP students in terms 
of their scores of their learning styles, one-way ANOVA was analyzed for each of the 
three factors. The result showed that the learning styles were significantly different 
between the two groups (p<0.01) and the scores of all the factors are significantly 
higher among eHELP students than among non-eHELP students. 

5.2   Correlations 

Correlations between the scores of the three learning style factors and the score for 
the adaptability of e-learning courses were analyzed among the 69 respondents who 
completed both of the two questionnaires.  The correlation r were shown in the Table 
4 below.  

Table 4. Correlations between the Adaptability to e-Leaning Courses and the Leaning Style 
Factors 

 r P n 

Adaptability - Factor 1 0.53 < 0.01 69 

Adaptability - Factor 2 0.60 < 0.01 69 

Adaptability - Factor 3 0.29 0.015 69 

 

A statistically significant (p <0.01) correlation was seen between the learning style 
factor 1 (the preference for asynchronous learning) and the adaptability of e-learning 
courses and between the factor 2 (the preference for the use of computers in learning) 
and the adaptability. The correlation between the learning style factor 3 (the prefer-
ence for asynchronous digital communication) and the adaptability to e-learning 
courses is not as high; however, the correlation is statistically significant at the level 
of p=.05.  

5.3   Multiple Regression Analysis 

In order to further investigate the relationships between the adaptability to e-learning 
courses and each of the three factors of learning styles, multiple regression analysis 
was conducted. The results are shown in the Table 5. 
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Table 5. The Result of Multiple Regression Analysis 

Variable Name 
Regression 
Coefficient P 

intercept 1.82   **< 0.001 

Factor1 (preference for asynchronous learning) 0.23 **0.0054 

Factor2 (preference for the use of computers in learning) 0.45 **0.0003 

Factor3 (preference for asynchronous digital communication) 0.01 0.9383  

Multiple R-square 0.43 ** < 0.001 

n 69 ― 

                                                   **significant at p=0.01. *significant at p=0.05. 

 

As shown in the Table 5, the regression coefficients of the Factor 1 and Factor 2 are 
relatively high and the p values are less than 0.01. However, as for the Factor 3, the 
regression coefficient is low and its p value is also low. It can be suspected that the 
multicollinearity is high between the Factor 2 and Factor 3. Therefore, another multi-
ple regression was conducted excluding the Factor 3. The analysis resulted in 
 

Adaptability to e-learning courses＝1.835＋0.231 × Factor１＋0.450 × Factor 2 
 

However, in order to apply this multiple regression model to the non-eHELP student 
group, we have to first examine if the eHELP student group is not different from the 
non-eHELP student group. In other words, we have to examine if the learning styles 
have changed in the course of taking the e-learning courses. If so, we cannot use the 
learning style factors as the inherent preferences of students and determining factors 
for e-learning adaptability for students who have never taken e-learning courses. 
Therefore, we compared the learning styles of two eHELP groups: one being a group 
of students who have been taking e-learning courses since Spring 2008 and the other 
being a group of students who have just started taking e-learning courses in Fall 2008.  

The result of one-way ANOVA of variance shows that the difference between the 
two student groups is not statistically significant; therefore, we can conclude that the 
taking e-learning courses is not likely to affect students’ learning styles. It has been 
considered that students who prefer asynchronous learning and the use of computers 
in learning opt to take e-learning courses. The student’s adaptability of e-learning 
courses can be forecasted before his/her taking an e-learning course, using the multi-
ple regression model obtained in the study. 

6   Conclusion 

This study investigated learning styles of students who had or had not taken e-
learning courses, developed a learning style questionnaire for e-learning courses, and 
examined the relationship between the learning style and the adaptability to e-learning 
courses. As at present only about 40% of the adaptability to e-learning courses can be 
explained by the learning style questionnaire, the questionnaire needs to be refined 
further in the future. In addition, in order to further understand the relationship be-
tween learning style factors and the adaptability of e-learning courses, a future study 
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may want to include those who have dropped out from the course as respondents. 
Furthermore, it would be insightful to see the relationship between the adaptability to 
e-learning courses and the actual student performances as well as the relationship 
between the adaptability to e-learning courses and the students’ experiences of e-
learning courses in the past. 
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Abstract. We propose a method to manage documents of engineering solution 
case based on TRIZ contradiction matrix theory. The document of engineering 
solution case involves know-how and techniques for solving mechanical issue. 
Usually the documents are written by engineers and practitioners, and managed 
by a company for sharing and inheriting among employees. However, an  
engineer who lacks literacy cannot find the previous case documents due to the 
inadequate keyword selections. To solve the query issue, we introduce TRIZ 
contradiction matrix theory for categorizing case documents. The engineers can 
retrieve adequate case documents by selecting improvement parameter and de-
terioration parameter on the matrix. Since the classification based on the matrix 
substantially categorize the case documents in terms of the problem solving 
methodology, it is effective and straightforward way of the specialized field and 
the key word. It is construction of the knowledge management support system 
that applies the idea of TRIZ. The problem solving that uses the reference in-
formation on this system is practiced and effectiveness is verified. 

Keywords: TRIZ, Knowledge management support system, retrieval, contra-
diction matrix. 

1   Introduction 

Using the case collection made in the past case is important on knowledge and tech-
nological experience lore, and it has come to obtain a large amount of material easily 
by varied search engine in recent years. However, the literacy decrease's is due to 
decrease expert in specialized fields happening in enterprise etc. and obtaining a nec-
essary case become difficult. 

It is necessary to contain useful information on the success, the failure experience, 
and knowhow, etc., and to use the case collection for the power of people more. How-
ever, only the manufacturer understands the abounding knowledge, and it is likely not to 
transmit easily to the inexperience user of the case collection in the hoped real intention. 

The conception knowledge of the word based on the expertise is necessary, and the 
case that the user requests is not necessarily obtained keywords by retrieval. More-
over, the number of case in each specialized field is limited, and similar solution of 
other fields cannot be used. 
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In a general search process, the case is examined putting narrowing and retrieval 
by keyword according to the specialized field. However, the user has the doubt in 
utility that sees the case, and there is possibility of will not use case if it is the one that 
the keyword does not show the intention that the case originally has, too. 

Then, this thesis examined the knowledge management support system by an ap-
proach different from the case retrieval existing. The knowledge management support 
system in a new aspect that applied the TRIZ theory to the case retrieval and the 
document management of the case collection was constructed so that the user might 
obtain a necessary case, and effectiveness was evaluated. The improvement can be 
expected by applying the idea of technological contradiction matrix to use an existing 
combination in the TRIZ theory and to propose solving, and giving the user the refer-
ence information with utility in respect of the quality of the problem solving in this 
system. 

2   Proposed Method 

The effort on the input method of the case title and the keyword registration type, etc. 
is done to use potential data of the case better so far, and it can be used though even 
the inexperienced person can easily retrieve. Even if there are a lot of technical terms, 
the interpretation is not a little difference. Consequently, related keyword included in 
the document is not exactly useful information. 

How the content of the case is handled for the knowledge management support 
system that constructs it in the present study becomes the key. It is important to drop 
the superfluous information of the content of the case very, and to catch essence, and 
it is a problem how to link an actual case with the tool that can be the handling it.  

Then, the present study examined the knowledge management support system by 
an approach different from the case retrieval existing. It wanted to apply the TRIZ  
 

 

Fig. 1. Document use flow 
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theory to the case retrieval and the document management of the case collection so 
that the user may obtain a necessary case, to construct the knowledge management 
support system by a new viewpoint, and to evaluate effectiveness. Figure 1 is a con-
ceptual diagram of the difference of the document use in current document use flow 
and the present study.  

It is made easily to construct the one that the document use is promoted as being in 
the new flow of Figure 1 for the effectiveness of the problem solving to practice the 
document use in the present study and to verify it with the Web system of open 
source, to expand the user range, and to access information. It is applied to an actual 
case, and it is assumed that the quality of the problem solving is evaluated. 

3   TRIZ Contradiction Matrix 

It is time when actually occur a technical problem holds technical contradiction 
"Other one deteriorates by improving certain". At that time, the solution comes to do 
the trade-off (compromise), and to be going to grow dim, too. Because it persists in an 
immediate factor, it is thought that the directionality to the solution narrows and the 
flexibility of the idea is lost.  

The TRIZ technology contradiction matrix is led to the solution by the parameter 
and catching, and replacing "Other one deteriorates by improving certain" with the 
item that abstracts the parameter respectively. Table 1 shows the outline of the TRIZ 
technology contradiction matrix. 

Table 1. TRIZ Technology contradiction Matrix (Matrix2003) 
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The TRIZ technology contradiction matrix is classified into 48 items to which the 
parameter described in a spindle and a horizontal axis is common, and the solution led 
there is classified into 40 pieces, and the priority level is presented in the solution. A 
feature thing is to catch the true nature of the problem when replacing it with the 
 

Table 2.  Improvement and Deterioration Parameter (Matrix2003) 

 

Table 3.  List of Invention Principle of TRIZ 40 
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parameter of 48 items to obtain the requested solution for the problem when the TRIZ 
technology contradiction matrix is used. Therefore, it never enters when extra infor-
mation retrieves it, and it can approach the requested solution. 

Table 2 is a list of the parameter that composes a spindle and a horizontal axis of 
the TRIZ technology contradiction matrix.  

As for 48 parameters, some classifications are performed. No.1-11 in "Physical", 
No.12-23, in "Performance", No.24-31, in "Efficiency", No.32-40, in "Character", 
No.41-46 in "Manufacturing and Cost", and No.47-48 are "Measurement". 

Table 3 is the one that is called the invention principle of 40 that hits the solution 
of the TRIZ technology contradiction matrix. It is shown by the figure in the matrix in 
order of the use recommendation. 

4   Outline of Knowledge Management Support System 

Figure 2 shows the conceptual diagram of this system. This system replaces with the 
parameter that catches the true nature of the problem in the user, and inputs it to this 
system of PC. The content of the TRIZ technology contradiction matrix takes into 
SQL data base, comes to be able to display the solution on the Web system that makes 
it, chooses the solution that the user suits, and can extract the case in addition along it. 
What used the current having read it from the table of paper like Table 1 by hand 
power has been achieved by the automatic operation by Web. It is a composition of 
the output part where the solution is presented from the input part where the parame-
ter of a vertical and a horizontal axis is selected on the Web menu and the input item 
and the retrieval part where the relating case data base is called there. 

The user should work to the TRIZ technology contradiction matrix when replacing 
it with the parameter of abstract. The solution presented there is qualitative, and some 
experience and training are necessary for the replacement with the event of the real 
world from there. This system makes the case related to the parameter a data base to 
support the part, and it is possible to call it. The most this system particularly addi-
tional point is reference actually case by data base Web site. (For example: JST Fail-
ure Knowledge Database) In addition, the user can deepen the idea by referring to the 
presented case.  

 

Fig. 2. Existing retrieval and comparison of concepts of this system 
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5   Usage Scenario of the System 

The solution is easily presented by selecting inputting the vertical and the horizontal 
axis parameter of the TRIZ technology contradiction matrix. The solution is put the 
order of priority, and decides which solution has suited the settlement of the issue by 
the user according to it, and can retrieve the case corresponding to it. For instance, it 
is assumed that the noise problem occurs though I want to raise the output of the  
amplifier. When the parameter that relates when the user inputs it to the system is 
selected, "Power" and the deterioration parameter become "Noise" as for the im-
provement parameter. After selecting the parameters, the system presents some solu-
tions. The user selects the appropriate one from among that. It is hit on that the mean-
ing "Intermediary" indicates digital processing and the noise removal functions etc. 
when thinking that the solution "Intermediary" is the most appropriate here. When the 
user doesn't hit on, knowledge where the system calls the case collection that relates 
to "Intermediary" can be supported. The solution of priority ranking is cause by TRIZ.  
Figure 3 is an example of the screen of presenting the solution after inputting the 
parameters. 

 

 
Fig. 3.  Example of Displaying Solution of This System 

6   Experiment and Evaluation 

Five graduate students and seven company technical engineers participated in the 
experiment. Graduate students were inexperience persons, and technical engineers 
were experienced. The experience persons have knowledge of rotating machine tech-
niques (drawing and calculate experience: fan, blower and compressor etc,). The 
technological trouble case that was actually was quoted from Nakao's failure best 100 
and the experiment was prepared by two titles. Their title are “Failure of Return to the  
 

Input : 
Improvement and Deterioration Parameter 

Output : Presentation of Solution 
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Originality High 
Easiness High 

Originality Low 
Easiness Low 

 

Fig. 4. Solution key word Evaluation of Originality - Easiness 

Earth of Space Shuttle 'COLUMBIA’” and “The rust proof painting is defective in the 
coil spring”. It searched for the solution by the index site by the first problem, and  
the solution was requested in the following problem according to the procedure of the 
conception of the system and TRIZ made in the present study. To prevent it with the 
rose of data by the difficulty of the problem, order was changed and alternately (1st -
2nd title or 2nd -1st title) executed by participants. And 1st system is used search 
engine, 2nd system is used this system. The evaluation score (five stages) was applied 
to each solution key word by originality and easiness as an evaluation of the utility of 
the solution key word, each mean value was compared. 

Originality of solution key word as for easiness, the student was a level-off and a 
tendency that the evaluation raises in originality in an easy evaluation. It became a 
tendency that this system of both originality and easily rises in the Engineer. (Fig.4) 

7   Conclusion 

In this paper, a method to manage engineering documents by categorizing TRIZ con-
tradiction matrix is presented.  The engineers who cannot find proper query keywords 
can retrieve a set of document by selecting the parameters regarding the problem. We 
developed a system which implements the proposed method as Web service. We also 
confirmed the effectiveness of the proposed method through an experiment with both 
experts and non-experts of mechanics.  

The merit of our method is to free the engineers from considering advanced techni-
cal terms while retrieving case documents. Thus this approach is suitable for non-
expert engineers. Also referring the similar case documents in the same matrix cell  
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inspires the non-expert engineers to find better solution and related terms. We con-
tinue to confirm the effectiveness of this approach by increasing case documents, and 
including documents of other areas. 
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Abstract. We have already developed an annotation sharing system

for web-based learning materials. This system allows learners to write

annotations such as markers and memorandums directly on materials

and to share these annotations with lecturers and learners. If necessary,

web-based materials can often be updated by authors; however, the an-

notations on the material are not in the proper position after the update.

In the present study, we propose a method to follow the proper position

of annotations in updated materials, and conduct experiments to evalu-

ate the method. The following paper describes the proposed method and

the experimental evaluation.

Keywords: annotation, e-learning, updated contents, following method.

1 Introduction

Web-based training courses are in widespread use by educational facilities and
companies. These courses provide materials as web pages, and these web-based
materials have the following useful features compared to paper-based materials:

– Multimedia contents such as movies, audios, and images can be included.
– The contents can be revised by lecturers at anytime.

Despite the popularity of web-based courses, learners still like to write anno-
tation texts and marks on paper-based materials to aid their understanding[6].
However, if learners print these web-based materials to write annotations, they
lose many of the benefits of web-based materials as mentioned above. That is,
the printed materials do not include any multimedia contents and become out of
date, whereas the web-based materials can be updated and revised at anytime.
Many learners studying self-paced distance e-learning courses have problems re-
lated to printed web-based materials[3].

To solve these problems, several systems that allow the user to incorporate
annotations in the web-based contents and to share these annotations have been
proposed[1,2]. Learners can write annotations directly on web-based materials
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with these systems and browse the materials with multimedia contents. However,
lecturers update the materials, and annotated sentences or words are moved and
not displayed in the proper positions.

We proposed an annotation sharing system called Writable Web [3,4], which is
implemented as a web server application. This system allows users to write anno-
tations —marks on text, memos on text and images, and freehand drawings on
images—onweb-basedmaterials and share themwith lecturers and learners.More-
over, we propose a method to follow the proper positions of annotations, after the
materials have been updated, using natural language processing techniques.

The present study examines a method to follow proper positions of annota-
tions on updated materials, and describes the evaluation of the method according
to experimental results.

2 Overview of Writable Web

Writable Web has the following features:

– Works on common web browsers and does not require the installation of any
special software to run.

– Offers writing marks and memos on texts (Fig. 1) and freehand drawings
and memos on figures (Fig. 2).

– Annotations are in proper positions after materials are updated.
– Supports online asynchronous discussion with shared annotations.

The architecture of the Writable Web system is illustrated in Fig. 3. The system
works as a server-side web application between the web browser of a user and
web servers that provide web-based learning materials. Writable Web works on
commonly used web browsers, and the annotations that are written by each
user are stored in the same database on the server, allowing users to share their
annotations.

Fig. 1. Marks and memo on text Fig. 2. Freehand drawings and memo on

figure
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Fig. 3. Architecture of Writable Web

When a user writes an annotation on a page, Writable Web stores information
which specifies the position, the type, the owner and the content of the anno-
tation in a database. When users browse that page, the system inserts HTML
tags to draw annotations into the original material only on memory, and does
not make any changes to the original material itself. Moreover, the system stores
the HTML file of the original material as a cache, and uses the cache, instead of
the original material, when a user browses the same material, and will use the
cache to detect for any updates.

3 Following Method of Annotation Positions on Updated
Contents

Lecturers sometimes update contents to refine their materials, and annotations
written before updating are unintentionally misplaced. Then, some paragraphs,
sentences or letters are added, deleted or moved by the lecturer, and the po-
sitions of annotated texts or words are changed. Writable Web stores only the
physical position of annotations, which consists of the start and the end of an-
notations, such as the paragraph number on a web page and the letter number
in a paragraph.

In the present study, we propose a method to estimate the proper position
of paragraphs and letters that have moved following the update of web content.
Writable Web detects the updates and automatically revises stored positions of
annotations to the proper positions using this method.

The proposed method estimates the proper positions of annotations using
information within the text as mentioned below.

3.1 Information to Estimate Proper Position

Information to estimate the proper position of an annotation consists of following
elements in addition to the physical position of the annotation (L). Nb and Na

will be empty if there is no noun before and after an annotation in a paragraph.
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<p>It is fine today in Nagano. Will it be fine tomorrow?</p>
<p>It will rain tomorrow.</p>
<p>It may be fine the day after tomorrow.</p>

nouns annotation

Fig. 4. Example of information from annotation

⎧⎨⎩
S : an annotated string
Nb : the sequence of nouns before the annotation in a paragraph
Na : the sequence of nouns after the annotation in a paragraph.

An example of the information from an annotation is shown in Fig. 4. In this
example, each element of information is as follows:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

L = {{1, 29}, {1, 35}}
({{start paragraph, start letter}, {end paragraph, end letter}})

S = ”Will it”
Nb = {”today”, ”Nagano”}
Na = {”tomorrow”}.

3.2 Estimating Proper Paragraph

The method estimates the proper paragraph in updated material as the first
step in estimating the proper position of an annotation. Let p1, p2, · · · , pl denote
the string of each paragraph, where the updated material has l paragraphs. Let
P ′ denote the paragraph most similar to the annotated paragraph before the
update (P ) as the proper paragraph. If the degree of similarity is lower than
threshold, the method discontinues estimating the proper position.

The degree of similarity between paragraphs used in this method is proposed
by Odaka et al. [5], as shown in formula (1), and shows the frequency of ap-
pearance of n-grams in two documents from zero (low similarity) to one (high
similarity), with n as three in this method. The degree indicates high similarities
against changing words, the ending of sentences, and the order of phrases; and
Odaka et al. use it to measure the similarities between reports by students.

Rj = 1 − 1
k

k∑
i=1

{
P (Xi) − pj(Xi)
P (Xi) + pj(Xi)

}2

,

where
Rj : the degree of similarity of P and pj(1 ≤ j ≤ l)
k : the total number of n-grams in P and pj
X : the sequence of n-grams

P (Xi) : the frequency of appearance of Xi in P
pj(Xi) : the frequency of appearance of Xi in pj .

(1)
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3.3 Estimating Proper Position in a Paragraph

This method estimates proper position of an annotation in the estimated para-
graph (P ′) as follows:

Step 1. Find the same strings as annotated string (S) from P ′. Let s1, s2, · · · , sm
denote the same strings as S in P ′.

Step 2. Compare nouns before and after each found string (s1, s2, · · · , sm) with
nouns before and after annotated string (Nb and Na).
Let mbj denote the number of nouns before sj in the paragraph which
matches nouns in Nb, and let maj denote the number of nouns after sj
in the paragraph which matches nouns in Na. Let N denote the greater
number of nouns before and after S or sj in the paragraph.
Then, the degree of match (Ej) is defined as shown in formula (2) and has
a value between 0 and 1.

Step 3. Decide the position of the string that has the greatest degree of match,
as the estimated proper position (L′).

Ej = 1 − N − (mbj + maj)
N

, (1 ≤ j ≤ m). (2)

If there is no string identical to S in P ′ in Step 1, or the value of the greatest
degree of match is lower than threshold, there is a possibility that the annotated
string has changed. As a result, the position of a substring, which has the greatest
degree of match and the greatest degree of similarity, in the estimated paragraph
(P ′), is selected as the estimated proper position (L′). However, this method
discontinues estimating the proper position when the degree of match or the
degree of similarity is lower than threshold.

3.4 Thresholds

This method discontinues estimating the proper position depending on the de-
gree of match or the degree of similarity, as mentioned in sections 3.2 and 3.3.
At this point, users of Writable Web should manually move annotations to the
proper position, and the system offers some functions to support this procedure.
We think it is better to stop estimations rather than report incorrect estima-
tions, so the system detects and notifies users of annotations that should be
moved manually.

Using a low threshold, this method halts the estimation less frequently, but
it incorrectly reports the estimation of annotation positions more frequently.

4 Evaluation

We conducted two experiments to evaluate the method to estimate the proper
positions of annotations. The first experiment was conducted with annotations
written by learners, and the second experiment was conducted with annotations
which were randomly generated according to a trend in the annotations of learn-
ers. We confirmed the adequacy of the trend from the annotations of learners
prior to beginning the second experiment.
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Table 1. Result of following updates with annotations from learners

Estimation result Number of annotations Percentage

Proper 358 95.7%

Discontinued 13 3.4%

Incorrect 3 0.9%

Table 2. Result of exploratory experi-

ment

Estimation result Number of

annotations

Percentage

Proper 381 93.2%

Discontinued 25 6.1%

Incorrect 3 0.7%

Table 3. Result of following updates with

generated annotations

Estimation result Number of

annotations

Percentage

Proper 1285 61.0%

Discontinued 789 37.5%

Incorrect 32 1.5%

4.1 Following Updates with Annotations from Learners

This experiment was conducted to confirm the precision of the method with
annotations written by learners, six undergraduate students and 19 master’s
students. They learned and wrote 1008 annotations on 11 pages of material
using Writable Web. The material had been updated, including 14 revisions in
one paragraph and the addition of five paragraphs; however, the learners were
instructed to use the material prior to the updates, and were unaware of any
changes in the material.

The results of this experiment are shown in Table 1. There were 374 anno-
tations, 37.1% of all annotations, which were needed to follow updates. The
types of estimation results are estimating the proper position, discontinuing the
estimation, and estimating an incorrect position.

These results indicate that the precision of estimation using this method is
very high. The high precision may be the result of relatively few updates in the
material and updates that did not have an effect on other parts of the page.

4.2 Following Updates with Randomly Generated Annotations

We conducted the second experiment to increase the samples of updates. To in-
crease the number of annotations, we planned to randomly generate annotations
according to a trend in the annotations of learners, the morpheme number dis-
tribution. The distribution of 1008 annotations collected in the first experiment
is shown in Fig. 5.

Exploratory Experiment. We conducted an exploratory experiment to con-
firm the adequacy of using this trend to generate annotations. Using the mate-
rial from the first experiment, 1008 annotations were generated, starting from
randomized morphemes, and the lengths of these annotations were decided ac-
cording to the distribution.
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The results of the exploratory experiment are shown in Table 2. There were
409 annotations, 40.6% of all annotations, which were needed to follow
updates.

There was a small difference in the result of discontinuing the estimation.
The reason for the difference was that the number of annotations straddling
multiple paragraphs was larger than in annotations made by learners, with some
paragraphs being added between paragraphs, and the string in the annotation
position changing. There were 198 annotations which straddled multiple para-
graphs in the generated annotations, and there were 51 in annotations made by
learners. However, the difference between the result of the first experiment and
the exploratory experiment was small, so we used the generated annotations in
place of the annotations from learners.

Experiment. We collected 30 materials before and after the update, and 3000
annotations were generated on pages before the update (100 annotations for
each page). The results of this experiment are shown in Table 3. There was
2106 annotations, 70.2% of all annotations, which were needed to follow up-
dates.

These results indicate that the number of annotations on which estimation
was stopped was larger than in both the first and the exploratory experiments;
however, the number of annotations that were misplaced was very low.

This experiment was conducted with a large number of annotations, which
were randomly generated according to a trend from annotations made by actual
learners; although, the trend used in this experiment was simple, and there was
a difference in properties between annotations from learners and the generated
annotations, as mentioned in the section 4.2. Confirming the precision of the



562 H. Kunimune et al.

estimation method is also very important when providing this method to actual
learners.

Moreover, Writable Web offers functions to support manually moving the
annotations to the proper positions, so we believe that there are no practical
issues using this method.

During this experiment, we also checked the time to estimate the proper
position of 100 annotations on each page. The mean and standard deviation of
processing time were 119.2 seconds and 102.0, and the shortest and the longest
processing times were 18 seconds and 557 seconds, respectively. On the page that
took the proposed method 557 seconds (the longest processing time) to estimate,
there were long annotations with more than 10 morphemes.

We believe the proposed method is very simple, and that we can improve the
proposed method to estimate the proper position more quickly.

5 Conclusions

The present study proposed a following method of annotations on updated con-
tents and described the result of experiments to evaluate the method. We found
that the method can estimate the proper positions of annotations on contents
having small updates, and confirmed that the method avoids moving annotations
to incorrect positions by discontinuing the estimation.

We plan on improving the method by increasing the precision, decreasing
the processing time of the method, and by tuning the thresholds. Moreover, we
would like to evaluate the precision of the improved method by providing it to
actual learners.
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Abstract. In collaborative learning, participants generate their own an-

swers by exchanging their opinions through a discussion. Since the discus-

sion in a collaborative learning includes knowledge for solving an exercise,

the collaborative learning record is useful for other learners who tackle

the same exercise. We propose a method for organizing solution knowl-

edge in collaborative learning records as a solution knowledge graph. In

this method, utterance collections of the same answering method are ex-

tracted and structured from a viewpoint of their effectiveness based on

annotations attached by participants. In addition, the structure of the

solution knowledge graph is refined by learning records of self-learners

who use it as knowledge for solving exercises.

Keywords: solution knowledge graph, learning record, collaborative

learning, self-learning, knowledge extraction, effectiveness of utterances.

1 Introduction

Recently, to support a collaborative learning under a distributed environment
is one of the hottest subjects[1][2]. In the collaborative learning, participants
propose their own ideas, ask questions, and reply to the questions in order to
solve a common exercise. Since such utterances contain hints to solve the exercise,
participants acquire knowledge to derive answers from the utterances which they
cannot think of by themselves. Such knowledge is useful for other learners who
did not participate into the collaborative learning, but tackle the same exercise.

Participants in different learning groups may derive answers with different
answering methods. Even if they follow the same answering methods, they dis-
cuss differently with different knowledge. Therefore, it is useful for other learners
to observe plural discussion records of the same exercise. However, if there are
many discussion records for the same exercise, it is difficult for learners to find
utterances that are appropriate for their learning situations. Our objective is to
extract knowledge for deriving the same exercise automatically from the discus-
sion records in the several collaborative learnings in order for other learners to
utilize the discussion records as knowledge to solve the same exercise.

Several researches have been investigated for utilizing collaborative learning
records. Kayama, et al.[3] developed a system which supports learners to review
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the contents of the collaborative learning according to tags that are automat-
ically attached to specific actions of participants by the system. Goodman, et
al.[4] constructed SAILE which organizes collaborative learning records based on
status in common workspace. This system provides asynchronous collaborative
learning environment where learners can review all actions, and replay to actions
of the scenes that are defined by chat events. In addition, learners can increase
the branch of a learning process by attaching comments to the discussion record.
These researches allow learners to review collaborative learning record from spe-
cific scene. However, it is difficult to find scenes that may help them to derive
the answer.

In order to extract parts which can be used for deriving answers from col-
laborative learning, it is necessary to detect topics. Adams, et al.[5] developed
a system which extracts utterances of the same topic. This system calculates
similarities between utterances according to feature vectors of utterances and
detects topics. The feature vectors are estimated with frequency of terms in all
utterances based on tf-idf. Okazaki, et al.[6] proposed a method for extracting
and organizing topics from text documents. In this method, similarities between
sentences are calculated with vocabularies, and sentences are organized accord-
ing to their similarities. However, these researches only arrange topics in terms
of similarities. Utterances in the collaborative learning should be organized from
a viewpoint of their effectivenesses in solving exercise.

Currently, we focus on self-learners who did not participate into the collab-
orative learning and study individually using the collaborative learning records
as hints for solving the exercise. Self-learners refer to the collaborative learn-
ing records when they cannot derive answers by themselves. Thus, utterance
collections that are effective for solving the exercise need to be distinguished
from other utterances of the same topic. Kakehi, et al.[7] developed a system
which extracts useful utterance collections for deriving answers from a discus-
sion record and organizes them along the time sequence. The system detects
effective utterances based on annotations that are attached by participants to
useful utterances for deriving their answers during the collaborative learning.
This system could extract utterances that may be useful for solving the exercise,
but could not show effectiveness of extracted utterances. Moreover, it is able to
handle only a discussion record of a single collaborative learning.

In this research, effective utterances in the plural discussion records are ex-
tracted and structured as one solution knowledge graph according to the effec-
tiveness for solving an exercise. Effective utterances may be referred by many
participants/self-learners. In our approach, useful utterances are detected based
on the participants’ intentions for solving the exercise. As same as Kakehi’s
method[7], participants’ intentions are grasped by annotations that are attached
to utterances which are referred in solving the exercise. Effectiveness of utter-
ances is inferred by the number of participants who attached annotations. Thus,
extracted utterances are arranged in the solution knowledge graph according to
the number of annotations.
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The number of participants in the group may be small, so utterances that are
annotated by participants are not always effective for other self-learners. More-
over, meanings of utterances in the discussion may not be the same for other
self-learners, since they do not know the context of utterances. Therefore, the
structure of the solution knowledge graph is refined based on the self-learners’
learning records. By considering intentions of self-learners, for the solution knowl-
edge graph, it is able to organize knowledge discussed in the collaborative learn-
ings according to the importance in solving the exercise.

2 Approach

2.1 Collaborative Learning Environment

We focus on a collaborative learning of programming exercises. The solution of a
programming exercise is composed of several answering steps which correspond
to sub-exercises. For example, in an exercise of ”construct a program which
retrieves an input string from a file”, there are there answering steps such as
”to obtain input string”, ”to operate a file”, and ”to retrieve string from the
file”. Most sub-exercises are independent to others. Several answering methods
can be applied to solve the sub-exercises. Moreover, each answering step holds
keywords that can identify the step.

We assume the group of participants who have the similar understanding lev-
els and try to solve the same exercise. Participants compose their own programs
while discussing their ideas with others through a chat tool. When generating ut-
terances, participants need to indicate target utterances. Also, they are required
to attach annotations to utterances that are used for deriving their answers.

2.2 Framework for Organizing Knowledge in Discussion Records

When solving an exercise, self-learners cope with answering steps individually.
Therefore, utterances of the same topic need to be extracted as an utterance
collection and be corresponded to the discussed answering steps. In addition,
in order for self-learners to find the effective hints quickly, utterance collections
should be evaluated and ranked according to their effectiveness.

In a discussion record, several utterances may be generated for one topic. It
is necessary to detect successive utterances of the same topic as an utterance
collection and specify their answering steps. At this time, utterance collections
are extracted from all the collaborative learning records for the same exercise.
If more than one answering methods exist, differences among the answering
methods should be specified. In addition, the effectiveness of utterance collections
for deriving an answer may help learners to find useful hints for each answering
method.

In order to organize solution knowledge from collaborative learning records,
we design the learning environment which consists of mechanisms for extracting
and structurizing the hints in the discussion records as solution knowledge graph
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Fig. 1. Outline of our system

automatically, and for refining it through its use in individual learnings. Figure 1
illustrates the outline of our system. In the knowledge extraction mechanism,
utterance collections are extracted based on the annotations attached by the
participants and are classified into answering steps according to their contents.
Since annotations attached by the same participants may indicate utterances of
the same answering method, utterance collections are classified into answering
methods based on the participants who attached the annotations and are struc-
tured as a solution knowledge graph. In knowledge display mechanism, solution
knowledge graph is shown to self-leaners. In knowledge refinement mechanism,
the structure of the solution knowledge graph is changed based on the learning
records of self-learners who use the solution knowledge graph as hints for solving
the same exercise. By reflecting intention for not only participants but also self-
learners, the solution knowledge graph is able to represent utterance collections
that are effective for many learners.

3 Solution Knowledge Graph

3.1 Definition of Solution Knowledge Graph

In the solution knowledge graph, useful utterance collections are arranged for
answering methods in each answering step. Figure 2 shows the conceptual imag-
ination of the solution knowledge graph. The solution knowledge graph is com-
posed of nodes and links. A node shows a useful utterance collection and contains
information on participants/self-learners who used this utterance collection to
derive the answer. Nodes at higher positions in the solution knowledge graph cor-
respond to more effective utterance collections, and nodes at lower positions are
used by only a few participants/self-learners. Links connect utterance collections
with the same answering method. Undirected links are attached to utterance col-
lections whose effectiveness are the same, and directed links indicate that target
nodes are supplementary to source nodes.

3.2 Construction of Solution Knowledge Graph

Nodes in the solution knowledge graph express utterance collections. Nodes con-
sist of successive utterances of the same topic that are used for deriving answers.
Utterance collections of the same topic is extracted by target utterances of the



568 Y. Watanabe, T. Kojiri, and T. Watanabe

Answering step A Answering step B
Utterance 
collection

・・・

Learners who add
annotation to this 

utterance collection

large

small

Effectiveness

Fig. 2. Solution knowledge graph

utterances that are indicated by participants. Utterances may be derived by
their target utterances, and utterances and their target utterances are regarded
to express the same topic. So, utterances that are originally derived by the same
utterances are gathered and compose utterance collections.

Of all utterance collections, useful ones are used by participants to derive
the answer. Since annotations are attached to utterances used for deriving the
answer, utterance collections including the utterances to which annotations were
attached are extracted as useful utterance collections. The extracted utterance
collections form nodes of solution knowledge graph. The number of participants
who attached annotations is defined as the degree of effectiveness of the nodes.

The useful utterance collections include knowledge which is necessary for de-
riving the answer. Therefore, they belong to one of the answering steps. By
comparing keywords in each answering step with words included in the utter-
ance collections, nodes are classified into the corresponding answering steps. A
participant solves the exercise along one answering method for each answering
step. So, if annotations are attached to two utterance collections in one answering
step by the same participants, they may belong to the same answering method.
Corresponding rate is defined as the possible rate that two utterance collections
belong to the same answering method.

Corresponding rate between nodes i and j is calculated by Equation 1. Ni is
a set of the participants who attached annotations to the utterance collection in
node i. When a corresponding rate is more than a threshold, a link is added
between the two nodes. When the degrees of effectiveness of nodes i and j
are equal, an undirected link is generated between them. If their degrees of
effectiveness differ, a directed link is generated from the node with the large
effectiveness to the small node.

corresponding rate =
||Ni ∩ Nj ||

||Ni||
||Ni|| ≥ ||Nj || (1)

3.3 Refinement of Solution Knowledge Graph

The structure of the solution knowledge graph, such as positions of nodes and
links, is reconstructed based on learning records of the self-learners. Nodes in the
solution knowledge graph that help self-learners to derive answers are counted as
useful utterance collections. Therefore, after a self-learner finishes a individual
learning, the degree of effectiveness is modified and positions of nodes in the
solution knowledge graph are rearranged. Corresponding rates between nodes
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are also re-calculated based on effective degree that is the number of self-learners
who refer to the node to the number of annotations. Equation 2 is the calculation
method of corresponding rate in refining the solution knowledge graph. Ri is a
set of the self-learners who used the node i. According to the corresponding rate,
links of the solution knowledge graph are generated, changed, or deleted.

corresponding rate =
||(Ni ∪ Ri) ∩ (Nj ∪ Rj)||

||(Ni ∪ Ri)||
||(Ni∪Ri)|| ≥ ||(Nj∪Rj)|| (2)

4 Prototype System

e construct a prototype system for an individual learning which displays the so-
lution knowledge graph as a knowledge source. The system constructs a solution
knowledge graph from discussion records and shows it to a self-learner. Figure 4
shows the interface for the individual learning. Self-learners need to input an
exercise number from the combo box and start learning by pushing the start
button. When the start button is pushed, an exercise sentence is emerged in the
exercise display area, and the solution knowledge graph is drawn in the solu-
tion knowledge graph display area. The solution knowledge graph display area
is composed of more than one answering step tabs which correspond to each
answering step. When an answering step tab is selected, the solution knowledge
graph in the corresponding answering step is shown in the solution knowledge
graph display area. The rectangles in the solution knowledge graph display area
express nodes, and the words in a rectangle represent words that appear more
than twice in the corresponding utterance collection.

When the node is clicked, utterances in the selected node are displayed in the
discussion display area. When self-learners refer to the utterances that are cur-
rently displayed in the discussion display area, the utilization button is pushed.

Learner name Start/end buttonExercise number

Answering Step tab

Utilization button

Node

Solution knowledge 
graph display area

Discussion 
display area

Exercise display area

Fig. 3. Interface for individual learning
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Then, the system recognizes that the node is used during the individual learning.
By pushing the end button, the individual learning is finished and the structure
of solution knowledge graph is changed.

5 Experiment

We evaluate the refinement method of a solution knowledge graph. The solu-
tion knowledge graph was constructed with discussion records in collaborative
learnings of two groups (five and four students in our laboratory). The exer-
cise which participants tackled in the collaborative learnings was ”construct a
program which retrieves an input string from a file”. It is composed of three
answering steps, such as ”to obtain input string”, ”to operate a file”, and ”to
retrieve string from the file”. The solution knowledge graph was composed of 22
nodes and 10 links. The threshold for generating links was set to 0.5.

Four other students in our laboratory were asked to tackle the same program
with the prototype system one by one. They were asked to push the utilization
button when referring the node. After each student finished learning, the solution
knowledge graph was updated.

Table 1 shows the total number of links changed by four learners. The appro-
priateness of changed links are evaluated by checking their contents. For example,
if links were generated between nodes that indicate the same answering meth-
ods, they were regarded as correct links. However, if nodes did not belong to the
same answering method, links were attached incorrectly. Eight links were cor-
rectly changed, and five links were operated incorrectly. Currently, the influence
of one push of the utilization button was large, since the number of students
in this experiment was small. Therefore, it is necessary to change the threshold
according to the number of self-learners.

On the other hand, Table 2 shows the number of pushing utilization button
for nodes in each position in the solution knowledge graph. Layer 1 holds to the
most effective nodes and effectiveness of nodes gets smaller as the layer becomes
lower. The nodes that were useful for deriving answer were successfully arranged
at a higher layer in the solution knowledge graph.

Table 1. Total number of changing

links by four self-learners

correct incorrect

No. of generated

links
2 4

No. of deleted

links
6 1

Total No. of

changed links
8 5

Table 2. The number of pushing utilization

button for nodes in each layer in solution

knowledge graph

Position in solution

knowledge graph
1st 2nd 3rd 4th 5th 6th

No. of pushing uti-

lization button
10 5 3 4 1 0
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6 Conclusion

In this paper, the method for structuring a solution knowledge graph was pro-
posed. The solution knowledge graph was organized by useful utterance collec-
tions for deriving answer that were extracted from discussion records. Moreover,
it was refined based on records of self-learners who used it. From the experimen-
tal result, we confirmed that more useful utterance collections were arranged
in higher layer. However, it turned out that links were not generated correctly,
especially when the number of participants/self-learners were small. We should
reconsider the method for generating links between the nodes of the same an-
swering method by grasping contents of the nodes.

Currently, our system regards utterances collections that many learners re-
ferred were more effective. However, all learners do not necessarily need the same
knowledge. Effective knowledge maybe different if learners’ understanding lev-
els are different. Therefore, a mechanism of recommending utterance collections
according to learners’ understanding levels should be added.

In addition, our system only allows self-learners to browse the discussion
records. In order to organize more effective solution knowledge, the mechanism
which modifies discussion records, such as nodes in the solution knowledge graph,
need to be developed. For example, a function to comment or correct the utter-
ance collection in nodes is considered.
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Abstract. Problems involving agricultural know-how can be addressed

with the use of IT. For example, IT can reduce the risk that know-

how may be lost due to the increasing age of agricultural workers. Also

valuable fruits which require sensitive environmental control can be mon-

itored with IT. Data collection, collation and storage will enable us to

convert tacit knowledge into formalized algorithms. We made a remote

information sensing system using a sensor board made in cooperation

with Renesas Solutions Corporation. Furthermore, we had installed our

sensing system in a melon hothouse, in cooperation with the Prefectural

Research Institute. We set up an interface enabling access to data and

photographs using a browser. Using this interface, we expect that farm-

ers will be able to transfer tacit knowledge into formalized information.

Keywords: Wireless sensor network, Remote sensing, Agricultural sen-

sor system, User interface.

1 Introduction

The agricultural demographic is changing; the median age of farmers increases
while their numbers diminish. Precious agricultural know-how is in danger of
being lost [1]. Moreover, cash crops, like hot-house melons (used in the present
project) command prices upwards of $200 per fruit. It is important to maintain
constant conditions in order to produce a uniformly high quality product. IT
has potential for solving both of these problems. The painstaking procedure of
drawing out the tacit knowledge of expert farmers can be facilitated with a
data gathering protocol utilizing sensors, sensor board, and computer interface,
enabling the system to collate and store a variety of searchable data [2]. This
will enable us, on the one hand, to gather the expert knowledge of aging farmers
for preservation and dissemination. The information can be utilized by anyone.
Also we can facilitate the consistent control of the delicate environment with
sensors monitoring such factors as temperature, atmospheric moisture, ground
moisture, and light and so ensure a reliably high grade of produce.
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We developed a remote information sensing system using a sensor board made
in cooperation with Renesas Solutions Corporation [3]. Sensor networks are crit-
ical tools for measuring and understanding the complex interactive dynamics
of natural systems [4], and help promote new ways of agricultural management
[5]. The cost of sensor technology is expected to fall in the near future while
utility of IT will continue to develop for various agricultural applications [6][7].
We are developing the protocol for initiating the process of accumulating the
massive store of information required to make agricultural knowledge available
to everyone.

2 Remote Sensing System

2.1 Our Sensor Boards

This research concerns the construction of a sensor network utilizing a ZigBee
node produced by Renesas Solutions Corporation. The Renesas node is used
with a second board to make our sensor system. The first is the battery operated
Renesas sensor board in Fig. 1 with three kinds of sensors: motion, temperature,
and light. It can be operated either with 4 AAA batteries or an AC adaptor.
This board is able to collect sensor values. This board, used as the sensor node,
is the topic of this paper.

The other board is a ZigBee evaluation board shown in Fig. 2. It has no sensors
and batteries, and therefore a power supply cable is required. This board is
equipped with RS-232C interface which can be connected with a PC. The board
can be used in three ways, one board each: the first as a ZigBee router, the
second as a coordinator and the third as a sink node.

2.2 Basic Topology

The basic topology of the system consisting of these boards is shown in Fig. 3.
The network topology shows the structure of the procedure. Each sensor is con-
nected to the ZigBee router. The router channels the data from the sensors to
the sink node. The sensors must be placed within the transmission range of the
router. If the router is placed within the range of a sequential router, it is pos-
sible to transmit multi-hop data. Thus a continuous flow of data is sent to the
sink node.

Fig. 1. Sensor board
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Fig. 2. ZigBee evaluation board

Fig. 3. Basic topology of sensing system

2.3 Sensing Data Gathering

The data received by the RS-232C serial port is then transferred to the PC.
The information is then recorded in the data base (Fig. 4). The data received
by serial communication is recorded in the Gateway HDD in a temporary file.
Data is accumulated and transferred as a transaction at regular intervals to the
PostgreSQL server in our laboratory. Because of the volume of the continual
stream of data received from the sensors, once a day the program compiles the
incoming data packets in searchable tables formatted with time, ID, and sensor
readings categories.

2.4 Camera Data Gathering

Moreover, in response to the client user’s request for more detailed visual in-
formation concerning data received from the sensors, photographic information
is also recorded. A separate ZigBee network gathers photographs from network
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Fig. 4. Block diagram of sensor data gathering

Fig. 5. Brock diagram of camera data

cameras at 15 minute intervals and transfers them by LAN using HTTP protocol
to a designated server (Fig. 5).

The routing is arranged as follows: The network camera is equipped with a
Web server. The Gateway accesses the network camera using HTTP protocol and
receives the Jpeg files which it then relays by HTTP post to the server where
a PHP program for image uploading transfers the Jpeg to the designated HDD
for graphic images. The separately maintained data from the sensors and the
photographic images can be collated later for viewing. It is beneficial to monitor
the atmospheric conditions of the hothouse which affect the produce (i.e. melons)
by having a sensor system to monitor variables such as temperature, moisture,
and light and collate them for later analysis.

3 Report of Melon House Experiment

We prepared the above described system of sensors, cameras, and servers for an
experiment in remote sensing we placed the system in the melon hothouse, and
connected it with the sensor node inside the building (Fig. 6). We placed the
Sink Node and Gateway in a separate unmanned observation room 15 meters
from the hothouse.
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Fig. 6. Sensing system set in hothouse and observation room

In the melon house we placed the router in position so as to gather the in-
formation from all the nodes. Information is communicated by ZigBee between
sensor node and sink node as described above. Because the camera is equipped
with LAN cable we connected it to a wireless LAN access point inside the hot-
house which transmitted data to the observation room. We made provisional use
of cell phone to provide the internet access for the Gateway PC. We used this
system to transfer the data from sensors and the photographic images from the
network cameras to the laboratory.

3.1 Interface

We made an interface to put the information thus gathered by sensors and
cameras into a readable format. It is possible to access this interface from a Web
browser (Fig. 7). Sensor information during a day is displayed in this figure.
The photograph is displayed in upper part of the page, and values of the light,
motion, temperature, and voltage of equipped batteries have been graphed. At
the time of accessing the interface to view selected records, the user inputs the
ID for the selected sensor, a start and finish term and the number of records
required, distributed evenly in the time period.

Because of the huge volume of information from the sensors, when all the
information is downloaded, the infrastructure between the Web server and the
PostgreSQL server is overloaded. As a solution for this problem, we implemented
the function inside the PostgreSQL server to request the required amount of data
(Fig. 8). The ID, term, and number of records of the desired data is transmitted
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Fig. 7. Physical appearance of Web Interface

Fig. 8. Web interface block diagram
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to the PostgreSQL server from the Web server PHP. The selection function,
using a simple algorithm, gathers the requested information from the tables on
the PostgreSQL database according to timestamp and sends them back to the
PHP. The PHP makes an XML file from the PostgreSQL data and reads it with
a graphic program. Then the PHP gets the saved Jpeg photographs on the HDD
for the required period and sends them together to the client’s browser.

4 Results

We conducted this experiment for 10 days 24 hours per day, and were able to
successfully retrieve requested information. We tested the system by request-
ing reports from the laboratory. We monitored the equipment 8 times a day
for proper functioning from the laboratory. System failure occurred only once.
The cell phone connection failed and needed to be reconnected. We tested data
sampling protocol (sensor ID, term, number of records) everyday. It was largely
successful but the problems related to the cell phone must be resolved, whether
by compressing data or replacing the cell phone with some other broadcast equip-
ment. This research is still in progress and our goal here is to report the purpose
and structure of the system.

5 Summary

In this paper, we have reported the experiment we conducted for a melon hot
house with a remote sensing system that we constructed using a Renesas board,
plus sensors, cameras, and servers. We expect that hereafter agricultural en-
gineers will refine this system utilizing sensors for light, temperature, ground
and air moisture, as well as potentially unlimited other factors. Access to sensor
information will promote more reliable results. The reliable results will inspire
the trust of the agricultural workers in the relationship between the information
provided by sensors and the produce. When they understand the relevance of
IT to their livelihood, agricultural producers will work to formalize their tacit
knowledge. It is thought that by using formalized knowledge, agricultural best-
practice can be widely disseminated. This will be a contribution to agricultural
development.
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Abstract. Clever management of the various types of documents used in intel-
ligent activities and their efficient utilization are important. However, most 
available methods target only a single type of document (e-mails, Web pages, 
etc.). A more promising approach is topic-centered document management. Al-
gorithms are described for extracting topics across various of types of docu-
ments. Moreover, a topic-centered document management system is described 
that is based on grouping by topics. 

1   Introduction 

Efficient discovery and utilization of useful information from various types of docu-
ments is important in intelligent activities, e.g., research activities and cooperative 
software development in a network environment. However, the number of documents 
related to such activities increases exponentially as the activities progress. This makes 
it harder and harder to identify the useful documents. There is thus a strong need for 
ways to support the management and utilization of documents in accordance with the 
how the information is to be used.  

Although there has been research on topic extraction [1][2][3] and document 
clustering [4][5][6][7][8], each of these research projects targeted only one type of 
document. As a result, the existing methods are unsuitable for topic extraction and 
clustering across different types of documents. Thus, topic extraction independent 
of document type and topic-centered management of documents are needed to 
achieve clever document management in accordance with how the information is to 
be used. 

This paper describes algorithms that have been developed for topic extraction 
across document types and methods that support document management based on 
the topic. 
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2   Problems in Document Management Related to Purpose of Use 
and Support Policies 

2.1   Research Targets 

The target of this research was intelligent activities in a network environment such as 
research activities, exploratory learning, and cooperative software development. In 
these activities, it is important to discover and efficiently utilize the desired documents 
in accordance with how the information is to be used. Since users accumulate various 
types of documents and in increasing quantities as activities progress, it is often diffi-
cult to identify the useful documents from the many documents accumulated. 

The search for a desired document is enforced by focusing on the purposes of use. 
The topics hidden in the numerous documents are used here as indicators of the pur-
pose of use. However, the elements of the documents differ with document type (e-
mail, Web page, and so on). Consequently, topic extraction is harder when various 
types of documents are involved. 

Moreover, the software applications differ with the document type; for example, 
mail client software is used for e-mail, and a Web browser is used for Web pages. 
Therefore, users can become bewildered as they come and go among various applica-
tions. Accordingly, it can be difficult for users to manage different types of docu-
ments while relating them sufficiently. This can make it difficult to grasp the progress 
of a project and the relationships among documents. 

Consequently, support is needed for clever document management that enables us-
ers to locate and utilize useful documents regardless of the document type and appli-
cation. This research targets document management by people working together such 
as on a laboratory research project. We assume that all of them use e-mail and use 
several types of documents. 

2.2   Related Research 

Many methods for topic extraction and document clustering have been reported. 
Hamasaki et al. described a method for discovering networks of common topics from 
bookmarks [1]. This method uses the hierarchical structure of bookmarks and identi-
fies potentially useful pages by investigating the communities of topics among users. 
Sekiguchi et al. developed a method for extracting topics that uses the characteristics 
of utterances in weblogs [2]. Moreover, a trial in which networks of human relation-
ships were extracted from information on the Web [9] has been reported.  

The research on document clustering includes the work by Yanai et al. on auto-
matic image clustering [4]. They developed a method for clustering natural images 
from the real world on the basis of learning from images gathered from the Web. 
Iyama et al. developed a system for clustering Web pages on the basis of their charac-
teristics and for providing the results to users [5]. These clustering methods are unable 
to extract the topic across various types of documents and to cluster different types of 
documents since they each target only one type of document. 

Systems that support document management and sharing have also been devel-
oped. Sano et al. described an information sharing system [10] that analyses the book-
marks of many users and uses the results to recommend a URI for users with similar 
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interests. An interesting direction for research is the support of not only topic extrac-
tion but also of information sharing based on it. Moreover, Gmail [11], Google’s e-
mail program, is a strong tool that groups e-mails automatically on the basis of their 
reply relationships and supports management of e-mails on basis of the extracted 
groups. Nevertheless, most available systems support only one type of document. 
Therefore, managing different types of document efficiently is difficult. Furthermore, 
support for identifying the relationships among documents has not been investigated 
enough although such an identification would also contribute to understanding the 
work processes. 

2.3   Issues and Support Policies 

From the above discussion, we can identify three issues that need to be addressed in 
order to realize support for document management and utilization in accordance with 
how the information contained in them will be used. 

1. Difficulty of topic extraction from different types of documents. 
2. Difficulty of managing different types of documents while relating them. 
3. Difficulty of understanding the relationships among documents. 

To resolve these issues, algorithms have been developed for extracting the topic 
across a variety of document types. Moreover, an adaptive document management 
system has been developed that constructs its own functions and interfaces and 
changes them in accordance with the target types of documents and the purposes for 
which the information they contain will be used. This system has a function to assist 
understanding of work processes, document transitions, and their update circum-
stances by visualizing the relationships among documents related to a topic. 

Here, topic extraction methods can be classified roughly into two types: 1) those 
that use a natural language based approach to either extract the contents of documents 
in a semantically constrained way or summarize them (e.g., [12]); 2) those that extract 
groups of documents that correspond to a topic (e.g., [13]). In this research, the latter 
approach was used as it aims to realize clever management and utilization of docu-
ments in accordance with how the information they contain will be used. The aim is 
to realize clever management by developing a topic-centered adaptive document man-
agement system (as described in Section 5). 

3   Algorithm 

3.1   Overview 

A topic is represented by a group of documents corresponding to that topic. Each 
topic is considered to have various attributes (members, keywords, activity period, 
and so on). The set of these attributes, which expresses the feature of the topic, is 
called the “topic object.” When a new document is acquired, the candidate topic to 
which it belongs is estimated on the basis of the coincidence rates, which are calcu-
lated by comparing the attributes of the new document with those of the existing topic 
objects. The coincidence rate is basically the general state of whether two attributes 
agree or not. The calculation methods differ for each combination of attributes, and 
they have been defined temporarily on the basis of an initial investigation. 
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Figure 1 illustrates the topic extraction algorithm. First, e-mails are grouped on the 
basis of the reply relationships. The resulting e-mail groups are used as a basic set of 
documents that expresses the topic. If there is more than one topic (group of docu-
ments), the attributes shown in Table 1 are extracted from each group. Each topic 
thereby acquires a set of elements that express its features, i.e., the topic object. 

When a new document is acquired, the attributes specified beforehand in accordance 
with the types of documents (Table 1) are initially extracted. For the present time, e-
mails, shared bookmarks, and PDF files are supported. If there is more than one topic, 
the relationship degree, which expresses the strength of the relationship between the 
new document and each topic, is calculated by comparing the attributes of both. If the 
calculated relationship degree exceeds a specified threshold, the topic with the maxi-
mum relationship degree is selected as the candidate topic for the new document. Con-
versely, if the relationship degrees for all topics fall below the threshold, the new docu-
ment is judged to not belong to any topic. 

Furthermore, if more than a specified number of e-mails belong to no topic before 
the calculation of the relationship degree, grouping of the e-mails is repeated. In this 
manner, new topics appearing after the initial grouping are handled. 

 
 

Fig. 1. Topic extraction algorithm 
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Table 1. Relationships among attributes of topic objects 

 
e1:Period of e-mails, e2:Average of e-mail reply, e3:Active period of e-mail, e4:Member of e-
mail, e5:Key person, e6:Reply relationships, e7:Keyword of e-mail, e8:Subject of e-mail, 
e9:Name of attached file, e10:URLs in e-mail main text, e11:Main text of e-mail (quotation), 
u1:Bookmark registration date, u2: Bookmark sharing period, u3:Member of bookmark shar-
ing, u4:Registrant of bookmark, u5:Keyword of bookmark, u6:Title of bookmark, u7:URL, 
p1:Date of PDF registration, p2:Period of PDF registration, p3:Member of PDF sharing, 
p4:Registrant of PDF, p5:Keyword of PDF, p6:Name of PDF file, p7:URL described in PDF 
main text. 
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3.2   E-mail Grouping 

The focus here is on e-mail as this is the most common type of document and most 
everyone uses it. Groups of e-mails are used to express the basis of topics. Each e-
mail has a unique ID called a Message-ID. Moreover, either “In-reply-to” or “Refer-
ence” information is added to the header of an e-mail sent in reply to a previous e-
mail. 

“In-reply-to” indicates the original e-mail by its Message-ID. “Reference” ex-
presses a sequence of e-mails included in either previously sent e-mails or replied-to 
ones by their Message-IDs. Generally, at least one of these information fields is added 
into to the header of a reply e-mail. Here, e-mails are grouped by analyzing them. 

3.3   Extraction of Topic Object 

Several attributes are extracted from each group of e-mails created by analyzing the 
coincidence of the reply relationships. The extracted attributes are used as factors of 
the topic object as an initial step. 

 Topic period: For each group, extract earliest and latest e-mail and use their 
creation dates as dates when the topic started and ended. 

 Average reply interval: For each group, calculate average time from when e-
mail was sent to when a reply to it was sent. 

 Keyword: For each group, extract the top five characteristic words from the 
main texts of the e-mails. 

 Member: For each group, extract the sets of senders and receivers. 
 Attached file: For each group, extract the set of attached files. 
 Subject: For each group, extract the set of subjects. 
 Reply Info.: For each group, extract the “Message-ID” and either the “Refer-

ence” or “In-reply-to” from the e-mail headers. 
 URL: For each group, extract the URLs from the main texts of the e-mails. 

3.4   Calculation of Relationship Degree 

This section describes the method used to calculate the relationship degree used for 
judging the topic to which a new document belongs. 

When a new document is acquired, the specified attributes are extracted. These 
typical attributes were selected on the basis of previous investigation and experience. 
Then, the relationship degree is calculated by comparing the extracted attributes and 
the factors of each topic object. However, there are no comparable attributes between 
the new document and topic object when the document type of new document is not 
included in the target object. For instance, if a bookmark is registered immediately 
after initial grouping comparison is impossible since a topic object consists only of e-
mails. This problem was solved by investigating the relationships among the factors 
of the various types of documents that went into building the topic object and then 
specifying the initial relationships, as shown in Table 1. 

The main attributes that characterize the topics vary by topic and user. As a coun-
termeasure against this problem, three meta-divisions were introduced for the topic 
object factors: term, person, and contents (Table 1). 
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The relationship degree of document i to document j, rel(i,j), is calculated using 
equation (1). First, the coincidence rates between the combinations of factors are 
calculated. The target combinations and their initial weights are specified as shown in 
Table 1. The relationship degree is expressed as a value that is more than 0 and less 
than 1. The sum of the coincidence rates between the new document and the existing 
topics is finally calculated using normalized weights based on preliminary experi-
ments for every area of the combinations of meta-divisions and the types of docu-
ments (e.g., when type of new document is PDF, A1 in Table 1).  

Then, the calculated sum is multiplied by the ratio of the number of comparison 
targets to the number of all documents in the topic. The same calculation is done for 
areas A2 and A3 as well. The sum of these three values is the coincidence rate for 
each meta-division (e.g., A in Table 1): agrter(i,j), agr per(i,j), agr con(i,j). 

Finally, relationship degree rel(i, j) is obtained by summing the coincidence rates 
of the three meta-divisions multiplied with their respective weights: wter(j), wper(j) 
wcon(j) Although documents could belong to more than one topic, it is assumed that 
each document has only one candidate topic. 

 

),()(),()(),()(),( jiagrjwjiagrjwjiagrjwjirel conconperperterter ⋅+⋅+⋅=  

,0)(),(),(1 ≥≥ jwjwjw conperter
 

1)()()( =++ jwjwjw conperter
                                  (1) 

4   Methods for Updating Relationships 

4.1   Overview 

Document classification differs by user and by circumstance. In one case, a user 
might cluster documents on the basis of their contents such as when documents re-
lated to a research theme are gathered. In another case, a user might arrange docu-
ments on the basis of the creator or receiver such as when e-mails received from 
and/or sent to a particular person are gathered. In a third case, a user might manage 
documents on the basis of time such as when documents created during a certain 
period are gathered.  

An algorithm for topic extraction should be able to handle these various cases. The 
method described in this section can be used to update the relationships among the 
attributes of the topic object and meta-divisions of the attributes. 

4.2   Method for Updating Relationships among Attributes of Topic Object 

As mentioned above, relationships among attributes of topic objects differ with the 
topic and the user. Therefore, in the method described here, updating is done topic by 
topic. 

Consider this example: an attribute is selected from the “term” factors for e-mail as 
the existing document and an attribute is selected from the “term” factors of bookmarks 
as the new document (D in Table 1). Initially, two types of attributes are selected. If the 
combination of the selected two attributes is marked (weighted) in Table 1, the relation-
ship between those two attributes is evaluated in the same way as the relationship  
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degree is calculated. Next, how much the attributes of the term divisions (Registration 
date, Sharing period) of all bookmarks belonging to the same topic coincide with those 
of e-mails (Period of e-mails, Active period) is evaluated. The average of that rate be-
comes the new relationship value. Specifically, the following coincidence rates are 
calculated, except for the blank cells in Table 1. 

・ Period of e-mails includes bookmark registration date or not (Includes: 1, Not 
included: 0). 

・ Rate of period of e-mails includes bookmark sharing period (number of overlap-
ping days between period of e-mails and bookmark sharing period / total number 
of days for period of e-mails). 

・ A bookmark is registered during active period of e-mails (Registered: 1, Not 
registered: 0). 

・ Rate of active period of e-mails includes bookmark sharing period (number of 
overlapping days between active period of e-mails and bookmark sharing period / 
total number of days for active period of e-mails). 

That is, evaluation in this updating examines the rate of influence that coincidence 
between each factor of topic object affects the belonging of documents to the topic, 
while calculation of relationship degree for a new document is used to judge the can-
didate topic to which the new document belongs. 

For combination of other types of documents, the relationships among them are 
updated in the same way. The timing for the updating is determined on the basis of 
the date of the last updating, the number of accumulated documents, and so on. 

4.3   Method for Updating Relationships among Meta-divisions 

The updating of the relationships among meta-divisions of the attributes of topic ob-
jects involves term, person, and contents. This updating is done for each topic and 
user, the same in updating the relationships among attributes. Specifically, updating is 
done in accordance with the following procedure. 
(1) Select one document from all documents belonging to the target topic. 
(2) Calculate the coincidence between the attributes of the selected document and 

those of topic object same to calculation of relationship degree (more than 0 and 
less than 1). 

(3) Calculate the average coincidences for the three meta-divisions (more than 0 and 
less than 1). 

(4) Repeat steps (1) to (3) for all documents and then calculate the averages for the 
three meta-divisions. 

(5) Replace the rate for the averages of the three meta-divisions with the new calcu-
lated averages. 

This updating and replacement should improve the accuracy of topic extraction across 
different of types of documents and contribute to achieving topic-centered document 
management. The timing and frequency of the updating should be investigated since it 
requires calculation costs. 
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5   Topic-Centered Document Management System 

This research aims at developing a topic extraction method that can handle a mixture 
of different-types electronic documents and at developing an electronic document 
management system based on grouping by topics. This section describes the outline 
and basic idea of such a system. 

In this system, the elements indicating the topic are automatically extracted from 
electronic documents like e-mails, and the extracted topics are used as a basic unit for 
various operations in document management. For example, at the time of system 
startup, as shown in Figure 2(A), rather than individual documents, topics are presented 
by listing characteristic words extracted from documents or elements of members. 

The management area corresponding to the selected topic is shown, and then sev-
eral types of documents belonging to the topic are displayed as a node with a different 
shape and a different color (Figure 2(B)). When a newly arrived document is judged 
to belong to a topic, it is shown as a special node in the management area of that 
topic. The user can change the topic judged by the system through interactive opera-
tion using a semi-automatic system. 

Moreover, to help the user grasp the relationships among documents corresponding 
to various viewpoints, the visual presentation of relationships among documents is 
done considering various factors (e.g., time, creator, types of documents). This visu-
alization can also contribute to grasp processes of works and to share them. 

Furthermore, there is adaptive construction of functions and interfaces correspond-
ing to the situation. For example, the system sometimes works as simple e-mail  
 

 

Fig. 2. Topic-centered document management system 
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software (Figure 2(C)) and it other times evolves into an integrated shared environ-
ment in which documents of various types are treated (Figure 2(B)). 

In conventional styles, users are often bewildered as they come and go among vari-
ous applications because available applications depended on types of documents. The 
system described here enables new relationship between systems and a user so that 
systems adapt themselves to the needs of the user. 

6   Conclusions 

This paper describes algorithms for topic extraction across document types using 
topic object. In addition to details of the algorithm for judging topic to which new 
document belongs, methods for updating relationships among attributes of topic ob-
ject and among meta-divisions of the attributes are also described. Finally, an adap-
tive system to realize topic-centered document management is proposed. 

Future work includes designing and developing a prototype system and evaluating 
the topic extraction algorithm. 
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Abstract. This paper describes a mechanism to annotate face images in

impressive words which express their visual impressions. An annotation

mechanism is developed by integrating latent semantic indexing, decision

trees, and association rules. Moreover, visual and symbolic features of

faces are integrated, which are corresponding to lengths and/or widths

of face parts and impressive words, respectively. Relationships among

these features are represented in a latent semantic space, their direct

relationships in decision trees, and co-occurrence relationships among

symbolic features in association rules, respectively. Efficiency of anno-

tation results is improved by integrating these mechanisms, since their

features are utilized effectively.

Keywords: face image annotation, impression, latent semantic index-

ing, latent semantic space, decision tree, association rule.

1 Introduction

In recent, several types of face image processing systems are developed, such
as face recognition systems, multimodal interfaces, etc. In especial, to develop
a face image database is required according to the progress of such processing
systems. Then, face images are retrieved not only in terms of visual features of
face images, but also in terms of words which represent visual impressions of
face images. Therefore, it is necessary that suitable words are assigned to face
images, i.e., face images are annotated in impressive words.

A face image annotation system is being developed, named FIARS (Face
Image Annotation and Retrieval System)[5]. Its annotation mechanism is realized
by integrating three mechanisms based on latent semantic spaces constructed
by latent semantic indexing[6], association rules and decision trees[8]. So far,
each mechanism is developed independently, and these mechanisms were not yet
integrated[5]. The latent semantic space consists of descriptions of face images
and words. Co-occurrence relationships among words are specified in association
rules. These rules are useful for inferring additional words. Decision trees specify
requirements on visual features to assign a specific word. By integrating these
mechanisms systematically, annotation results are able to be improved since
these mechanisms work complementarily.

J.D. Velásquez et al. (Eds.): KES 2009, Part II, LNAI 5712, pp. 591–598, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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face image description

symbolic features keywords

annotator

part data keywords

numeric space

Fig. 1. An overview of an annotation mechanism and components of FIARS

In recent, many mechanisms for retrieving and for annotating face images are
developed[1]. In order to retrieve face images, to annotate them in keywords
is required, like usual natural images[2]. Person identification is to identify the
name of a person. Emotions indicated in faces are analyzed based on the facial
action coding system[7,3]. [3] utilizes latent semantic analysis. Moreover, a face
retrieval mechanism using mental words is developed[4].

This paper is organized as follows. Section 2 shows an overview of the system.
Section 3 presents an annotation mechanism. Experimental results are shown in
Sec. 4. Finally, concluding remarks are described in Sec. 5.

2 An Overview of FIARS

Face images are described in impressive words which depict visual impressions
inspired from faces and their face parts. In current, a sort of impressive words
is restricted. They express sizes, lengths or shapes of face parts, e.g., a round
face, a thin lip, etc. On the other hand, lengths and/or widths of face parts
are measured, they are called part data. Annotation is to assign and to find
impressive words as keywords based on part data.

Figure 1 shows an overview of FIARS. This system consists of three mecha-
nisms for annotation, and a face image database. These annotation mechanisms
are developed based on latent semantic spaces, association rules and decision
trees. They are constructed from the face image database. The latent semantic
spaces consist of three spaces which are a numeric space, a combined space and
a symbolic space. The numeric space is constructed from part data only, the
combined space from part data and keywords, and the symbolic space from key-
words, respectively. Moreover, association rules specify co-occurrence relation-
ships among keywords. When association rules are applied to a set of existing
keywords, some additional keywords are obtained. Furthermore, decision trees
are constructed from both part data and keywords. Decision trees represent con-
ditions on part data, which specify whether a keyword is able to be assigned to a
face image, or not. On the other hand, the previous system shown in [5] utilizes
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(a) An example of a window for annotating a face. (b) An example of windows for showing latent semantic spaces.

(i) a target face image

(ii) candidate 
      keywords 

(iii) selected 
       keywords 

(i) numeric space (ii) combined space

(iii) symbolic space(iv) parameters

Fig. 2. Examples of screens for annotating a face image and for showing spaces

only a numeric space and a combined space. The symbolic space is constructed
for making clear interrelationship among keywords, and for trying to improve
efficiency of retrieved keywords. Moreover, latent semantic spaces, association
rules and decision trees function independently each other in [5]. An entire an-
notation process has to be controlled by an individual user suitably. However,
in this system, the system controls the procedure for applying each mechanism.
They are working cooperatively, see Sec. 3.

This system provides some windows as an interface for assisting in annotation.
Figure 2 (a) shows the main window of this system. (i) shows the face image
to be annotated. (ii) and (iii) show candidate keywords inferred by the system,
and selected keywords by a user, respectively. On the other hand, (i), (ii) and
(iii) in Fig. 2(b) show a numeric space, a combined space and a symbolic space,
respectively. (iv) shows some parameters for achieving keyword assignment.

Latent semantic spaces, association rules and decision trees are constructed
from a face image database. Figure 3 (a) shows 24 measured places as part data.
(b) shows an example of part data. Face image Id is represented in terms of
a vector, which consists of two vectors (vd; wd). They are called a part vector
and a keyword vector, respectively. A part vector is vd = (vd,1, . . . , vd,24)T .
For constructing a combined latent semantic space, a normalized part vector is
computed from a part vector, v′

d = (v′d,1, . . . , v
′
d,24)

T , where v′d,j is a normalized
value of vd,j . This value is computed as v′d,j = (vd,j − μj)/σj + 1/2, where μj
and σj are the mean value and the standard derivation of face part j. On the
other hand, a keyword vector is wd = (wd,1, . . . , wd,43)T . Each element wd,j is
1 or 0. They represent whether keyword j is assigned to face image Id, or not,
respectively. Furthermore, when a decision tree is constructed, discretization is
applied to part data. Part datum vd,j is normalized as v′′d,j = (vd,j−μj)/σj . This
value is transformed into one symbolic value, a, b or c. They are interpreted
as small/short, normal and large/long, respectively. Let α be a threshold. If
v′′d,j < −α then the value is a, −α ≤ v′′d,j ≤ +α then b, and +α < v′′d,j then c.
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length of the pupil of the left eye     1.2
length of the pupil of the right eye 1.3
length between the two pupils   6.0
length between the eyes               3.5
length of the left eye                 3.2
                   . . . 
width of a face         13.2
length of a face                       24.6
length of a face in visible            17.8
width of the chin                     3.5 

(b) part data, lengths/widths of 24 places of a face. (a) part data.

Fig. 3. Part data and examples

If this threshold is 0.38, both a and c are assigned to about 35% of face images,
respectively. The rest are assigned b.

3 An Annotation Mechanism

Figure 4 shows an overview of an annotation procedure. At first, a target face
image to be annotated is given, which is specified in its part data.

Next, some keywords are obtained using three latent semantic spaces. To
achieve this, the dimensions of spaces and the thresholds (see θ1, θ2 and θ3 in
Fig. 4) for query processing are specified. A part vector of a given face image is
treated as a query vector(ft). Some similar face images to a target are obtained
using the numeric space. The vectors of the similar face images are found in the
combined space. The centroid vector of them(fc) is computed, which is used as a
query vector for seeking keywords in the combined space. After query processing,
some keywords are retrieved. The keyword vectors of obtained keywords are
found in the symbolic space, the centroid vector of them(kc) is computed, like the
above described procedure. As this result, a retrieval result is obtained, which is
a set of pairs of keyword ki and its weight wi, K = {< k1, w1 >, . . . , < kn, wn >}.
The weight is similarity weight between the keywords and the given face image.
This similarity weight is computed by a cosine similarity measure.

To expand K, association rules are applied to it. An association rule is rep-
resented in Ai : ti,1, . . . , ti,m → ti,m+1, · · · , ti,m+l, (Supi, Coni), where ti,j , Supi
and Coni are keywords, support and confidence. Confidence is interpreted as a
certainty factor. Rule Ai is applied to K, when all keywords appeared in the
left-hand side of Ai are members of K. If so, words ti,m+1, · · · , ti,m+l are added
to K. The weights of added keywords are max{wi,1, . . . , wi,m} ∗ Coni, where
wi,1, . . . , wi,m are weights of ti,1, . . . , ti,m.

Finally, decision trees are applied to individual members of K. Rule Di ob-
tained based on a decision tree is represented as Di : ti ← pi,1, · · · , pi,m, ERi,
where ti, pi,j and ERi are words, a condition element related to a face part and
an error ratio of the rule. Condition-part is constructed based on decision trees
using a specified error ratio[8]. After this, an actual error ratio of each obtained
rule, ERi is computed. Then, 1−ERi seems its certain factor CFi. For ki in K,
it is checked whether a given face image satisfies the condition-part of rule Di
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Fig. 4. A conceptual overview of a procedure for assigning keywords

for ki, or not. When its conditions are satisfied with the given face image, the
weight of ki is replaced to CFi if its weight wi is lower than CFi.

Now, an example of the process to assign keywords is described. Let a face
image be given as a target, shown in Fig. 2(a)(i). Also, some parameters are
specified, see Sec. 4. At first, some keywords are captured by using three latent
semantic spaces. Four keywords are obtained as follows; (1) ‘dropping eyebrow’,
(2) ‘short eyebrow’, (3) ‘chubby face’ and (4) ‘round face’, in the descending
order. Although weights of these keywords are computed, they are not shown here
for simplicity. Next, by applying the association rules to the obtained keywords,
other four keywords are derived. They are (5) ‘long length between the nose and
the upper lip’, (6) ‘large nose’, (7) ‘dropping eye’ and (8) ‘large mouse’ as an
ordered list. Many of these keywords seem suitable to the given face image. These
two kinds of keywords are arranged by their weights, the ordered keywords are
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(5), (6), (1), (7), (2), (8), (3) and (4). Continuously, decision rules are applied
to each keyword for confirming individual keywords. Finally, the ordered list is
obtained, which is {(5), (7), (8), (6), (1), (2), (3), (4)}. This list is presented
to a user as candidate keywords. The keywords obtained using association rules
are located higher in this case. Moreover, it is considered that five keywords
among retrieved eight keywords are suitable, which are (5), (7), (6), (3) and (4).
Figure 2 shows two windows used in this process.

4 Experimental Results

Five types of experiments are tried as follows:

(1) LSS. Three latent semantic spaces are used, only.
(2) LSS, association rules. After keywords are obtained using (1), association

rules are applies to them.
(3) decision tree, association rule. After keywords are obtained by applying de-

cision trees, association rules are applied to them.
(4) decision tree. Keywords are obtained by applying decision trees, only.
(5) top 9. After keywords are retrieved by (2), decision rules are applied. The

nine keywords in a higher rank among the retrieved keywords are tested,
i.e., keywords are obtained by the proposed method in Sec. 3. Moreover, one
existing face image description defined in the face image database has 8.7
keywords on average. So, nine keywords are evaluated.

Some parameters are required for building latent semantic spaces, association
rules and decision trees, and for achieving keyword retrieval, as shown in Table 1.
The dimensions and the threshold for the numeric space are 3 and 10◦, respec-
tively. A cumulative contribution ratio is used for deciding dimensions of a com-
bined space and a symbolic space. When the cumulative contribution ratio is
over 0.8, the number of cumulated singular values is treated as the dimensions
of these spaces. On the other hand, the minimum support and the minimum
confidence are specified for association rules. Moreover, the threshold used in
discretization and the error ratio are specified for decision trees.

In each experiment, 30 face images are given as targets. Retrieval keywords
are tested in sense of precision and recall, which are defined as precision = the
number of retrieved correct keywords / the number of retrieved keywords and

Table 1. Some parameters for setting FAIRS

latent semantic space dimension threshold(a degree)
numeric space 3 10
combined space 33 80
symbolic space 26 70
association rule minimum support minimum confidence

0.1 0.4

decision tree threshold for discretization error ratio
0.38 0.2



Face Image Annotation in Impressive Words 597

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

precision

re
ca

ll

(1) LSS

(2) LSS, association rule

(3) decision tree, association rule

(4) decision tree

(5) top 9

Fig. 5. Precision and recall of retrieval keywords

Table 2. Mean values of precisions and recalls of retrieval keywords

precision recall
(1) LSS 0.52 0.36
(2) LSS, association rule 0.53 0.68
(3) decision tree, association rule 0.63 0.35
(4) decision tree 0.69 0.31
(5) top 9 0.57 0.57
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(4) decision tree
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Fig. 6. Accuracy of retrieval keywords

recall = the number of retrieved correct keywords / the number of keywords
assigned to a target in advance. Precisions and recalls in each experiment are
shown in Fig. 5, and their mean values are summarized in Table 2. Recall in
(2) is better than one in (1) by applying association rules. Precisions in (3)
and (4) are better than ones in (1) and (2). The result using the decision trees
is more precise than others. The result using (2) is obtained using the latent
semantic spaces and association rules, however, decision trees are not applied to
the retrieved keywords since their order is not evaluated in this case.

To evaluate ranked retrieval keywords, accuracy is computed. Accuracy is de-
fined as E = (the number of correct keywords − the number of wrong keywords)
/ the number of retrieved keywords)(−1 ≤ E ≤ 1)[9]. The result in each experi-
ment is shown in Fig. 6. Recall in (2) is better than others, so, recalls in (3) and
(4) are worse than one in (2), as shown in Table 2. However, accuracies in (3)
and (4) are better than ones in (1) and (2). As shown in this table and Fig. 6,
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balance between precision and recall in (5) is better than others. Therefore, the
proposed method is more effective than the method which utilizes only either
latent semantic spaces or decision trees.

5 Concluding Remarks

This paper describes a mechanism for annotating face images in impressive
words, which is developed by integrating latent semantic spaces, association
rules and decision trees. Precision and recall of final retrieval keywords are more
effective than ones using a single method. On the other hand, to develop some
mechanisms is planed for improving capability of the system. It is required that
some parameters are (semi-)automatically determined. Moreover, to develop a
mechanism for retrieving appropriate face images using impressive words is nec-
essary. Furthermore, the interface makes easy to understand assignment process.
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Abstract. We developed an interactive learning environment for imitative fig-
ure sketching. Figure sketching is more difficult for novice than other sketch-
ing. People can easily find errors of figure sketch, since human is sensitive to 
human body figure. There are some important points to draw figure sketch. In 
this paper, we focus on length and angle between junctions.  After learners draw 
human body figure by imitative sketching, the learning environment diagnoses 
the lengths and angles between junctions of drawn figure sketch. The environ-
ment shows scores of the learners’ figure sketch and some advice.  We evalu-
ated the environment with some learners.  

Keywords: Learning environment, Sketch, Imitative drawing, Figure painting, 
Skill. 

1   Introduction 

There exist many systems and software that support drawing or painting on com-
puters. For example, Baxter developed an excellent system called DAB that assists a 
user in painting on a virtual paper on a computer [1].  Although DAB is an excellent 
system, it cannot be used for learning support, since it does not have a function for 
diagnosing the sketches by users. Learning support for drawing or painting is a task 
that differs from drawing support or painting support.  Functions for diagnosis and 
advice are required for learning support. Our project was the first learning environ-
ment that could diagnose a learner’s sketch and then provide advice. 

We have previously developed various sketch learning support environments.   [2-
6] are the environments that use pre-defined motifs. Therefore, the learning environ-
ment is designed motif-dependently. The motifs are dish and glass. [7] is a learning 
environment that trains perspective. It is a motif-independent learning environment. 

Although we developed various learning environment, there was no learning envi-
ronment that trains learners to draw human figure sketch. Therefore, we developed a 
learning environment that trains learners to draw human figure sketch by imitative 
drawing. The target is novice learners for learning human body figure sketch. The 
novice learners could be students who studies arts, and also could be students who 
don’t study arts. 
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2   Cognitive Discussion for Figure Drawing 

Human interactions with objects comprises three main stages, namely, recognition, 
selection (or decision), and action (Fig. 1).  This process is explained for the task of 
drawing a sketch as follows. 

 

Fig. 1. Interaction between a learner and objects. The interaction comprises 3 stages, namely, 
(1) recognition, (2) selection (decision), and (3) action. A learner creates his/her work by re-
peating this process many times. 

 
In the recognition stage, a learner perceives objects as a motif of drawing, and rec-

ognizes them. If the learner recognizes a tree, then he/she moves into selection (or 
decision) stage as follows. The learner thinks how to draw the tree. Then he/she de-
cides to draw the edge of the tree first. He/she also decides to draw the shaft of the 
tree after drawing the edge. Thus, in the selection (or decision) stage, the learner se-
lects (or decides) an appropriate action that he/she will acts in the next stage.  Finally, 
in the action stage, the learner acts in accordance with the action that he/she selects 
(or decides) in the selection (or decision) stage. 

If the motif is still objects like tree or dish, recognition of the motif is quite easy. 
However, if the motif is a human body, more precise recognition is required, since 
people can recognize the human body figure more sensitively than other still objects. 
Therefore, if a sketch of human body figure includes a small error, people easily find 
the error and feel the error larger than it really is. 

To minimize the errors of human body figure sketch, the recognition stage is im-
portant for learners, since an error in the action stage often comes from an error in the 
recognition stage. Learners are required to recognize the human body figure more 
precisely to draw it without errors. A human body figure depends on a human pose. 
One of the most important matters to recognize a human pose is to recognize the junc-
tions and the skeleton in the human pose. If learners can recognize the junctions and 
the skeleton precisely, he/she can draw them precisely quite easily on a paper. After 
drawing the junctions and the skeleton, he/she can quite easily draw the contours of 
the human body figure. Therefore, we focused on the junctions and the skeleton, and 
developed learning environment for drawing human body figure.  

3   Learning Environment Design 

Figure 2 shows the workflow of the learning environment. The learning environ-
ment consists of a PC, a monitor and a tablet Intuos 2 made by WACOM. The tablet 
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has a grip pen for a learner to put in position coordinate values on a paper on the 
tablet. 

At the beginning, the environment shows an example of human body figure paint-
ings on the monitor. Then, the learning environment requires the learner to recognize 
comparative positions between junctions and the angle between the bones. After rec-
ognition of the junctions and the skeleton, the learner draws the skeleton first, then 
draws contours of the human body figure on a paper on the tablet. 

After completing drawing, next stage is self-diagnosis stage. The learner puts in the 
position coordinate values by putting grip pen on the junction positions in the sketch 
on the tablet. Three junctions are, for instance, shoulder, elbow and wrist. After put-
ting in three junction positions, the learning environment calculates ratio of bone 
lengths between junctions and the angle of the middle junction between two bones. 
The learning environment diagnoses these values by comparing with correct values. 
Then, the learning environment shows advice on the monitor according to the results 
of the diagnosis. The learner modifies his/her sketch according to the advice, and tries 
diagnosis again. Repeating this process, the learner can get drawing skill of human 
body figure. 

 

Fig. 2. Workflow of the learning environment 

4   GUI of the Learning Environment 

Figure 3 shows GUI of the learning environment. Actually, GUI of the original learn-
ing environment is made in Japanese. The GUI in figure 3 is indicated in English by 
synthesizing texts in English for explanation. Figure 3(a) shows a model of human 
body figure for imitative drawing. Figure 3(b) is a scene instructing the learner on 
how to put in each junction point coordinate value.  

Actually, 2 sets of training and learning contents are prepared in the learning envi-
ronment. One is male model sets and the other is female model sets. The learning 
environment can diagnose angle at elbow, and bone length ratio between shoulder, 
elbow and wrist for the male model set. On the other hand, the learning environment 
can diagnose angle at knee, and bone length ratio between hip, knee and ankle for the 
female model set. 
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 (a)A model of human body figure                   (b) Instruction on how to put in shoulder position 

Fig. 3.  GUI of the learning environment 

  
(a) Result of diagnosis of bone length              (b) Result of diagnosis of angle 

Fig. 4.  Display of score and advice after diagnosis 

Figure 4 shows examples of diagnosis result shown in English for explanation as 
well as figure 3. Figure 4(a) shows an example of diagnosis result of bone length 
ratio. The score indicates difference between drawn sketch and correct model. The 
score is indicated from 1/5 to 5/5.  5/5 is the best score, and it means there is almost 
no difference between drawn sketch and correct model.  

5   Evaluation 

We evaluated the learning environment by comparing experimental group with con-
trol group. 
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5.1   Goal of Evaluation Experiment 

Goal of evaluation experiment is to confirm the learning effect by the learning envi-
ronment compared with text instruction on printed papers. We tried to evaluate learn-
ing effect by not only novice but also experienced subjects. 

5.2   Method of Evaluation Experiment 

Figure 5 shows flow of evaluation experiment. 12 students in our university were 
subjects. 8 students of them were novice. The other 4 students were experienced sub-
jects who had had experience of drawing sketches more than 30 hours totally. They 
were neither novice nor expert. 12 students were divided into two groups, experimen-
tal group and control group. Experimental group consists of 6 students. 4 students 
were novice, and 2 students were experienced subjects. Experimental group used the 
learning environment for training and learning. Control group also consists of 6 stu-
dents.  4 students were novice, and 2 students were experienced subjects. Control 
group did not use the learning environment but read instruction on papers for training 
and learning.  

  Every student in every group had pre-test before training & learning, and had 
post-test after training & learning. Every student drew 3 different human body figures 
in training & learning.  Models of human body figures in pre-test, post-test and train-
ing & learning are different.  Every student answered questionnaire after post-test. 

 

Fig. 5. Flow of evaluation experiment 

5.3   Evaluation Method for Drawn Sketches 

The learning environment has 2 sets of human body figure as training & learning 
contents. Figure 6 shows models of female human body figure with junctions and 
skeleton for evaluation and sketches by subject E in the experimental group (Most 
left: model for pre-test, Left: the sketch by subject E, Right: model for post-test, Most 
right: the sketch by subject E).  Subject E had most learning effect in all subjects. 
Figure 7 shows models of male human body figure with junctions and skeleton for 
evaluation and sketches by subject I in the control group (Most left: model for pre-
test, Left: sketch by subject I, Right: model for post-test, Most right: sketch by subject 
I)  The sketch in post-test by subject I was worse than his sketch in pre-test in the 
evaluation by whole human figure. Skeletons and junctions in the figure 6 and 7 were 
not shown in the pre-tests and post-tests. 
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Fig. 6. Model of female human body figure with junctions and skeleton for evaluation and 
sketches by subject E in the experimental group (Most left: model for pre-test, Left: sketch by 
subject E, Right: model for post-test, Most right: sketch by subject E) Subject E had most learn-
ing effect in all subjects 

 

Fig. 7. Models of male human body figure with junctions and skeleton for evaluation and 
sketches by subject I in the control group (Most left: model for pre-test, Left: sketch by subject 
I, Right: model for post-test, Most right: sketch by subject I)  The sketch in post-test by subject 
I was worse than his sketch in pre-test by evaluation of whole human figure 

Table 1 shows results of skill learning effect in the experimental group about the 
part of human body figure where the learning environment was able to diagnose and 
advise the learner. Table 2 shows those in the control group. 

Length ratio is the value calculated by BC/AB. Alphabets correspond those in fig-
ure 6 and 7. Score of length ratio means accuracy of the length ratio of subject’s 
sketch to the model. Score of angle means accuracy of ∠ABC of subject’s ketch to 
the model. If the scores of length ratio and angle are both 100, it means the skeleton 
and the angle of the part of the sketch correspond perfectly to those of the model. 

Comparing table 1 and table 2, unfortunately learning effect cannot be proved. 
Each group had one subject who enhanced drawing skill in both length ratio and angle 
(Subject E and subject H).  

We also compared the experimental group with the control group by other values 
to cover whole human body figure. Specifically, the other values are ∠BAJ, ∠EJD, 
∠JHG, (AB/AD), (AD/FG), (FG/EH) for male figures, and ∠BAF, ∠AFG, ∠FGH, 
(AB/DE), (DE/AF), (AF/FG), (FG/GH) for female figures. Table 3 shows evaluation 
results of whole human body figure in the experimental group. Table 4 shows those in 
the control group. Scores in pre-tests and post-tests are averages of 6values for a male 
figure, and averages of 7 values for a female figure. 
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Table 1. Result of learning effect at the trained part of human figure in the experimental group 

Subject ID Model  Pre-test Post-test Skill 
Subject A 
(novice) 

Male figure Score of length ratio 
Score of angle 

99.5 
88.7 

94.3 
93.9 

Down 
Up 

Subject B 
(Experienced) 

Male figure Score of length ratio 
Score of angle 

92.9 
96.2 

90.5 
84.8 

Down 
Down 

Subject C 
(Experienced) 

Male figure Score of length ratio 
Score of angle 

73.2 
96.9 

94.2 
63.6 

Up 
Down 

Subject D 
(novice) 

Female figure Score of length ratio 
Score of angle 

99.2 
87.6 

96.5 
94.0 

Down 
Up 

Subject E 
(novice) 

Female figure Score of length ratio 
Score of angle 

80.5 
90.4 

92.6 
96.6 

Up 
Up 

Subject F 
(novice) 

Female figure Score of length ratio 
Score of angle 

87.8 
87.6 

92.1 
74.2 

Up 
Down 

Table 2.  Result of skill learning effect at the trained part of human body figure in the control 
group 

Subject ID Model  Pre-test Post-test Skill 
Subject G 
(novice) 

Male figure Score of length ratio 
Score of angle 

85.0 
99.5 

95.4 
96.6 

Up 
Down 

Subject H 
(novice) 

Male figure Score of length ratio 
Score of angle 

89.3 
73.4 

94.7 
95.8 

Up 
Up 

Subject I 
(Experienced) 

Male figure Score of length ratio 
Score of angle 

84.9 
95.3 

97.1 
79.7 

Up 
Down 

Subject J 
(novice) 

Female figure Score of length ratio 
Score of angle 

68.6 
96.9 

95.5 
86.9 

Up 
Down 

Subject K 
(novice) 

Female figure Score of length ratio 
Score of angle 

92.6 
94.6 

98.7 
94.0 

Up 
Down 

Subject L 
(Experienced) 

Female figure Score of length ratio 
Score of angle 

94.6 
91.1 

68.0 
97.1 

Down 
Up 

Table 3.  Evaluation result of whole human body figure in the experimental group 

Subject ID Model Pre-test Post-test Skill 
Subject A (novice) Male figure 93.4 90.0 Down 
Subject B (Experienced) Male figure 90.0 92.6 Up 
Subject C (Experienced) Male figure 87.2 89.0 Up 
Subject D (novice) Female figure 91.1 92.7 Up 
Subject E (novice) Female figure 90.8 94.1 Up 
Subject F (novice) Female figure 87.1 93.4 Up 

Table 4.  Evaluation result of whole human body figure in the control group 

Subject ID Model Pre-test Post-test Skill 
Subject G (novice) Male figure 95.0 88.8 Down 
Subject H (novice) Male figure 94.0 83.1 Down 
Subject I (Experienced) Male figure 92.6 86.2 Down 
Subject J (novice) Female figure 85.5 83.5 Down 
Subject K (novice) Female figure 95.2 81.8 Down 
Subject L (Experienced)  Female figure 93.3 84.8 Down 
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Table 3 indicates that every drawn sketch in post-test is better than pre-test except 
subject A in experimental group. On the other hand, table 4 indicates every drawn 
sketch in post-test is worse than pre-test. From these results, the learning environment 
is effective to some extent for imitative sketching of human body figure. 

Table 4 indicates that every sketch in post-test is worse than pre-test in control 
group. We think that the reason of this result comes from no review of drawing and 
fatigue. The experimental group also could be tired of drawing. However, review and 
learning effect by the environment exceeded fatigue in the experimental group.  

6   Conclusion 

In this paper, we described an interactive learning environment for imitative figure 
sketching. We focus on the length ratio and angle between junctions.  After learners 
draw figure by imitative sketching, the learning environment diagnoses the length 
ratios and angles between junctions of learners’ figure sketch. The environment 
shows scores of the learners’ figure sketch and gives some advice.   

We evaluated the environment with some learners. The learning environment is ef-
fective to some extent for imitative sketching of human body figure. 
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Abstract. We propose a distributed and autonomous algorithm for ra-

dio resource usage optimization in heterogeneous wireless network envi-

ronment. We introduce optimization dynamics of the mutually connected

neural network to optimize average throughput per the terminals and the

load balancing among the radio access networks (RANs). The proposed

method does not require a server to collect whole information of the

network and compute the optimal state of RAN selections for each ter-

minal. We construct a mutually connected neural network by calculating

the connection weights and the thresholds of the neural network to au-

tonomously minimize the objective function. By numerical simulations,

we show that the proposed algorithm improves both the total and the

fairness of the throughput per terminal. Moreover, we implement the

proposed algorithm on an experimental wireless network distributively,

and verify that the terminals optimize RAN selection autonomously.

1 Introduction

Various radio access networks (RANs) have been developed and deployed. The
cellular phone networks provide ubiquitous services and available almost every-
where, but their data communication bit rate is not very high and the cost is
relatively expensive. On the other hand, the wireless LAN systems provide high-
speed and low cost network access and possible to put access points freely, but it
is available only in limited areas, since the coverage of one access point is small.
Each RAN has different feature on the connectivity, the transmission speed, the
cost per bit, and so on. Therefore, the best RANs for the users to connect to the
network always change depending on their situations and available RANs.

Recently, many of the networks are replaced by IP based networks. The cost
of the voice over IP communication is much lower than the traditional circuit
switched telephone networks. Moreover, the IP enables to exchange various kinds
of data, web pages, e-mails, voice, streaming video, etc. By the increase of the
demands for the Internet access, the most of RANs provide the Internet connec-
tivity with the global IP access. This means that those RANs are connected to
the same core network, the Internet.

J.D. Velásquez et al. (Eds.): KES 2009, Part II, LNAI 5712, pp. 607–614, 2009.
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Across those RANs connected to the Internet, vertical handover technologies
enable to switch the on-going sessions on one of the RAN to other RAN without
interruption of the session [1,2]. The mobile IP[3] enables to switch the IP ad-
dress of a mobile terminal for the session, seamlessly. IEEE 802.21 [4] provides
a common interface to the upper layer protocols to control different kinds of
RAN interfaces. By using those technologies, it becomes possible to seamlessly
handover the sessions among different kinds of RANs.

The best RANs for each user always change depending on the user’s location
and situation, the network traffic load, the available and required QoS and so on.
By vertical handover among different RANs, it becomes possible to optimize the
radio resource usage of the whole wireless network environment. The architecture
to exchange information required for radio resource usage optimization has been
already standardized as IEEE 1900.4 [5]. To find the best RAN for all users
to optimize the radio resource usage according to such information becomes a
combinatorial optimization problem. There are a lot of researches to improve
various factors, such as user throughput, load balancing, user QoS optimization
and so on. To improve those factors, some of those researches utilize mutually
connected neural network [6] to solve those combinatorial optimization problems
[7,8]. Since the mutually connected neural network solves the problem by its
autonomous and distributed dynamics, there is no need to run the algorithm at
a centralized server with a heavy computational cost, and also no need to collect
all of information of large scale network to one centralized server.

In this paper, we evaluate the effectiveness of the neural network approach
by computer simulations and real experiments on an experimental wireless net-
work. We apply this optimization approach to load balancing of the traffic, which
improves fairness for the users and RANs. For the implementation for real ex-
periment, we use the Cognitive Wireless Cloud (CWC) system [10], and verify
the capability of the proposed approach.

2 Load Balancing Based on Neural Network Dynamics

There are a lot of factors to be optimized for the RAN selection in heterogeneous
wireless network environment. In IEEE 1900.4 [5], various kinds of information
are defined to be exchanged between the network side and the terminal side
to choose the best wireless links to be connected. In this paper, we examine
the performance and effectiveness of the neural network based algorithm by
optimizing the load balancing while keeping maximization of the throughput
per user.

First, we define the available throughput per user by an equation. For simpli-
fying the experiments in this paper, we assume that all the terminals are com-
municating by a best-effort type application, and capacity of each access point is
shared equally among the terminals connected to the same access point. Under
such an assumption, available throughput for each terminal can be approximately
defined as Ti(t) = Chlink(i)/N

AP
hlink(i)(t), where NAP

j (t) is the number of terminals
connected to the access point j, Cj is the total of the throughput which the access
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point j can provide, hlink(i) is the access point which the terminal i is currently
connecting.

In order to optimize the fairness and the total of the throughput at the same
time, we use the following objective function,

EOBJ(t) =
Nm∑
i=1

1
Ti(t)

=
Nm∑
i=1

NAP
hlink(i)(t)

Chlink(i)
, (1)

where Nm is the number of mobile terminals in the network. By minimizing this
simple function, the fairness and the total of the throughput can be optimized
at the same time. Minimization of the reciprocal of the throughput Ti(t) means
maximization of the throughput. Moreover, the value of EOBJ(t) becomes small-

est in the case that all Ti(t) becomes equal, when the total
Nm∑
i=1

Ti(t) is fixed.

The problem is formulated as a combinatorial optimization problem that finds
an optimal state of RAN selection for each terminal.

In order to minimize this simple function autonomously without collecting
whole information and computing everything at one server, we introduce opti-
mization dynamics of the mutually connected neural network. It is well-known
that the energy function of the mutually connected neural network,

ENN(t) = −1
2

Nm∑
i=1

NAP∑
j=1

Nm∑
k=1

NAP∑
l=1

Wijklxij(t)xkl(t) +
Nm∑
i=1

NAP∑
j=1

θijxij(t). (2)

always decreased and converges to a state corresponding to a minimum of this
energy function by a typical neuronal update , such as the following equation,

xij(t + 1) =

⎧⎪⎨⎪⎩ 1 for
Nm∑
k=1

NAP∑
l=1

Wijklxkl(t) > θij ,

0 otherwise,

(3)

where, xij(t + 1) is the output of the (i, j) th neuron at time t, Wijkl is the
connection weight between the (i, j) th and (k, l) th neurons, θij is the threshold
of the (i, j) th neuron, respectively. The conditions for this convergence are that
the weights of the self feedback connections are 0, wijij = 0, that the weights of
the connections between the same pairs of neurons are equal, wijkl = wklij and
that each neurons should be updated asynchronously.

To apply this neural network to solution search in a combinatorial optimiza-
tion problem, first we have to define the relation between each solution and the
firing pattern of the neural network. Since the problem is to find the wireless
links which should be selected, we relate the firing of the (i, j) th neuron with
an establishment of the wireless link between the terminal i and the access point
j as shown in Fig. 1.
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Fig. 1. Relation between firings of the neurons and establishments of the wireless links

Based on the relation described in Fig. 1, Eq. (1) can be transformed to a
following form, a function of the state of neurons xij(t).

EOBJ(t) =
Nm∑
i=1

NAP∑
j=1

Nm∑
k=1

NAP∑
j=1

1
Cj

(1 − δik)δjlxij(t)xkl(t) +
Nm∑
i=1

NAP∑
j=1

1
Cj

xij(t). (4)

By comparing Eqs. (2) and (4), we can obtain the connection weights and thresh-
old to minimize Eq. (1), as follows,

Wijkl = −2
1
Cj

(1 − δik)δjl, (5)

θij =
1
Cj

. (6)

In the transformation from Eq. (1) to Eq. (4), we need to be careful to avoid self-
feedback connection being larger than 0 to satisfy the condition of minimization
on the energy function described above.

By autonomously updating each neuron by Eq. (3) with these obtained val-
ues, the state of the whole wireless network converges to an optimum state. In
order to run this algorithm without centralized computation, we distribute the
neurons to each corresponding terminal. Each terminal updates assigned neuron
autonomously, makes a handover decision according to the state of the neurons,
and hands over to the corresponding selected access point. This decentralized
process optimizes the radio resource usage without any centralized computation.

In this paper’s experiments, we assume that each terminal can establish only
one wireless link with one access point at the same time. To satisfy such con-
straint, we need to control the number of firings one for each terminal. Usually, in
the optimization neural network approach, we introduce a constraint term into
the energy function. However, it sometimes could not be satisfied by local mini-
mum problems and fatal infeasible solutions are obtained frequently. Therefore,
in this paper, we introduce a maximum firing neuron,

xij(t + 1) =
{

1 if yij(t + 1) = max{yi1(t + 1), . . . , yiNAP (t)},
0 otherwise,

(7)
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Fig. 2. Average throughput and fairness index of the proposed algorithm based on the

neural network dynamics

where, yij(t + 1) =
Nm∑
k=1

NAP∑
l=1

WA
ijklxkl(t) − θAij ,. By this update equation, we can

keep one firing for each terminal.
The performance of the proposed optimization method for throughput maxi-

mization and load balancing is evaluated by comparing with the case that each
terminal selects an access point which provides highest capacity in its location.
To evaluate load balancing performance, we introduce the Jain’s fairness index
[11],

J =

(
Nm∑
i=1

Ti(t)

)2

Nm

Nm∑
i=1

(Ti(t))
2

. (8)

The results of the average throughput and the fairness index obtained by com-
puter simulations are shown in Fig. 2. From the Fig. 2, we can confirm that
the proposed method, which does not require any centralized computation, is
effective for load balancing with improving the throughput, since both the av-
erage throughput and the fairness index could be improved. We have tested the
proposed algorithm in the case with up to 200000 terminals.

3 Design and Implementation of a Neural Network Based
RAN Selection Algorithm

In our implementation of the algorithm, the neurons are updated on each ter-
minal distributively and autonomously. For each terminal, the neurons on the
corresponding column in the left figure of Fig.1 are assigned. In real computation,
each terminal has to calculate only for a limited number of neurons corresponding
to available access points, which are detectable and reachable for the terminal,
because we cannot establish a wireless link even if the neurons corresponding to
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unavailable links fire. By omitting those neurons corresponding to unavailable
wireless links, scalability of the proposed system can be much improved.

In this paper, as an experimental wireless network to implement our algorithm,
we use the CWC system [9,10]. This experimental system covers any functionality
defined in IEEE 1900.4. In this system, various kinds of context information can
be exchanged between the Network Reconfiguration Manager (NRM) on the
network side and the Terminal Reconfiguration Manager (TRM) on the terminal
side, via the Radio Enabler (RE).

In CWC system, three types of wireless network interfaces are defined. One
of them is used as a common signaling channel [1,2] (RE in IEEE 1900.4) to
exchange various context information. The second one is used to discover the
available RANs. The last one is used as the RANs for the data communications.
The terminal can seamlessly handover among different RANs, by switching care-
of IP addresses for IP-in-IP capsuling packets between the mobility manager and
the mobile terminal, that is almost the same procedure as the mobile IP[3]. The
CWC system has additional function which enables IP address switching with
multi-link aggregation support, but we do not consider it in this paper. We have
developed the mobility manager, NRM, and the mobile terminals on the Linux
operating system. To the mobile terminals installed on laptop PCs, we can attach
various RAN interfaces which provides connectivity to the global Internet with a
global IP address, by wireless LAN, 3G cellular systems, PHS and so on. In the
following experiments, we use the wireless LANs for evaluating our algorithm
based on the neural network dynamics.

In order to update each neuron, each terminal needs to obtain the state of
other neurons which have non-zero connection weight with it. The states of those
neurons can be derived from the information of each terminal’s connecting ac-
cess point, because the relation between the neurons’ states and the selected
wireless link is clearly defined so in Fig. 1. Therefore, in the implemented ex-
perimental system, each terminal receives such wireless link information of the
other terminals, which have the neurons connected to the updating one. The
information is transmitted to each mobile terminal’s TRM via the NRM. Using
such collected information, each terminal updates their neurons. According to
the updated states of the neurons, each terminal autonomously selects an access
point, and hands over to the selected one.

In the experiment described in the followings, we have used 4 wireless LAN
access points and 8 mobile terminals. One of the access points and all of the
terminals are placed in a same room. Other three access points are placed in
another room. A scenario of this experiment is as follows. The mobile terminals,
MT1, MT3, MT5, MT7 and MT8, are initially connected to one of those access
points and communicating by the best-effort protocol. Between 50 to 100 seconds
after the start of the experiment, the mobile terminals, MT2, MT4 and MT6
start their communications, and the additionally connected to the network. We
observe the behavior of the algorithms in this scenario.

For a comparison, we have implemented and tested two algorithms. The first
algorithm is that each terminal autonomously selects an access point which has
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Fig. 3. Time series of selected access points by two algorithms, a generic algorithm

in which each mobile terminal selects an access point with the strongest RSSI, on the

left, and the proposed algorithm in which each mobile terminal selects an access point

based on neural network dynamics optimizing the fairness, on the right

strongest RSSI. The second one is based on the proposed neural network dynam-
ics described in Sec. II. Figure 3 shows the time series of the selected access points
of each terminal in those two algorithms. From the Fig. 3 (left), a strongest RSSI
selection tends to select the access point 1 which is located in the same room. On
the other hand, in the case of proposed neural network based algorithm shown
in Fig. 3 (right), selected access point is balanced. After joining of MT2, MT4
and MT6, it took only few neuron updates to converge to an optimal state that
the loads of the access points are balanced.

It should be noted that our algorithm does not require any centralized compu-
tation to achieve the optimal state. Each terminal exchanges context information
corresponding to the neuron state, updates the state of the neurons based on the
context information, selects an access point according to the updated state of
the neuron, and hands over to the selected the access point. This is distributed
and autonomous process. Although we have tested this algorithm in the experi-
mental network with a limited size, we have already shown that this algorithm
performs well also in large-scale network by computer simulations.

4 Conclusion

In this paper, we have applied the distributed optimization dynamics of the
mutually connected neural network to load balancing of the wireless networks.
Since the proposed algorithm does not require any centralized computation,
it is suitable for distributed networks, such as the heterogeneous wireless net-
work environment in which each network is managed by different operator. We
have shown that the proposed distributed algorithm can optimize fairness of the
throughput in a large-scale wireless network, by computer simulations.

Furthermore, we have developed an experimental network to verify the effec-
tiveness of the proposed optimization framework. By comparing our algorithm
with a general network selection, we have shown that it is possible to optimize
total network resource usage without any centralized decisions or computations.
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In this paper, although we have applied our proposed framework only to
the load balancing problem, it is applicable to various kinds of optimization
problems. In Refs. [12] and [13], we have shown that our distributed algorithm
based on the neural network can also optimize other objective functions, such as
costs, power consumption and so on, by using more complicated model. In our
future work, we are going to apply improved version suitable for more realistic
cases in radio resource usage optimization in heterogeneous wireless networks,
with evaluations in real experimental wireless networks.
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Abstract. There are many prior works of modeling travel behaviors.

Most of them are investigated under the assumption that many kinds

of data such as that of Person Trip (PT), which surveys travel behav-

iors, are available. Therefore, they do not consider an application to

cities where the survey is not examined. In this paper, we propose a

method for estimating travel behaviors using zone characteristics which

is obtained from structural data of city. Focusing on dependent relation-

ships between travel behaviors and city structure, we estimate the travel

behaviors by means of the relationships. We first define trip and zone

characteristics, and then introduce our method. With our method, we

make use of Bayesian network constructed with PT data and the struc-

tural data. In addition, we show the effectiveness of our method through

evaluation experiments.

Keywords: travel behaviors, Bayesian network, K2 algorithm.

1 Introduction

Generally, traffic simulations are utilized to measure the effect of new intelligent
transportation systems in real world[1,2]. Although these studies exhibit several
notable results, there are doubts about the validity of the results. Therefore, it
is necessary to represent travel behaviors, which contain population flow, with
computational simulations.

There are some studies to represent travel behaviors. Most of them estimate
population flow using data of surveys which are examined on travel behaviors
in real world, such as Person Trip (PT). Kitamura constructed a framework
which simulates the living activities with activity-based approach which mod-
els individual travel behaviors[3]. Some studies adopt Neural network to the
problem: for instance, Mozolin et al. compared[4] the performance of multilayer
perceptron neural networks with that of maximum-likelihood doubly-constrained
model, which is conventional model, for commuter travel behaviors, and Zhou
et al. explored the application of back-propagation network to travel demand
analysis [5]. However, those studies are under the assumption that many kinds
of data such as residential information and survey data about travel behaviors
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of the city are available. It is expensive to examine the travel behaviors survey.
Moreover, the survey is not examined in every metropolitan area. Therefore, in
order to apply an estimation of general cities, we need a new method.

Our objective is to estimate travel behaviors using only structural data of city.
The data contains position information about important facilities for travelers
such as stations and schools. In addition, the data is able to be obtained without
the survey about travel behaviors. We consider that there are general patterns
of travel behaviors regardless of city and the patterns are involved by various
factors such as time and location of the facilities. We estimate the behaviors
using Bayesian network constructed by using the patterns.

The remainder of this paper is organized as follows. In Section 2, we refer to
our approach. Section 3 mentions construction of Bayesian network. In Section
4, we explain how to estimate travel behaviors with our method. In Section 5,
we report our experiments and results. Section 6 concludes this paper and offers
our future work.

2 Approach

In order to achieve our objective, we propose a method for estimating travel be-
haviors using zone characteristics. Focusing on dependent relationships between
travel behaviors and city structure, we extract and utilize trip patterns to esti-
mate travel behaviors using zone characteristics. A city is divided into the several
zones and the trip is defined as a personal movement from an origin zone to a
destination zone for one purpose. Their characteristics are defined in Section 3.2.
Using zone characteristics, we apply another city with only its structural data
of city. With our method, probabilities which zones are selected as a destination
zone with are calculated about an origin zone. Calculating them about overall
origin zones, we can estimate travel behaviors in the entire city.

In order to represent the dependent relationship, we use Bayesian network.
It is one of probabilistic models which represent conditional probability and
indicate causal relationships by graph structure. Interpreting the dependent re-
lationships as causal relationships, we are able to describe the travel behaviors
using Bayesian network. Moreover, we discover the graph structure using K2
algorithm.

A flowchart of our method is shown in Fig.1. Calculation denotes a process
which calculates probabilities for each zone characteristic, and assignment de-
notes a process which assigns the probabilities to all zones according to the
characteristics. Bayesian network is constructed with PT data and structural
data of city, and represents general travel behaviors. Therefore, we consider our
method to be able to predict travel behaviors of other city.

3 Construction of Bayesian Network

Bayesian network has nodes corresponding to random variables, and represents
static causal relationships among variables by the graph structure. For instance,
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we assume that a node “a” corresponding to a variable “A” is conditioned by
a node “b” corresponding to a variable “B”. In this case, “b” is a parent node
of “a” and there is a directed link from “b” to “a”. Moreover, the each node
has a Conditional Probability Table (CPT). CPT holds conditional probabilities
for every combination of values its parent nodes have. Construction of Bayesian
network has two phases. Firstly, entries in the CPT are calculated with research
data. Secondly, an appropriate set of parent nodes is searched by algorithm for
discovering graph structure.

3.1 Research Data

We utilize PT data of Chukyo metropolitan area where is in Japan as trip
data, and structural data of Nagoya where is in the area as zone data. The PT
examined a sample for 3% of the overall population in the area, which includes
259 zones in Nagoya, and was restricted to the residents of six or more ages. We
extracted trips which move between zones in Nagoya from the PT data and the
number of the trips is about 140000.

Bayesian network constructed with the data is shown in Fig. 2. Lines is a sum
of train lines of stations in a zone, distance is spatial distance between centroid of
an origin zone and that of destination zone, time is departure time. Universities,
high schools and elementary schools are their sum.

3.2 Zone and Trip Characteristics

Zone. A zone is used as an origin or destination unit of a trip. This means
that trips generating from inside a zone are aggregated as trips generating from
a centroid of the zone. We divide a district into some zones according to PT.
Zone characteristics represent an origin and destination zones in departure time
of trips. The trips are dependent on the existences of important facilities for
travelers. Therefore, we consider the characteristics to be represented by the
information about the number and kinds of facilities in origin and destination
zones for a trip. We define zone characteristics as follows:
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– the number of elementary and junior high schools
– the number of high schools
– the number of universities
– sum of train lines of stations
– distance to the nearest zone, which has stations, from the zone

(This is 0 if zone has station.)

Values of those parameters are obtained from the structural data.

Trip. We obtain trip patterns with PT data. We consider personal attributes
and other attributes of trip. Therefore, we define trip characteristics as follows:

– age of travelers
– gender of travelers
– job of travelers
– travel purpose
– way to travel

where age, gender and job are personal attributes of trip. Values of those pa-
rameters are obtained from PT data.

3.3 Selecting Destination Order

We consider that there is dependent relationship among departure time, ori-
gin zone characteristics, personal attribute, travel purpose and destination zone
characteristics. For instance, in the evening, students go home from school, and
in the morning, students go to school and workers go to offices or shops. This
denotes that personal attributes of trip, such as age and job, are dependent on
the origin zone characteristics and its travel purpose is dependent on the per-
sonal attributes and origin zone characteristics. Therefore, we define destination
selection order as follows:

1. origin zone characteristics
2. personal attribute
3. travel purpose
4. destination zone characteristics.

3.4 Discovery of Graph Structure

We utilize Bayesian network to represent dependent relationship between trip
and zone. However, it is not clear to judge whether a node is linked to another
node. We use K2 algorithm [6] which is a conventional algorithm for discovering
graph structure. K2 algorithm searches an appropriate set of parent nodes for
each node. The algorithm requires sets of candidate parent nodes for each node
and tries to obtain optimal sets using greedy algorithm.
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We use AIC as a scoring function for the search. AIC is a criterion for evalu-
ating a model estimated by the maximum likelihood method, as follows:

AIC(Mk) = −2
N∑
n=1

log p(xn, θ̂k) + 2pk (1)

where θ̂k denotes the parameter of model Mk, and pk denotes the dimension
number of θ̂k about a model set M = {M1, M2, ..., Mk} and a data set X =
{x1, x2, ..., xN}. The value of AIC is small if the model estimates with high
accuracy travel behaviors. The large dimension number fits the model the sample
data too much. This problem is called overfitting. With the second term, AIC
penalizes the dimension number and prevents the overfitting.

Generally, it is supposed that the nodes have a linear ordering to operate
K2 algorithm. For each node, the set of its candidate parent nodes is built
incrementally from the nodes which precede it in the linear ordering. Interpreting
the selection of destination order as the linear ordering, we execute K2 algorithm.

4 Method for Estimation

Our method has three steps (Fig.1). Firstly, we calculate probabilities for each
characteristic. Bayesian network is utilized to calculate them. Secondly, we assign
the probabilities to all zones. Finally, we select a zone as destination from all
zones according to the assigned probabilities for each zone.

In order to calculate the probabilities for each characteristic, we make use of
Bayesian network shown in Fig.2. We calculate the probabilities using a produc-
tion rule which is a fundamental rule of probability theory [7,8]. For instance,
we assume that node “y” and node “z” are parent nodes of node “x”. In this
case, a probability of “x” is calculated recursively as follows:

p(x) =
∑
z∈Z

p(z)
∑
y∈Y

p(y)p(x|y, z) (2)

Referring to CPT of node “x”, we calculate p(x|y, z).
In the second step, we assign the probabilities for each characteristic to all

zones. A probability assigned to one zone is calculated as a joint probability
of probabilities for each characteristic the zone has. Moreover, if some zones
have the same characteristics, we assign the probability to the zones uniformly.
For instance, if there are two zones which have the same number of schools and
stations and the same distance from an origin zone, a half of selected probabilities
are assigned to each zone.

5 Experiment

We show that travel behaviors are estimated with structural data of city using
the proposed method. Therefore, we compare predicted performances in three
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Table 1. Information which is available in three environments

departure origin zone personal attributes others

time characteristics of trip characteristics of trip characteristics

Environment1 available available unavailable unavailable

Environment2 available available available unavailable

Environment3 available available available available

environments where their available information is different respectively. We de-
fine two indices which are explained in Section 5.1 as the predicted performance.

Available information in the environments is shown in Table 1. Personal at-
tributes denote age, gender and job. In addition, others denote purpose and
way. If the information is available, observed and aggregated values are set in
Bayesian network as evidence variables. Env.1, which is short for Environment1,
simulates the target environment and Env.2 and Env.3 are ones for comparison
with Env.1. The performance in Env.1 is essentially lower than those in others
because the available data is restricted. The aim of this experiment is to show
how the performance in Env.1 is close to those in others.

5.1 Evaluation Indices

Generally, several indices can be used to validate our model. We measure differ-
ences between observed and predicted distributions, and accuracy of predicted
result. In order to measure them as the performance of the model, we use two
following indices.

ARV. ARV is the average relative variance. This is normalized MSE (Mean
Square Error), and often used to validate prediction models. In our study, we
define it as follows:

MSEt =
1

|Z|2
∑
o∈Z

∑
d∈Z

x(t, o)2(p(d|o, t) − p̂(d|o, t))2

ARVt =
MSEt

σ2

=
∑

o∈Z
∑
d∈Z x(t, o)2(p(d|o, t) − p̂(d|o, t))2∑

o∈Z
∑
d∈Z x(t, o)2(p(d|o, t) − p̄(d))2

(3)

where x(t, o) denotes the number of observed trips from zone o at time t. p(d|o, t)
denotes an observed probability of trip toward zone d given all the trips from
zone o at time t, and p̂(d|o, t) denotes a predicted probability. p̄(d) denotes an
average probability of observed trip toward zone d through a whole day. ARV
is 0 if the predicted distribution exactly equals to observed distribution, and
is 1 if the model has standard performance. The standard performance means
the performance of a model which always predicts average probability regardless
of departure time and origin zone. The lower ARV is, the higher the predicted
performance is.
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Fig. 3. Experimental results about ARV and HR

HR. HR is hit ratio. It is the ratio of the number of correctly predicted trips to
the number of total trips. Unlike ARV, the higher HR is, the higher the predicted
performance is.

5.2 Experimental Results

The results are presented in Fig.3. Upper graph shows the value of ARV, and
lower graph shows the value of HR in tree environments through a whole day.
Horizontal axis of the graph is departure time and vertical axis is value of the
index at the departure time.

ARV in Env.1 is larger than that in Env.2 and HR in Env.1 is smaller than
that in Env.2 at any time. Both these mean that the performance in Env.1 is
less than that in Env.2. However, the difference between Env.1 and Env.2 is a
few. In addition, the most difference is 0.04 about ARV and 0.01 about HR at
15-18. Available data in Env.1 is only structural data of city and those in Env.2
and Env.3 also include survey data of travel behaviors. Therefore, the result
describes that travel behaviors are estimated efficiently only with the structural
data.

However, the performance is remarkably low at 0-3, 3-6 and 21-24 when resi-
dents do not travel actively. We consider that this is because of the lack of sample
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data. The number of trips is few at the time. Therefore, we consider the sample
data insufficiently. In addition, the performance is higher at 0-6 in Env.3 than
those in Env.1 and Env.2. This means that it is difficult to predict trip purpose
and way to travel especially at the time. This is because that at the time people
behaves randomly in comparison with at other time. Moreover, HR is quit small
in this experiment. This is because zone characteristics are not sufficient to select
one from 259 zones. Therefore, we have to explore more adequate characteristics.

6 Conclusion

In this paper, we proposed a probabilistic method for estimating travel behaviors
using zone characteristics. The method is based on a supposition that the travel
behaviors are dependent on city structure. With the method, the dependent
relationship is represented as Bayesian network. The experimental results show
the effectiveness of our method in environments where structural data of city is
only available. In our future work, we must explore more adequate characteristics
and apply our Bayesian network to other city.
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Abstract. Recently, the number of digital content objects is increasing

rapidly with the progress of information technology. It has become im-

portant how we manage enormous digital content objects effectively and

utilize them efficiently. Up to now, a lot of researches on digital content

management have been reported. One of the important objectives of con-

ventional management techniques is to search digital content objects that

satisfy an information request of a user. This is based on the assumption

that a user has one or more information requests. However, a user may

have no information request explicitly when the user uses some kinds

of devices for presenting digital content such as a digital photoframe.

Such devices are expected to provide a presentation of digital content

that rouses user’s interest. In this paper, we introduce an approach for

composing photo slideshow that attracts user’s interest automatically.

1 Introduction

Digital cameras and cellular phones with camera have widely spread in human
societies. In Japan, the number of households that have one or more digital
cameras increased from 25% in March 2002 to 65% in March 2008[1]. The run-
ning cost of a digital camera is relatively lower than that of a film camera,
and operations of a digital camera is easier than those of a film camera. To-
day, various types of people take photographs in everyday life, and enormous
new photographs arise day by day. So a user has to manage a large amount of
photographs. It is one of the most important issues how to manage a lot of per-
sonal photographs easily and effectively. On the other hand digital photographs
are used for variety kinds of purposes. Effective utilization of a lot of personal
photographs is another issue.

Up to now, many techniques for efficient management and effective utiliza-
tion of personal digital photographs have been reported. Most of the conventional
techniques for personal photograph management could be categorized into three
types: search, browse and recommendation. The objective of search and browse is
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to find a photograph that satisfies a requirement of user. When a user searches
photographs, an information request of the user is represented explicitly as a
query. When a user browses photographs, the user can access photographs nav-
igationally with simple operations. On the other hand, in recommendation a
user does not have to give any query and operation. The system proposes some
photographs to the user based on access logs and profile of the user. The above
three approaches for providing photographs to a user suppose that the user has
had one or more information requirements previously. The objective of those
approaches is to find one or more photographs, which satisfies an information
requirement of the user. We named them as requirement-based approach.

Many software and web services based on the requirement-based approaches
have been designed based on the assumption that they are used on a personal
computer and their objective is to find and provide one or more photographs
which could satisfy an information requirement of a user. Figure 1 illustrates an
overview of the requirement-based approach.

Today, many kinds of application software and web services for managing per-
sonal photographs based on the requirement-based approach have been provided.
For example, Flickr, which is one of representative web services for personal pho-
tograph management, displays thumbnails of photographs on a map based on
their location information and a user can browse them intuitively with easy and
simple operations. It is possible to fulfill the requirement such as “I want to see
the photograph taken in a location”, “I want to know the place where a pho-
tograph was taken” and so on. Some digital cameras and cellular phones have
GPS function and they can assign location information (latitude and longitude)
to a photograph automatically.

However, recent few years, novel types of device such as digital photoframe for
managing and utilizing personal photographs have attracted many attentions.
The main objectives of a digital photoframe are to store a lot of digital pho-
tographs with easy operations and to display them continually. Most of digital
photoframe displays stored photographs as a form of slideshow. A slideshow is
expected to give a user comfortable feeling or to attract interest of a user. In
order to fulfill such expectation, the conventional requirement-based approach
is insufficient. This is because the requirement-based approach depends on in-
formation requirements of a user. However, a user may have no information
requirement when the user watches a slideshow on a digital photoframe.

In this paper, we propose a novel approach for managing and utilizing pho-
tographs, which are named interest-based approach. This approach is used for
composing a slideshow of a target set of personal photographs of a user. Up to
now, some techniques for composing a slideshow have been reported. However,
in the conventional techniques, photographs are ordered in terms of their file
names, shooting date and time or at random. These conventional techniques are
inefficient for attracting interest of a user. In our approach, the system supposes
that a user has had no information requirement and composes a slideshow of per-
sonal photographs that arises interests in the user. We named such a slideshow
as insightful slideshow. Figure 2 shows an overview of interest-based approach.
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Fig. 1. Overview of Requirement-based

approach

Fig. 2. Overview of Interest-based ap-

proach

We suppose that each personal photograph in a target set has a tag manually
or automatically. In order to compose an insightful slideshow, the weight of a
semantic relation between two photographs is calculated using tags assigned to
the photographs and the Web. We suppose that co-occurrence of the tags in
the Web reflects relation between the photographs. The photographs are orga-
nized into a network and an optimized route in the network is found. The route
represents an effective order of photographs as an insightful slideshow.

The composition of this paper is as follows. Section 2 describes some related
works. Section 3 show on overview of our approach. Section 4 describes our
algorithm for compose an insightful slideshow of stored personal photographs.
The summary and future plans are described in Section 5.

2 Related Works

Ba-log[2] manages photographs with the location information where a photo-
graph has been taken. Ba-log provides an interface in which a thumbnail of each
photograph is arranged on a map based on its location information. With this
interface a user can browse photographs according to their geographical location.

Iwazaki et al.[3] have been proposed a technique for indexing photographs.
The geographical location and shooting direction of a photographer when the
photographer took a photograph are used for indexing the photograph. Pairs of
keyword and location information corresponding to the keyword are stored in
a database. The system finds new keywords in the database to a photograph
based on its geographic location and shooting direction and recommends some
of them relative to the photograph. A user selects suitable keywords from the
proposed keywords, and assigned to the photograph as tags. A user can search
photographs using assigned tags from various viewpoints.

Fujita et al.[4] has proposed a search interface for photographs based on gaze
points of a photographer. In the interface, not only the shooting point but also
the gaze point, which is the photographic subject, is considered for browsing
photographs. The shooting vector of a photograph is defined as a vector from
its shooting point to its gaze point. When a user clicks an object on a map, the
clicked point is assumed to be a gaze point. Shooting vectors whose photographs
contain the gaze point are searched from the database. The shooting vectors are
represented as search results. By selecting a shooting vector in the result, the
user can browse photographs about the clicked object.
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Fig. 3. An Example of Insightful Slideshow

SpaceTag [5] is a system for public information service on the geographic
space. A user can make and browse virtual objects on the geographic space with
a mobile device. Virtual objects in this system can be accessed in a specific
location, date and time.

These systems provide easy and intuitive access of photographs using maps or
geographic space. However, they are based on the requirement-based approach,
so could not be applicable to attract user’s interest.

Jin et al.[6] and Ishida et al.[7] use the Web as knowledge to extract an inter-
personal relation network. A relation between persons in a network is estimated
based on the co-occurrence of their names on the Web. When the co-occurrence
of the names of two persons is high, it is considered that the two persons are
closely related. The co-occurrence is derived from the number of web pages in a
result of a web search. The weight of a relation is calculated with the Simpson
Coefficient. In this paper, we propose a method that derives relations between
photographs using the web. This is similar to the method for deriving inter-
personal relation network. However, our objective is to compose a slideshow of
photographs based on a derived relation network.

3 Insightful Slideshow of Photographs

The objective of our research is to develop a novel method for composing an in-
sightful slideshow of personal digital photographs. An insightful slideshow could
attract user’s interests. In an insightful slideshow generated by our system, pho-
tographs are arranged in a meaningful order. Figure 3 shows an example of
insightful slideshow. In this example, a photograph of “Tokyo Tower” is pre-
sented continuously after a photograph of “Eiffel Tower” because they contain
the same type of buildings. Similarly, a photograph of “Asakusa” is displayed af-
ter the photograph of “Tokyo Tower” because they are popular sightseeing spots
in Tokyo, and a photograph of “Big Buddha” is displayed after the photograph
of “Asakusa” because they are strong related to Buddhism in Japan.

Various type of insightful slideshow of the same set of photographs can be
considered. This is because various type of relation can be considered between
the same pair of photographs. When new photographs are added into a target set
of photographs, another type of slideshow might be organized from a different
viewpoint.
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4 Composition of Insightful Slideshow

This section describes a technique for deriving semantic relations between pho-
tographs, and how to compose an insightful slideshow of the photographs based
on their semantic relations.

4.1 Deriving Semantic Relations between Photographs

We suppose that every photograph has been assigned one or more tags manually
or automatically. The weight of a relation is calculated based on co-occurrence
of tags on the web. We think that the weight of a relation between photographs
A and B is high, when the co-occurrence of the tags assigned to A and B is high.
Suppose that T = (t1, t2..., tn) is the set of all tags to be assigned to a set of
target photographs, and a tag which is assigned to a photograph p is represented
as tag(p). The weight of a relation between two photographs p1, p2 is calculated
using the Simpsons coefficient as formula (1)

S(t1, t2) =
page(t1) ∩ page(t2)

min(|page(t1)|, |page(t2)|)
(1)

Here, ti is a tag to be assigned to a photograph, and page(ti) is the set of all
Web pages which contain ti in their texts. We think that the relation of tags
ti and tj is strong when the value of S(ti, tj) is large. And the relation of the
photographs with the tags ti and tj is also high when the relation of tags ti and
tj is strong.

4.2 Construction of Slideshow

Here, we consider a method for composing a slideshow that includes photographs
in a target set. Each photograph appears only one time in a slideshow. We as-
sume that continuously presenting two photographs whose weight of relation is
high could give a user comfortable impression. We think that a route in a net-
work contains all nodes and edges whose weight of relation is high represents a
comfortable presentation order of photographs, where the weight of each edge
represents the weight of a relation. We can obtain the most appropriate present-
ing order of photographs in a slideshow, when we discover the route where the
summation of weights of all edges in the route is maxim. However, the problem
of finding such route in a network from all the combinations is NP-hard. For an-
swering this problem, we use the nearest neighbor method[8] as an approximate
solution method. The following shows our algorithm for deciding a route in a
network for an insightful slideshow.

1. We create a network in which each node represents a photograph and each
edge represents a relation between two photographs. The edge between node
p1 and p2 is represented as (p1, p2).

2. Calculate of the weight of every relation in the network. The weight of a edge
(p1, p2) is calculated by means of the Simpsons coefficient S(tag(p1), tag(p2)).



628 K. Yatsugi, N. Fujimura, and T. Ushiama

Fig. 4. Overview of Shortest Route Detection

3. For each edge (p1, p2), if its weight (S(tag(p1), tag(p2)) is less than a thresh-
old, it is pruned.

4. All nodes in the network are inserted into a unvisited node list V .
5. For each edge (p1, p2), its distance D(p1, p2) is calculated by formula (2).

D(p1, p2) =
1

S(tag(p1), tag(p2))
(2)

6. The edge whose distance is minimum is found then the nodes of the edge is
set as terminal nodes. And, the nodes are deleted from V .

7. In all the edges from the terminal nodes to a node in V , the edge with the
minimum distance is found. And, the nodes of the edge are deleted from V .

8. If V is empty, this process is stopped, otherwise go to step 7.

Figure 4 shows an overview of the process. A circle represents a photograph, a
thin line represents a relation, and a thick line represents a path in a selected
route.

4.3 Example

This section shows an example of slideshow composition based on our proposed
method. Figure 5 shows four photographs to be composed into a slideshow. One
tag has been assigned to each photograph. The tags are “Eiffel Tower”, “Tokyo
Tower”, “Asakusa” and “Big Buddha”. Table 1 shows the Simpsons coefficient
values and the distances for every combination of photographs. The number
assigned to an arrow represents the distance between photographs. Figure 6
shows a slideshow of four photographs that is composed by our proposed method.
In this figure, an arrow represents an order of displaying two photographs. The
number over an arrow represents the distance between two photographs. Intuitive
semantic relations can be assumed between each pair of neighboring photographs
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Fig. 5. Example of Photographs and Distances between Them

Table 1. Example of the Simpsons Coefficient Values and Distances between Pho-

tographs

rank tag1 tag2 simpsons distance

1 Tokyo Tower Asakusa 0.0798 12.53

2 Eiffel Tower Tokyo Tower 0.0587 17.03

3 Tokyo Tower Big Buddha 0.0341 29.33

4 Asakusa Big Buddha 0.0334 29.98

5 Eiffel Tower Asakusa 0.0269 37.20

6 Eiffel Tower Big Buddha 0.0192 52.16

Fig. 6. A Slideshow as a Result of Our Method
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in the slideshow. The term under an arrow shows an example of such semantic
relation. Therefore it could be expected that the slideshow would give a user a
kind of comfortable impression.

5 Conclusion

In this paper, we proposed a method for composing an insightful slideshow au-
tomatically. This method provides a slideshow with natural flow by reveal an
insight of user’s intention.

We have a plan to develop a technique of automatic assignment of tags to
a content object by using map information and Web information. Additionally,
it is scheduled to evaluate our proposed method by using a large-scale set of
photographs.

In this paper, we focus on personal photographs as target content, however
the proposed method can be applicable to the other types of digital content. For
instance, when a user is watching a news clip, user’s personal photographs that
have been taken in the place concerned to the news clip. A user could enjoy a
new type of information content in which public content and personal content
are mixed.
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Abstract. To participate in an international conference, we must com-

plete a series of tasks in accordance with the conference schedule. How-

ever, graduate students and researchers who have little or no experience

of international conferences often have many difficulties in doing this.

We propose a system to support their participation in international con-

ferences. Our proposed system combines three functionalities, knowledge

management, workflow management, and schedule management, and it

takes advantages of several Web services. Our system associates knowl-

edge, which is composed from the results and deliverables of performed

tasks and related know-how, email messages sent by users, and their

Web-search histories, with the tasks of conference workflows. In addi-

tion, when a workflow is created, the system adds important dates of the

conference to the user’s Web calendar. We built a prototype system and

confirmed that it works properly.

Keywords: International conference, Participation support, Web,

Knowledge sharing, Workflow.

1 Introduction

To participate in an international conference for presenting research and exam-
ining the latest research findings, participants must complete a series of tasks
in accordance with the conference schedule. For example, they have to prepare
and submit their paper by the deadline, make airline and hotel reservations, etc.
They also receive many comments on their paper from teachers or co-authors
and revise it accordingly. This means several people are involved in these tasks.

However, graduate students and researchers who have little or no experience of
participating in international conferences often do not know how to fill out a pa-
per submission form and what and when to perform, etc. In addition, if it is their
first trip overseas for an international conference, they have the added responsibil-
ity of trip preparation as well as paper or presentation preparation. In such cases,
they collect information by reading books, searching the Web, or asking some-
one questions. Through experience, we acquire a large amount of knowledge, such
as documents including deliverables and know-how, about participating in an in-
ternational conference. However, today, most of this knowledge is an individual’s
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personal knowledge. Sharing it among the members of a research group or labora-
tory can help researchers and graduate students, especially who have little or no
experience of international conferences, participate in these conferences.

We propose a knowledge sharing system to support graduate students and
researchers who have little or no experience of international conferences by com-
bining three functionalities, knowledge management, workflow management, and
schedule management.

2 Related Work

Recently, a number of systems to help researchers participate in international
conferences have been put on the Web [1][2]. They collect conference informa-
tion from mailing lists or the Web and track updates; therefore, they support
researchers in finding and catching up on conference information. There are also
many books and Websites explaining a series of tasks and the typical schedule
of conferences [3][4]. However, these systems and books do not provide an envi-
ronment for continuously collecting knowledge about conference participation.

A great number of systems, such as Wikis (Wiki Wiki Web) and others using dif-
ferent information sharing platforms, have been developed [5][6]. They are useful
for collaboratively building knowledge. However, to participate in an international
conference, participants have to complete a series of unique tasks in accordance
with the conference schedule. That is why existing information sharing systems
are inadequate for supporting participation in an international conference.

Several studies have been made on work process-oriented knowledge manage-
ment to support the reuse and sharing of processing know-how [6][7][8]. Their
systems link the know-how to workflow activities or tasks. As mentioned above,
participants usually ask the association or coordinator about the conference, pa-
per submissions, etc. via email. They also search the Web to acquire necessary
information. It might be helpful to share sent email messages and Web-search
process or used keywords on the tasks necessary for conference participation.

The number of people who are using Web calendar services has been increas-
ing. For example, Google Calendar and Yahoo! Calendar. They mainly use them
to manage their to-do lists or schedule. Therefore, we designed our system by
taking such services into account.

3 Our Proposed System

3.1 Analysis of Workflow to Participate in an International
Conference

In this section, we discuss the process of participating in an international con-
ference. There are two types of tasks that participants have to complete to
participate in an international conference. One is related to presentations and
the other is related to attendance. The latter type of tasks has to be performed
whether or not you make a presentation. These two types of tasks are performed
through much the same process [4].
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We analyzed our experience based on the points mentioned above. As a result,
we recognized the following characteristics of workflow for participating in an
international conference:

– The tasks related to attendance include conference registration, arrangement
and preparation of the trip, and office procedure at one’s organization.

– Different tasks are needed according to researchers’ affiliations, positions,
etc.

– There are various roles, such as first author and second author.
– Multiple workflow can be in process at the same time.

3.2 Outline of Our System

Figure 1 shows the outline of our proposed system.
The system consists of a database, which stores knowledge, workflow infor-

mation, conference information and user information, and three management
functions to associate the knowledge and information with each other. In addi-
tion, it uses Web services such as an email server, Web calendar, and Web search
engine. The outline of the functionalities is as follows:

Knowledge Management Function. This function associates knowledge and
workflow information with each other and provides knowledge according to users’
affiliations or their research groups. It also manages email messages sent by users
and their Web-search history as knowledge.

Workflow Management Function. This function creates a workflow (a work-
flow instance to be more precise), by combining common and additional pro-
cesses. These two types of processes will be explained in a later section. It changes

Fig. 1. Outline of our system
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the status of the workflow when users input the results of performed tasks, for
example a submitted paper or flight schedule, into our system.

Schedule Management Function. This function adds events and tasks to a
user’s daily Web calendar when he/she starts a workflow. To do this, it uses the
conference information stored in the database.

3.3 How to Manage Knowledge

Our system manages the results and deliverables of performed tasks and re-
lated know-how, email messages sent by users, and their Web-search histories.
The results and deliverables contain documents such as submitted papers, flight
schedules, and presentation slides and they are created by completing each of
the tasks. In our system, they are inputted on the form corresponding to each
task. For example, the system provides the input form for a submitted paper.
The know-how is stored by attaching it to a task. It might contain document
files and URLs that are useful for successfully completing the task.

As mentioned in the previous section, email messages asking the association
or coordinator of a conference, hotel, etc. are worth sharing among users. In our
system, when a user sends an email to the system as well as a conference or
hotel in his/her usual manner, the system receives the message from the email
server, which is Web based, and makes the message available for all users. The
message is associated to the workflow of the conference of which the user is
going to participate in accordance with the day when it was sent. In addition,
because Web-search processes or used keywords for acquiring information related
to performed tasks are useful as well, our system manages used search keywords
as Web-search histories. Like email messages, the keywords are associated with
the workflow using the day when they were used.

3.4 Management of Workflow and Schedule

While a series of tasks for participating in an international conference is performed
throughmuch the sameprocess, different tasks are neededaccording to researchers’
affiliations, positions, etc. In our system, therefore, two types of processes are de-
fined. One is common process and the other is additional process. While the former
is used regardless of the users’ affiliations or positions, the latter depends on them.
The system creates a workflow by combining these two processes based on user
information. In doing that, conference information is also used to associate the
workflow with the corresponding international conference. The system provides
the status of the workflow visually based on the conference schedule. The status is
changed when users input the results of performed tasks in the manner explained
above. In addition, when a user creates a new workflow, our system adds important
dates of the conference, such as deadlines for submission and early registration, on
his/herWeb calendar,which we assume is used daily. By doing this, the system sets
notifications by email using the reminder function of the calendar. This is because
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Fig. 2. User interface of our prototype

graduate students and researcherswho have little or no experience of international
conferences often do not know what and when to perform.

3.5 Prototype System

We developed a prototype of our proposed system. We used Yahoo!Mail, Google
Web search, and Google Calendar as the email server, Web search engine, and
Web calendar, respectively.
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Figure 2 depicts the user interface of the prototype. It largely consists of a
menu, a list of tasks, and a main frame. The tasks in the list correspond to the
user-selected conference, which is the workflow. They are presented in accordance
with the status of the workflow and the conference schedule. When users click
a task on the list, the corresponding input form, knowledge related to the task,
and a link to a form to attach know-how to the task. The link opens the form
like Fig. 3.

Users receive email messages and Web-search histories, which are used key-
words, by clicking the item on the menu. This enables our system to access the
email server. The menu also contains a Web-search box, in which they can search
the Web by inputting keywords. Then the keywords are added to the database
as knowledge.

Besides the list of tasks, users can also see the status of the workflow along
with the conference schedule in the main frame by clicking that item on the
menu. If a user is a second author of a paper, he/she will be given a button to
input what he/she has commented about the paper (see Fig. 4).

Fig. 3. Form to attach know-how Fig. 4. Status of workflow

4 Discussion

In this section, we discuss the advantages of our proposed system and some
improvements that should be made.

First of all, we will take up common situations in the process of paticipating in
an international conference. In preparing a paper for an international conference,
we often see one that we submitted to the previous conference. The purpose is,
for example, to understand how to format the paper. Also, we frequently see
a prepared document to complete the same task before. For example, the time
when we describe the changes that we have made to satisfy the requirements
of the reviewers, etc. Existing process-oriented knowledge management systems
only link know-how and documents to workflow activities. Unlike them, our
system not only links them to workflow activities, but also organize them by
international conferences, that is workflow instances. Therefore, our system is
more suitable for the situations than the existing systems.

In addition, when the official language of an international conference is dif-
ferent from the users’ native languages, it is important to be able to share input
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examples of various forms such as registration, inquiry email messages, and key-
words used to find information related to performed tasks on a Web search
engine, especially for researchers who have little or no experience in conferences.
The existing systems manage know-how and documents, but they do not do email
messages and Web-search histories. Thus, they are not inadequate for supporting
participation in international conferences. On the contrast, our system makes it
possible to share all of them.

Moreover, our system adds important dates of an international conference
on a user’s Web calendar when the workflow of the conferenct is created. As
a consequence, the user can always see the dates. In addition, we made ac-
tive use of the functionality of the calendar to implement our system. This
made it possible for us to easily incorporate the reminder function into the sys-
tem. Without this functionality, the system has to properly manage the settings
for notifications and send emails to users at the right time, which is not easy
to do. Therefore, there are benefits of using existing calendar services in our
system.

We believe records for successfully performing the tasks, for example, the date
when a user started a task, are also useful as task-related knowledge. However,
our system does not provide the function for sharing such knowledge; therefore,
we need to incorporate such a recording function into the system. In addition,
it is also necessary to improve the management for sent email messages and
used Web-search keywords. Our prototype associates them with the workflows
of the conferences in which users are going to participate, but it stores them only
in the order in which they were used. If they are associated with tasks based
on the conference schedule and the date when they were used, they should be
more useful. In that case, used keywords will help users with Web search as the
navigation.

By the way, knowledge in our system is composed from the results and deliv-
erables of performed tasks and related know-how, email messages sent by users,
and their Web-search histories. However, they are not mutually associated. To
make our system more useful, we need to add mechanisms to show the associa-
tions.

5 Conclusions

We proposed a system to support graduate students and researchers who have
little or no experience of international conferences. Our system combines three
functions, knowledge management, workflow, and scheduling. We built a pro-
totype by making effective use of several Web services, and confirmed it works
properly.

Future work includes the improvement of the function to manage knowledge.
In addition, it is necessary to appropriately deal with different processes among
conferences or schedule changes, such as deadline extension. Moreover, we need to
carry out quantitative evaluation of our system based on a broad implementation
test.
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Abstract. This paper analyzed the relationship between the evalua-

tion of multi-agent systems and the agents’ environments. We define a

movement difficulty for maps, using complexity indexes[1] and a vehicle

movement simulator. In addition, we report on experiments carried out

to confirm whether the movement difficulty can be used to estimate the

results of the evaluation of agents. Finally, we investigate the similarity

between the results of the simulations and the analysis.

1 Introduction

In a multi-agent system, agents are influenced by their surroundings, which we
refer to as the agents’ environment. In this paper, we analyze the relationship be-
tween the evaluation of mulllti-agent systems and the agents’ environments. We
focus particularly on multi-agent simulations in which maps are used to depict
the agents’ environments. In research on agents, it is a challenge to find a method
with which to evaluate the behavior of the agents or multi-agent systems, as the
evaluation depends on the environments in which the agents exist [2,3]. Hence,
it is necessary to clarify the relationship of the evaluation of multi-agent systems
and the environments of agents in order to find a method to evaluate multi-agent
systems whilst taking account of their environments. Moreover, to clarify the re-
lationship, the environments need to be analyzed and quantified. Previously, we
attempted to analyze the relationship between the evaluation of agent systems
and the environments of the agents [1] by defining 13 complexity indexes for
road networks and analyzing the indexes for several areas. The definitions given
in our earlier paper, however, have some issues, which are solved in this paper,
using the Variance Inflation Factor(V IF ). Furthermore, we define movement
difficulty for maps using the complexity indexes and a vehicle movement simu-
lator. Experiments have been carried out using both the dial-a-ride system and
RoboCupRescue simulations to confirm whether or not movement difficulty can
be used to estimate the results of the agents’ evaluation. We also investigate the
similarity between the simulation results and those obtained through analysis.
Finally, we discuss the results of the investigations.
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2 Evaluation of Multi-agent Systems

Multi-agent systems refer to systems in which a number of agents interact with
one another to solve complicated tasks [4]. In this paper, “agents” refer to actors
that are able to identify their situation by interacting with their environments
and can then solve many kinds of problems autonomously.

In research on agents, it is a challenge to find a method to evaluate the
behavior of agents or multi-agent systems, because there is no explicit evaluation
method for agents that transcends the development of agents’ theory and the
implementation and practical application of agents. However, it is difficult to
specify evaluations for agents due to the interdependence of agents and their
environments. To illustrate this difficulty consider the following.

(i) If agents A1 and A2 are working in an environment E, it is easy to evaluate
which agent is better suited to the environment. However, the result of the
evaluation will not be applicable to other environments except E.

(ii) If agent A1 performs better than agent A2 in environment E1, but agent A2
performs better than agent A1 in environment E2, it is difficult to decide
which agent’s performance is better overall.

These examples illustrate why it is necessary to clarify the relationship between
agents and their environments in the evaluation of agents and multi-agent sys-
tems. To clarify the relationship, a detailed analysis of the environment is required.
In this paper, we focus on an agent whose movement is based on maps. In other
words, we select an autonomous robot agent, since there are many different kinds
of multi-agent systems. Moreover, we concentrate on map data as the environment
and analyze it to clarify the relevance. Map data includes various features such as
roads, railroads, rivers, buildings, geographical features and so on. Road informa-
tion is especially noted and analyzed, because there is a strong relation between
roads and the evaluation of agents whose movement is based on maps.

3 Maps and a Road Network

3.1 Map Data and Road Information

We use 1/25,000map data for all the areas in Japan. This data includes roads, rail-
roads, rivers, shorelines of lakes, coastlines, administrativedistricts, ground control
points, place names, public institutions and altitude. These maps are released by
the Geographical Survey Institute[5] and the data is expressed in G-XML, which
is the Japanese Industrial Standards format. We use the information about roads,
which consists of nodes for roads and road edges. Nodes for roads depict intersec-
tions, blind alleys and junctions between roads, and have the attributes “ID”, “lon-
gitude”, and “latitude”. Road edges are roads, each of which connects the interval
between two road nodes. Their data attributes are “ID”, “type”, “width of road”,
and the “IDs of the two end points expressed as road nodes”.
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3.2 A Road Network

In this paper, we regard the information about roads as a road network and define
a road network using the attributes given by this information. We represent a
road network G, as a weighted digraph (V, E). “V ” indicates a point set regarded
as a node set in a graph and defined in Definition 1. “E” indicates a road set
regarded as an edge set in a graph and defined in Definition 2.

Definition 1. Point Set

V = {v|v has “longitude′′ and “latitude′′}, (1)

where v is a node created by a road node.

Definition 2. Road Set

E = {e|e has vhead, vtail,
′′length′′ and ′′width′′, vhead ∈ V, vtail ∈ V }, (2)

where e is a directed edge from vhead to vtail created by a road edge, “length” means
the Euclidean distance from vhead to vtail, and “width” equals “width of road”.

Definition 3. Road Network
A road network G is a weighted digraph (V, E) with two weighting functions l
and w. These functions are defined as follows.

l : E → R, (3)
w : E → R, (4)

where l derives a real-valued attribute “length” from an edge e and w derives a
real-valued attribute “width” from an edge e.

A road network G is in the X-Y Cartesian coordinate system in which the x-
and y-axes represent latitude and longitude, respectively. Each road e in G is a
segment of line connecting a vi and vj (vi, vj ∈ V and vi �= vj). In addition, G
has the following properties.

(i) Strongly-connected digraph.
(ii) No loop back edge.
(iii) No multiple edges between any pair of nodes.

4 Analysis of Road Networks

4.1 Earlier Study

In an earlier study on the analysis of road networks [1], we defined 13 complexity
indexes for a road networks and analyzed the indexes for several areas. The
complexity indexes are given below.

(1) The average length of all edges.
(2) The average “distance of shortest paths” for all pairs of nodes.
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(3) The available roads rate. The available road indicates a wide road with a
width is greater than 5.5m.

(4) The available length rate in roads. This is the ratio of available roads to
the total length of all roads.

(5) The available area rate in roads, which indicates the ratio of the area of
available roads to the total area of all roads.

(6) The average width of all edges.
(7) The average “maximum flow”[6].
(8) The ratio of intersections to all edges. An intersection means an edge having

more than 3 in-degrees and 3 out-degrees.
(9) The ratio of arranged area, which indicates similarity between a graph G

and a square grid.
(10) The ratio of straight edge. A straight edge indicates almost a straight path.
(11) The ratio of straight edge to distance.
(12) The ratio of passing through a road. This indicates the total number of

times an edge is used by all shortest paths.
(13) The average local road-connectivity. The local road-connectivity of two

edges m, n ∈ V is the smallest edge cut disconnecting m from n.

We performed evaluation experiments, with an agent moving like a vehicle on a
map. We also investigated the similarity between the experimental results and
those obtained through analysis.

4.2 Issues and Concerns

Based on our earlier studies we are able to specify the maps on which an agent
can move effectively. However, the complexity indexes are occasionally less reli-
able because some of the indexes have a high degree of interdependence among
each other. (This is referred to as multicollinearity in multiple regression analy-
sis.) Moreover, the earlier studies considered agents’ movement, but not agents’
evaluation.

In this paper, we solve the multicollinearity using a Variance Inflation Fac-
tor (V IF ) and investigate the relationship between the complexity indexes and
agents’ evaluation in both the Dial-a-Ride System Simulation[7] and
RoboCupRescue Simulation[8,9].

4.3 Selection of Complexity Indexes

We solve the multicollinearity of the complexity indexes using V IF .
Let x1, x2, . . . , xi, . . . xn−1, xn be explanatory variables, then the V IF of xi is

calculated as follows.

V IFi =
1

1 − R2
i

(5)

where R2
j is a multiple correlation coefficient between the variable xi and other

variables. If V IFi is greater than 10, variable xi has multicollinearity when
calculating the multiple regression analysis.
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Table 1. Results of the Selection

Complexity Index VIF

Average “distance of shortest paths” for all pairs of nodes (c1) 1.8447

Average width of all edges (c2) 4.5671

Available roads rate (c3) 7.6851

Available length rate in roads (c4) 7.5072

Ratio of arranged area (c5) 4.0125

Ratio of straight edge to distance (c6) 4.0125

Ratio of passing through a road (c7) 2.2853

Average local road-connectivity (c8) 3.4626

The complexity indexes are reduced by iteration through the following steps:

(1) Calculate V IFi for all existing variables.
(2) Remove xmax from the set of variables, if the maximum V IFmax is greater

than 10. Otherwise, terminate the reduction
(3) Return to step (1).

The outcome of executing these steps is shown in Table 1, where a variable for
each complexity index is denoted by ci(i = 1, 2, . . . , 7, 8).

5 Relationship between Complexity of Road Networks
and Agents’ Movement

Having implemented a vehicle movement simulator, we define movement diffi-
culty (MD) on a map using the complexity indexes and the simulator. In order
to define MD, we use c1 ∼ c8 as explanatory variables and an average migration
time on a map as the dependent variable. The average migration time on a map
in the vehicle movement simulator is calculated as follows.

tavg =

∑
u,v∈V,u�=v tu,v

|V |C2
(6)

where tu,v is the migration time from u to v (or from v to u). tavg indicates a
case of mobility on a map; the higher the value of tavg the more difficult it is for
a vehicle to move.

The definition of MD is derived from multiple regression analysis with c1 ∼
c8 as explanatory variables and the average migration time on a map as the
dependent variable and is given as Definition 4.

Definition 4. Movement Difficulty

MD(= t̂avg) = 3.47e−5 × c1 + 0.00919 × c2 − 0.0405 × c3 − 0.748 × c4
−0.222 × c5 + 4.01 × c6 + 0.0399 × c7 + 0.0307 × c8 + 0.0697.(7)

where t̂avg indicates an estimated value for tavg.
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Table 2. Effectiveness of MD

Average Migration Time Standard Deviation Mean Absolute Errors

Learning Maps 0.2063 0.07264 0.009673

Test Maps 0.2112 0.08341 0.022500

To test the effectiveness of MD, we use the mean absolute errors for the learn-
ing maps and the test maps. The learning maps are used in the derivation of
Definition 4 and then the values of MD in the test maps are estimated using
the definition. The results of the test are given in Table 2, and show that using
this definition, we are able to estimate MD for maps.

6 Evaluation Experiments

6.1 Dial-a-Ride System Simulation

Dial-a-ride is a bus system that operates like a taxi and includes the following
processes.

(1) A passenger calls the bus control center and states a destination.
(2) The center re-plans the route of an appropriate bus to service the request.

To evaluate the dial-a-ride system simulation, we focus on usability and prof-
itability. With regards to usability, we specifically address the primary purpose
of the bus system, that is to provide a way for passengers to reach their desti-
nations as quickly as possible. From this point of view, usability is defined as
follows.

Definition 5. Usability: Average of the difference between the desired time and
actual time when a passenger gets off a bus.

The profit (or less) of a bus company depends on maintenance, fuel and labor
costs, and fare income, which vary with social economic conditions. In addition,
fare-pricing causes secondary social effects, which in turn affect the number of
passengers. Hence, it is difficult to quantify profitability directly. Instead, we
simplify it as the balance between fare revenue and costs, where revenue and
costs change in proportion to the number of passengers and buses, respectively.
In other words, profitability is defined as follows.

Definition 6. Profitability: The number of requests occurring in a unit period
per bus.

6.2 Results of Evaluation Experiments for Dial-a-Ride System
Simulation

The results of regression analysis with MD as the explanatory variable and
usability(U) as dependent variables are shown in Eq. (8) and Fig. 1. The results
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C = -354.2MD + 49.34
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Table 3. Correlation Coefficient and Adjusted R2 for Dial-a-Ride System Simulation

Correlation Coefficient Adjusted R2

Usability -0.8608 0.7409

Profitability -0.8482 0.7195

for MD and probability(P ) are shown in Eq. (9) and Fig. 2. The correlation
coefficient and adjusted coefficients of determination (written in adjusted R2)
for each evaluation are given in Table 3.

U = −106.2MD + 5.805 (8)
P = −0.04460MD + 0.03957 (9)

Table 3 shows that the greater a map’s MD is, the lower the usability and
profitability are. These results confirm that Eqs. (8) and (9) can estimate the
usability and profitability for a map.

6.3 RoboCupRescue Simulation

The RoboCupRescue Simulation is used as a testbed environment and simulates,
on a network of computers, a great earthquake and various kinds of disaster-relief
activities by multi-agents in a virtual city. The evaluation of the agents in this
simulation is given as the “city values retention rate” (written as Vrate).

6.4 Results of Evaluation Experiments for RoboCupRescue
Simulation

The results of the regression analysis with MD the explanatory variable and
Vrate as the dependent variable is shown in Eq. (10) and Fig. 3. The correlation
coefficient and the adjusted R2 are shown in Table 4.

Vrate = −0.31642MD + 0.8999 (10)
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Vrate = -0.3164MD + 0.8999

0.75

0.8

0.85

0.9

0.95

1

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14

V
r
a
t
e

Movement Difficulty

Fig. 3. Results of Regression Analysis

Table 4. Correlation Coefficient and Adjusted R2 for RoboCupRescue Simulation

Correlation Coefficient Adjusted R2

Vrate -0.3.698 0.1295

Table 3 shows that the greater the map’s MD, the slightly lower is the Vrate.
However, the accuracy of Eq. (10) is not adequate, because Vrate is influenced
not only by road networks, but also by the number of buildings, the allocation
of the buildings and ignition points.

7 Conclusion and Future Work

This paper analyzed the relationship between the evaluation of multi-agent sys-
tems and the environments of the agents. We improved the complexity indexes
for road networks from our earlier study and defined movement difficulty for
maps using the complexity indexes and a vehicle movement simulator. In addi-
tion, using regression analysis, we showed the relevance of the movement diffi-
culty in both the dial-a-ride system simulation and RoboCupRescue simulation.
We then investigated the results of the simulations and the analysis. These re-
sults indicate that movement difficulty is used effectively in simulations where
an agent’s evaluation is influenced by a road network.

Our future work includes

(1) investigating other environments, besides a road network, for multi-agent
systems, and

(2) suggesting ways to evaluate multi-agent systems taking account of their en-
vironments.
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Abstract. Reprogramming sensor nodes is an effective way of improving

wireless sensor networks. The latest reprogramming protocols use radio

communication to distribute software data. Although several base stations

are optimally placed to disseminate software rapidly in large-scale sen-

sor networks, the performance of reprogramming protocols for multi-base

station environments has not been discussed. This paper discusses our

evaluation of the features of software dissemination by multi-base station

sensor networks. Simulations revealed that the placement and number of

base stations were the key parameters in software dissemination.

1 Introduction

The recent advances in MEMS (Micro Electro Mechanical Systems) and low-
power wireless communication technology have led to the development of wire-
less sensor networks (WSNs). A typical WSN consists of a number of small
battery-powered sensor nodes that autonomously sense, collect, and transfer var-
ious data. There are many WSN applications and services, including structural
monitoring, security, and position tracking. These applications are expected to
improve our daily lives and create an intelligent society. Most WSNs include
state-of-the-art technologies (e.g., ad-hoc network routing, data processing, and
position estimation), and these technologies are still developing. Therefore, their
codes will be modified or extended in the future for long-running applications
using WSNs. Thus, a method to efficiently reprogram many deployed sensor
nodes is necessary.

Recently, wireless reprogramming has been extensively researched [1] – [4].
Wireless reprogramming distributes new code to numerous sensor nodes using
wireless multihop communication. A base station disseminates large amounts of
program data to the entire network. As WSNs are becoming increasingly larger,
more than one base station is needed to disseminate software. However, most
reprogramming protocols that have been discussed assume a single-base station
environment, and multi-base station environments have not been considered.

Here, we present methods of placing base stations in large-scale WSNs.
This paper is organized as follows. Section 2 explains some issues related

to wireless reprogramming. An overview of our proposed technique, packing, is
introduced in Section 3. We describe the simulation environment and evaluate

J.D. Velásquez et al. (Eds.): KES 2009, Part II, LNAI 5712, pp. 648–655, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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packing in Section 4. Finally, Section 5 summarizes the paper and mentions
future work.

2 Related Issues

2.1 Challenges of Reprogramming

Many wireless reprogramming protocols share various design challenges. Here,
we deal with the three most important ones [1]:

– Completion time: The completion time for reprogramming affects services
using WSNs. When we reprogram the network, we have to stop services and
wait until code updating has been completed. Thus, we have to minimize
the completion time for reprogramming.

– Energy efficiency: Sensor nodes are usually battery powered and the sen-
sor node battery provides the energy used in reprogramming. This battery
also supplies energy for computing, communication, and sensing functions.
Therefore reprogramming must be energy efficient.

– Reliability: Reprogramming requires the new code to be delivered through-
out the entire network, and the delivered code must be correctly executed
on the sensor node.

In the next section, we discuss how we dealt with the two techniques used in
several reprogramming protocols to resolve these three challenges.

2.2 Approaches to Reprogramming

Pipelining. Pipelining was developed to accelerate reprogramming in multihop
networks [5] [6]. A program in pipelining is divided into several segments, and
each segment contains a fixed number of packets. Instead of receiving the whole
program, a node becomes a source node after receiving only one segment. Figure
1 shows the process of software distribution in pipelining. There are five sensor
nodes deployed linearly in the figure. The dashed lines represent the interference
range, and the solid arrows represent the reliable communication range. To avoid
the hidden terminal problem, parallel data should be transferred with a spacing
of at least three hops. In the figure, while D is sending segment 1 to E, A is
simultaneously sending segment 2 to B. Thus, pipelining can transfer program
codes fast by overlapping the segments.

Negotiation. Negotiation is used to avoid data redundancy and improve re-
programming reliability. As previously explained, pipelining is done through seg-
mentation. After this, it is necessary to avoid broadcast storms that are caused
by dealing with too many segments. A negotiation scheme was developed in SPIN
[7]. This scheme uses three-way handshakes between senders and receivers. Fig-
ure 2 shows a three-way handshake. There are three types of messages (ADV,
REQ, and DATA) in simple negotiation protocols. First, the source node (A)
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Fig. 2. Three-way handshake

sends an ADV message, which includes its received segment information, to
neighboring nodes (B). Second, if the destination node receives the ADV mes-
sage, it compares its own segment with the received segment information and
determines whether it needs the segment sent by the source node. If the segment
is needed, the receiver requests the segment from the source node by sending an
REQ message. Finally, if the source node receives the REQ message from the
destination node, it forwards a requested DATA message. By using this scheme,
the source node knows which segment has been requested before sending it out.
As a result, data redundancy is reduced.

2.3 Hierarchical Reprogramming

Hierarchical reprogramming has been developed to accelerate software distribu-
tion and reduce the number of control packets. Firecracker [8] and Sprinkler [9]
are known as hierarchical reprogramming protocols. Figure 3 visually depicts
their operation. First, the base station sends program codes to nodes in the up-
per layer of the node hierarchy (i.e., pseudo-base stations). Pseudo-base stations
then distribute codes to other nodes in their local areas. Except for Firecracker
or Sprinkler, most reprogramming protocols start distributing software from a
single base station in the network and assume no hierarchy.

Hierarchical reprogramming protocols improve the efficiency of reprogram-
ming, but no methods of determining where the pseudo-base stations are placed
have been discussed. If base stations are deployed in suitable places for repro-
gramming, the efficiency of reprogramming should be greatly improved.

3 Proposed Approaches

Here, we assume that program codes are disseminated at constant speeds from
all base stations in a concentric fashion in a planar network. Then, it is the order
of placement that minimizes interference between the propagating waves due to
software distribution from the base stations. In other words, it is necessary for
placement to maximize the dimensions of concentric circles that center on each
base station when propagating waves make contact with each other. Then, the
method of determining placement is replaced by a circle-packing problem. This
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Fig. 4. Packings of equal circles in unit square

problem has been discussed both as a theoretical geometrical problem as well
as a hard test for global methods of optimization. The circle-packing problem is
replaced by one that maximizes the minimum value of the distance between two
circles and the distance between the circle and the boundary of the unit square.
By using several symbols, an optimized solution to the problem is expressed as
follows [10].

max min[ min
(i,j)∈Dn

d(xi, xj), min
i=1,...,n

d(xi, SB)]

s.t. xi ∈ S, i = 1, ..., n

S: Unit square
SB: Boundary of S
n: Number of equal circles that are packed in S
xi: Center of number i circle
Dn: Delaunay triangulation with xi(i = 1, ..., n)
d(xi, xj): Euclidean distance between xi and xj
d(xi, SB): Euclidean distance between xi and SB

The best known packings of equal circles in a unit square are already known.
Figure 4 shows some examples of circle packings [11]. Thus, we propose multi-
base station placement using a packing approach. In this approach, base stations
are placed in the center of each circle.
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We developed two other methods called the random and the edge approach
to evaluate the packing approach discussed in the next section.

– Random approach: Placement of base stations is determined by using
uniform random numbers.

– Edge approach: Base stations are placed at the edges of networks. Addi-
tionally, assuming networks are dealt with using Voronoi diagrams, all the
dimensions of base-station Voronoi cells are nearly equal.

– Packing approach: Base stations are placed at the centers of circles that
are packed in the unit square.

4 Simulation Evaluation

4.1 Environments

This section describes our evaluation of the packing approach using the TinyOS
[12] network simulator (TOSSIM [13]). The purpose of this evaluation was to
prove that the packing approach is superior to other approaches in terms of
completion time, network traffic, and power consumption.

First, we will explain the implementation of the simulation and the items we
evaluated in it. We adopted MNP [6] as a reprogramming protocol to evaluate
the proposed approaches. This state-of-the-art protocol includes pipelining and
negotiation. The completion time and network traffic were observed in TOSSIM,
but the battery or power consumption of sensor nodes was not duplicated. We
then calculated power consumption on the basis of the typical power consump-
tion of Mica2 Motes in Table 1 [1] [14]. When node i sends Sit packets and
receives Rit packets during t ms, the power consumption of node i Pi(t) is ex-
pressed as

Pi(t) = 20 · Sit + 8 · Rit + 1.25 · t. (1)

If there are k nodes in the network and the protocol needs T ms to reprogram
the whole network, the power consumption of entirety Ptotal is

Ptotal =
k∑
i=1

Pi(T ). (2)

Next, we will describe the simulation environment. We assumed each node had
a transmission radius of 50 feet, so that they could receive messages within a

Table 1. Typical power consumption of Mica2 Motes

Operations Power consumption (nAh)

Send one packet 20.000

Receive one packet 8.000

Idle listen for 1 ms 1.250
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Fig. 5. Comparison of three approaches in 10 x 10 network
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Fig. 6. Comparison of three approaches in 20 x 20 network

25-feet radius. Nodes were deployed in a reticular pattern of 10 x 10 or 20 x 20.
Each node had 40 feet of spacing. Program code in eighty packets was divided
into 10 segments and distributed.

4.2 Base Station Placement

We compared three approaches in two different-sized networks. Figure 5 plots
the simulation results in a 10 x 10 network. These graphs confirm all three
approaches could be used to shorten the completion time and reduce network
traffic and power consumption by increasing the number of base stations. The
packing approach had the shortest completion time, least number of packets,
and lowest power consumption, irrelevant of the number of base stations.

Figure 6 plots the simulation results in a 20 x 20 network. In the same way
as seen in Figure 5, all three approaches can improve reprogramming efficiency.
In addition, packing is again the most competent approach to placement.

4.3 Network Size and Number of Base Stations

Next, we evaluated the relation between the number of base stations in relation
to network size. We only used the packing approach and increased the number
of base stations from 5 to 25. Figure 7 compares the performance of an entire 10
x 10 and an entire 20 x 20 network. All results indicate that the characteristics
of completion time, number of packets, and power consumption monotonically
decrease as the number of base stations increases in a 20 x 20 network. However,
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(per node)

in a 10 x 10 network, increasing the number of base stations produced poor
results.

Figure 8 plots the performance per node in the two networks. The values in
Figure 7 were divided by the number of nodes in each network to create the values
in Figure 8. We can see that the 10 x 10 network’s reprogramming efficiency
clearly deteriorates when the number of base stations is increased. Thus, it is
conceivable that there are upper limits to the number of base stations in each
network that can help to efficiently improve reprogramming. If so, exceeding
the upper limit has an adverse effect on reprogramming. This adverse effect
has roots in the features of pipelining. Pipelining works well when there is a
large number of hops between base stations and farthest destination nodes. In
contrast, a small number of hops causes delay in code distribution. In the 10 x 10
network in Figure 7 or 8, when there are 5 base stations, each base station have
to send segments to the farthest four-hop nodes. Further each base stations only
has to send segments one-hop nodes when there are 25 base stations. Therefore,
increasing the number of base stations shortened the required number of hops
to reprogram the entire network and caused inefficient pipelining.

5 Summary and Future Work

We presented our packing approach, which can be used to reprogram large-scale
sensor networks efficiently by increasing the number of base stations and placing
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them in optimal order. The simulations revealed that the packing approach could
effectively shorten the completion time and reduce network traffic and power
consumption. In addition, we found that we had to determine the number of
base stations according to the size of the network.

In future work we intend to change the simulation topologies and evaluate
these in various environments, for instance, by scaling network size, placing
various barricades, or dealing with node irregularities. We then intend to search
for the numbers of base stations and placements that are best suited to the
targeted networks.
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Abstract. An on-demand bus system is now attracting attention as an

alternative transport system for traditional fixed-route bus in Japan. In

the on-demand bus system, buses transport customers door-to-door ac-

cording to users’ demands, a user can freely specify the position of bus

stop in its service area, and the desired time to get the buses. In this

paper, we propose a model of the on-demand bus system using electrical

vehicles and evaluate its feasibility by computer simulation. The charac-

teristics of the electric vehicles are not considered in the past researches

for on-demand bus problem. The improper charge timing decreases the

acceptable rate of demands, and the lack of battery charge may occur

while the vehicle is moving. In order to avoid such problems, we adopt

the genetic algorithm to optimize transport plans. Simulation results

showed that our transport model succeeded in the reduction of carbon-

dioxide emissions by 80% and the running cost by 60% compared with

traditional systems.

1 Introduction

Recently the closing of bus business has been a serious problem in Japan. This
problem is caused by the increasing of private automobile possessions and the
lack of depots and lines for fixed-route buses. On the other hand, the demand-bus
system [1,2] is now attracting attention as a new transport facility. In the on-
demand bus system, buses transport customers door-to-door according to users’
demand, a user can freely specify the position of bus stop in its service area,
and the desired time to get the buses. This study aims to build a new model
of transport system using electrical vehicles based on the demand-bus system in
an environmentally friendly way.

In order to introduce electrical vehicles to the demand-bus system, it is nec-
essary to construct a transport plan depending on the battery charging for elec-
trical vehicles. There is a past work [3] that solves a route optimization problem
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for the on-demand bus system by two algorithms, Node Insert Algorithm (NIA)
and Genetic Algorithm (GA). However, the work did not consider the transport
schedule for electrical vehicles. Therefore, we propose a scheduling method based
on NIA and GA for electrical vehicles. In our method, if a user sends a request
to the system, a demand for the user is assigned to a vehicle by NIA as an ini-
tial transport plan. Then, the GA is applied to the initial transport plan, i.e.,
crossover and mutation operations optimize the transport plan in consideration
of battery power and customer’s condition (e.g., time limit). We evaluated our
transport model by computer simulation, and the results show that our model
succeeded in the reduction of carbon-dioxide emissions by 80% and the running
cost by 60% compared with traditional systems.

The remainder of this paper is as follows: Section 2 summaries the model of the
on-demand bus system using electrical buses. Section 3 proposes an optimization
method for the on-demand bus system using electrical vehicles. Section 4 reports
our experimental results. Finally, Section 5 describes conclusions and future
works.

2 Model of On-Demand Bus System Using Electrical
Vehicles

The demand bus problem is a variant of Vehicle Routing Problem (VRP) [4,5].
This section shows the model of the on-demand bus system using electrical
vehicles on the basis of the VRP.

A demand Un of a user n is represented as Equation 1. The desired positions
where user gets on and off are rn and dn, and the desired time when user gets
on and off are rtn and dtn.

Un = (rn, dn, rtn, dtn) (1)

A set of electrical buses B is represented as Equation 2. An element b in Equation
2 is represented as Equation 3, where g is a coordinate of destination, a pair of
x and y is a present location, E is a remaining battery charge, and C is a riding
capacity. A service area is defined as a 2-dimensional space, and the bus can
move freely without receiving the restriction of a road network.

B = {b1, b2, · · · , bk} (2)
b = (gb, xb, yb, Eb, Cb) (3)

A set of filling stands for battery charges is represented as Equation 4. An
element s is represented as Equation 5, where a pair of x and y is a coordinate.
We assume that the battery of an electrical vehicle charges up to 50% of its
capacity in 30 minutes.

S = {s1, s2, · · · , sp} (4)
s = (xs, ys) (5)



658 K. Kawamura and N. Mukai

A transport plan R, which is represented as Equation 6, means a running route
of a bus and includes demands for l users (n=1,. . .,l). An element r is represented
as Equations 7, which indicates a user’s position (rr or rd) or a charge stand
position (rs). An element r is composed of four values, where a pair of x and y
is a coordinate, t is an estimated arrival time, and e is an estimated remaining
battery charge.

R = {r1, r2, · · · , rl} (6)
r = (xr, yr, tr, er) (7)

3 Optimization of Transport Schedule for Electrical
Vehicles

The genetic algorithm is a major method for VRP, and a gene type is a key issue
for the performance of the method. For example, Path Representation (PR) and
Genetic Vehicle Representation (GVR) which indicate a solution of VRP are
used in [6,7]. In this paper, we apply Path Representation (PR) to our problem.

3.1 Flow of Optimization Process

It is necessary to consider the battery charge timing for on-demand bus system
using electric vehicles. Therefore, we apply NIA and GA which are adopted in [3]
into our system. NIA schedules transport jobs serially, and the GA minimizes the
processing time of the transport jobs in consideration of the battery charging
timing. Figure 1 shows the flow of optimization process. The battery power
is checked at regular intervals. If the battery power is not enough, a charge
stand position is inserted in the transport route by NIA. Until the next battery
check, user’s getting on/off positions are inserted in the transport route by NIA.
Moreover, after scheduling by NIA, GA also applied to the transport route to
minimize traveling distance.

3.2 Node Insert Algorithm (NIA)

The detail of NIA for electrical vehicles is shown as below. There are two schedule
patterns by NIA: insertion of charge stand positions and user’s positions.

Insertion of Charge Stand Position. The nearest charge stand is selected
from the set of stands and inserted in the running route R by NIA, when the
battery power is less than a constant value. The inserted positions in R must
satisfy with two conditions. The first condition is the time limit of all assigned
users to the bus, and the second is the battery limit to process all user’s demands.

Insertion of User’s Position. When a new demand is generated, user’s getting
on position and off position (rr , rd) are assigned to a bus by the system. An
insertion position rd must exist from rr in the rear side. After the insertion of
user’s position, the route R is checked in the same way of the insertion of charge
stand.
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Insertion of User’s Position by NIA

The Running Route Optimization by GA

Insertion of Charge Stand by NIA

If a new demand is generated

True
False

True

False

If the battery power falls below the constant value

Fig. 1. Flow of Optimization Process

3.3 Genetic Algorithm (GA)

Here, we explain an optimization process by GA. A sequence of genes for GA
represents a set of transport routes, and the type of gene is either getting on/off
position rr/rd or stand position rs. Moreover, we describe a population at the
generation time T as P (T ) in evolution process. First, all patterns of the trans-
port routes by NIA are used as an initial population P (0). Second, two transport
routes are randomly selected from the initial population, and two genetic oper-
ations (mutation and crossover) are applied to the transport routes. However,
genes which are applied mutation and crossover operations may be lethal genes
(i.e., genes cannot be solutions of the problem) Here, we define lethal genes which
satisfy each of following three conditions.

1. The number of the same type of genes in the sequence is mismatched before
and after crossover operation.

2. The getting on position rn is in the rear of the getting off position dn in the
sequence.

3. If the sequence includes stand positions, the remaining battery runs out until
reaching the last position in the sequence.

If a lethal gene is generated after adapting two operations, the lethal genes are
restored to keep low convergence time of GA. A lethal gene caused by the two
operations must be repaired to keep convergence time low. A repair process of
the lethal genes is explained later. Finally, the routes obtained by the opera-
tions are ranked in descending order by a fitness function, and high rank routes
are selected and added to the next generation P (T + 1). These operations are
repeated continuously. If T exceeds the maximum generation, the optimization
process is finished. As a result, the best sequence of genes in the last generation
is selected as a transport route for a bus.

Fitness Function. Here, we define a fitness function for GA as Equation 8.
This function represents the weighted sum of the objective functions as Equation
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9 and Equation 10. In the equations, d̂ represents the total traveling distance by
the route, v is an average speed of buses, and En is the consumption of battery
amount for each unit distance. The first function represents the time required
to finish the transportation by the routes, and the second objective function
represents the ratio of the remaining battery at the terminal position in the
route.

f = w1 × f1 + w2 × f2 (8)

f1 =
d̂

v
(9)

f2 = 1 −
(

E − (d̂ × En)
Emax

)
(10)

Mutation. An example of mutation process is illustrated in Figure 2. First, two
genes are selected from transport route R at random, and the genes (rs1 and
rd1) in route R are mutually exchanged. As a result, a new sequence of genes R′

is generated based on the route R.

Crossover. An example of crossover process is illustrated in Figures 3. There
are two sequences of genes (R1 = rr1 −rs1 −rr2 −rd2 −rd1) and (R2 = rr1 −rr2 −
rs1 − rd1 − rd2). If the sequences include no stand positions, a crossover point is
selected from the sequence of genes at random. Otherwise, a crossover point is
selected to avoid lethal genes in following ways. First, the next stand positions
in R1 and R2 are selected (rr2 in R1, rd1 in R2). Then, the rightmost in the
positions (rd1 in R2) is selected as a crossover point. As a result, new sequences
of genes (R′

1 = rr1 − rs1 − rr2 − rd1 − rd2) and (R′
2 = rr1 − rr2 − rs1 − rd2 − rd1)

are generated in Figure 3.

Repair of Lethal Genes. Here, we show the details of repair process for lethal
genes in the above-mentioned three cases. Firstly, Figure 4(a) shows the restore
process in case 1. We found that gene rd2 is double in the lethal gene. Moreover,
the gene rr2 is lost by crossover operation in the lethal gene. Thus, the gene rr2 is
inserted into the lethal gene at random position. This operation is repeated until
the check process is completed. Secondly, Figure 4(b) shows the restore process
in case 2. The getting on position rr2 exists from the getting off position rd2 in
the rear side. Thus, gene rr2 is replaced with rd2 to keep consistently. Thirdly,

R R’

rd2rr1 rs1 rd1rr2 rr1 rr2 rd2rd1 rs1

Fig. 2. Mutation Operation

R R’

A

B

rr1 rs1 rr2 rd2 rd1

rr1 rr2 rs1 rd1 rd2

rr1 rs1 rr2 rd1 rd2

rr1 rr2 rs1 rd2 rd1

Fig. 3. Crossover Operation
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rr1 rs1 rd2rd2 rd1

Lethal Genes R’

rr1 rs1 rd2rr2 rd1

(a) Case 1

rr1 rs1 rr2rd2 rd1

Lethal Genes R’

rr1 rs1 rd2rr2 rd1

(b) Case 2

rr1 rr2 rd1 rd2

Lethal Genes R’

rs1 rr1 rs2 rd1 rd2 rr2

e[%] e[%]15 0 0 0 0 15 5 55 40 25

(c) Case 3

Fig. 4. Repair Process of Lethal Genes

Figure 4(c) shows the restore process in case 3. The stand position rs1 is moved
to fore positions in the sequence of the lethal gene to keep the remaining battery
e[%]. If another stands is more suitable (i.e., The way to the stand is shorter than
other ways), the gene rs1 is replaced with the gene of another stand position.

4 Experiments

4.1 Experimental Setting

Here, we evaluate the effects of our method for on-demand bus using electrical
vehicles by computer simulation. The assumption for our simulation is as follows.
The service area and time are based on On-Demand Bus for Nakamura-
Machi, Japan1. Time limit of user’s demand is randomly set to between 15 and
30 minutes, and electrical vehicles need 30 minutes for half charge of battery. We
report two experimental results; the first compares four optimization methods
(NIA, NIA+Mutation, NIA+Crossover, and NIA+Mutation+Crossover), and
the second compares three weight parameter patterns w1 : w2 (5 : 5, 7 : 3, and
3 : 7). The parameter setting is summarized in Table 1.

4.2 Experimental Results

Comparisons of Optimization Methods Figure 5 shows the comparisons of
four optimization methods (NIA, NIA+Mutation, NIA+Crossover, and NIA+
GA), and the two bars in the graph represent the acceptance rate and running

1 Demand-Bus for Nakamura-Machi, Japan is a real transport service, and its URL is

http://www.kochi-seinan.co.jp/machif.html
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Table 1. Experimental Setting

Parameter Value

Service Area 3 kilometers squared

Unit Time 6 minutes

Demand Probability 1 per 6 unit times

Vehicle Size k 2

Parameter Value

Vehicle Capacity C infinity

Stand Size p 3

Number of Gene 10

Max Generation T 15

Fig. 5. Comparisons of Optimization

Methods

Fig. 6. Comparisons of Weight Param-

eters

distance of electric vehicles. We found that the mutation and crossover opera-
tions improve the efficiency of the system, especially when the both are together
applied to the schedule.

Comparisons of Weight Parameters. Figure 6 shows the comparisons of
three weight patters (5 : 5, 3 : 7, and 7 : 3). We found that the weight param-
eter is able to adjust the balance between the running distance and acceptance
rate. Thus, we must decide the parameter so that the efficiency of the system
maximizes according to the demands.

5 Conclusions

In this paper, we focused on the on-demand system which is more flexible trans-
portation compared to traditional bus systems. It is necessary to consider trans-
port schedules depending on the battery charging so as to introduce electrical
vehicles to the system. Therefore, we proposed a scheduling method based on
GA in consideration of battery charge timing. As a result, the acceptance rate
is improved by 5 %, and it also decreases the running distance. Moreover, we
found that it is possible to improve the acceptance rate by always keeping con-
stant battery. The proposed system can reduce the emitter of carbon dioxide by
about 60%, the running cost by 80% compared to diesel buses. Consequently, we
can say that the proposed system can perform in environment-friendly way. As
future work, we intend to introduce a user exchange approach among vehicles
at the charge stands by sharing routes among vehicles in to decrease the riding
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time of users at the charge stands. If the situation occures, the customer’s time
required increases in vain. To resolve the problem, it is necessary to optimize
the charge timing by sharing the route with several vehicles.
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Abstract. In this paper, we propose a framework for content collec-

tion and connection enabled by public large screens and mobile phones.

Making people express their stories will encourage their active attitudes

toward information management. With the proposed framework, we aim

to overcome difficulties on managing flooding information. We applied

the framework on two practice oriented systems and held workshops us-

ing them.

1 Introduction

Nowadays, we people are living in rapidly increasing quantity of information
and feeling difficulties in managing them. A new way is required to manage this
flooding information in the coming intelligent society.

We consider that one good way to manage information is to publish new
information. To publish their own thoughts, people need to collect related in-
formation, think over them, create new relations among them, and add their
own opinions. A publishing process requires whole activities around information
management. Blogging is one example of such practices. It changed people’s
attitudes toward information on the Web. In this research, we aim to design
new relationship between people and information in the real world. To manage
everyday information, people need to express their stories and exchange them.
Moreover, a way to connect stories, not just to collect stories, is required since
people’s stories are not separately concluded.

In this paper, we propose a framework for content collection and connection
enabled by large screens and mobile phones. We develop two types of practice
oriented systems and organize workshops using them. This research does not
provide thorough solution to whole design of social interaction with information
in the real world; we show a pilot design of relationship between contents and
people. In the next section, we describe the background of this research and our
framework. Based on the framework, we show two practices in Sections 3 and 4.
In Section 5 we provide discussions and we conclude this paper in Section 6.
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Fig. 1. Proposed framework for content collection and connection

2 Large Screen-Enabled User-Contributed Systems

Storytelling or narrative approaches are getting widely accepted in several fields
such as psychology, folklore, education, and therapeutics. It is said that people
articulate and interpret their temporal experience by telling stories[7,8]. Story-
telling helps people to understand and manage their experiences. First, we aim
to make ordinary people tell their stories.

We consider that stories exist not separately but within relations among each
other. In hypertext systems like WWW, contents are connected to others. Con-
nected stories are weaved up to larger stories. Second, we aim to connect collected
stories.

We employ mobile phones as expressing tools. Recently, mobile phones are
usually equipped with cameras. People can take photos and videos and can send
them to their friends with their mobile phones. Moreover, some people upload
their photos to their blogs or photo sharing sites from their phones. Now, with
our mobile phones, we can exchange our experience everywhere in real time —
ideally. But most of mobile contents are separately concluded.

We propose a framework to connect and collect people’s stories. Figure 1 illus-
trates outline of the framework. A large screen enabled user contributed system
is installed in a public space where people can freely access. People publish their
stories using mobile phones. The system stores collected contents and connects
them. Connected stories are projected on the screen and people there can interact
with them. People’s stories form larger stories and return to people. People can
change presented connections by adding new contents. In the system, people’s
stories are iteratively weaved up.

We will find digital signages everywhere in near future[3,2]. They can be
shared places for content creation and connection. Peltonen and his group de-
veloped an interactive collaboration system using a multi-touch large screen and
mobile phones[6]. Their research is technically similar to this research, but we
aim at content connections rather than direct interactions among participants.

In this paper, we describe our two workshops which were designed based on
this framework. A term workshop here we mean a specially managed place for
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Fig. 2. Screenshots of the shower-style view

practice where people gather and act collaboratively. We regard a workshop
itself as a creativity support system[4]. Our final purpose is to redesign rela-
tion between people and contents in everyday lives — not in closed spaces like
workshops. But the field practices will provide clues to this purpose.

The first practice is the collective photo collage workshop[5]. We collected
photo-attached mobile messages and projected them on a screen in a public
space. Contents are automatically connected based on their text. The second
practice is the mobile video workshop[1]. We collected and presented mobile
videos which record interviews connected by question and answer game. In this
practice, contents themselves have connections to other contents. We describe
the first workshop in Section 3 and the second in Section 4 respectively.

Our purposes in this research are to draw people’s stories and to connect
them. It is fundamentally important for people to know that their own stories
affect whole stories — to know that one is a part of the world. Our practice is
designed to simplify and to emphasize this point.

3 Collective Photo Collage Workshop

The first workshop is a pilot practice for collecting and connecting mobile pic-
tures. We developed a system which stores photo-attached messages and auto-
matically connects them. In this section, we introduce this practice briefly.

The workshop was held at a new hall in the University of Tokyo in Japan,
which was built on March, 2008. In the workshop, we collected photo-attached
e-mails from people around/related to the hall. Collected contents are connected
based on shared words included in messages. Messages are morphologically ana-
lyzed and shared words are automatically extracted. The system stores contents
(photos and text messages) and these data (extracted words) to a database.

Collected contents were shown on two views on site (the slide show view
and the shower-style view) and on the Website. The shower-style view connects
messages based on shared words. Figure 2 shows screenshots of the shower-style
view. Collected contents fall down from the upper edge of the screen and are
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Fig. 3. Scenes from the collective photo collage workshop

piled up on the bottom edge (Figure 2(a)). After all entries are piled up, several
entries form a circle based on a randomly selected shared word (Figure 2(b)).
Minimum number of entries for each circle is four.

As shown in Figure 3, the slide show view and the shower view are projected
onto the screen. Passengers can see entries on the screen, and can post their own
entries on site with their mobile phone. The posted entries are soon displayed
on the slide show, and will be used for word-based circles.

We began to collect contents online from 22nd February 2008. The workshop
was held 21st through 28th March. Through the event, 351 entries are posted by
184 users. Since the detailed analysis is described in [5], here we introduce just
several findings. There were roughly two types of participants: participants who
posted multiple contents online, and participants who posted single contents for
each from the venue. While 88.6% of contents were connected to other contents,
participants on site tended to communicate with people/things there rather than
to interact with contents on the system. The aim that connected stories form
large stories was not fully achieved. A participant also claimed this point – “I
want to put my photo directly into a circle.”

4 Mobile Video Workshop

Contents were not directly connected in the first workshop; connections were
generated automatically. We devised the system to show direct connections.

4.1 Outline

We designed a workshop program called “Keitai Trail!” and practiced it in con-
junction with Ars Electronica festival 2008. Ars Electronica festival is one of the
most popular media art festival held annually in Linz, Austria. A word Keitai is
a mobile phone in Japanese.

In this workshop, we record people’s stories on mobile videos and connected
them directly based on a rule. Figure 4 illustrates the workshop scenario (and the
system architecture explained in the next subsection). This workshop is designed
to be held not only at a single place but also outside space around a main venue.

The main venue is a kind of base where facilitators present a progress and
participants’ expressions of the workshop. Facilitators go outside and ask people
there to join the workshop. If one accepts, facilitators shoot a video of her talk



668 K. Numa et al.

Fig. 4. Workshop scenario and system architecture

with a mobile phone. In the main venue, connected videos are shown on large
screens by an installed support system which we describe in the following section.

Participants’ talks are requested to follow the “talking format” shown in Fig-
ure 5. The format connects talks in a simple rule. The format consists of four
parts: (1) an answer to a question from a former participant, (2) a short free
talk, (3) a connecting phrase to the next part, and (4) a question to a next par-
ticipant. The question in the fourth part will be answered in a next participant’s
first part. This is like a question and answer game. A question from a former
participant is a cue to a free talk; a talk in the second part is a core of her story.
Participants can choose a question to answer, i.e., her former participant. With
this rule, a story is connected to other stories. Connected stories make large
stories. This format derives people’s stories and connects them. Figure 6 shows
example stories and their connections.

4.2 System

Figure 4 illustrates a usage scenario of the installed system which consists of two
phases.

In input phase, facilitators shoot a video of a participant telling story with a
tripod equipped mobile phone. Facilitators store video files and their connections
to a database. It is theoretically possible to post videos directly from mobile
phones. But in this case, we needed to develop an input interface for PCs due to
temporal technological limitations such as maximum size of uploading files and
covered service in roaming area of mobile phones we used.

In the output phase, we prepared two ways of viewing. At the main venue, two
types of interfaces are projected on large screens. Slide show view plays recently
posted two and randomly selected two videos at a same time. Timeline view
is designed to show whole connections of videos (Figure 7). In the view, nodes
represent videos and arcs represent connections. The x-axis direction stands for
time and the view can be scrolled in this direction. A participant can trace whole
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Fig. 5. Talking format we used in our practice

Fig. 6. Example stories and their connections

stories and can add her story. Participants who joined outside the venue have two
options to see their own videos. They can visit the venue of course. In addition,
we provide a Website which lists collected videos. They can browse stories at
home.

4.3 Result

We held the workshop during 4th to 9th September 2008 in Linz, Austria. Finally,
we collected 258 stories (videos): 218 in this workshop and 40 in the preliminary
workshop held in Japan. Scenes from the workshop are shown in Figure 8

These videos are divided into five clusters. The largest cluster includes 174
videos, and has 28 branches. The longest path in the cluster is 38 connections
(39 videos) in length. Most of stories are connected to this cluster or the second
largest cluster including 77 videos. The other three clusters were cut off from
the larger clusters by a few participants who ignored former contents. Most of
stories occupy parts of large stories.
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Fig. 7. Screenshot of timeline view

Fig. 8. Scenes from the mobile video workshop (the venue and outside)

5 Discussion

Through two workshops, we connected contents. In the first workshop, con-
nections were generated automatically. In the second workshop, we designed the
system to connect contents directly and manually. As a result, we obtained more
active commitment from participants in the latter workshop.

These two workshops do not differ so much technically. Contents are stored to
databases, the contents and their connections are output in XML data. Interfaces
read the data and present them in designed views. Interactions in the workshops,
however, were different. While a content and its relation could not be seen just
after it was posted in the former workshop, we showed direct connections of
contents in the latter workshop. One of the reasons for the difference of the
results was this difference of interaction design.

6 Conclusion

In this paper, we proposed a framework for content collection and connection
enabled by public large screens and mobile phones. We applied the framework
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on two practice oriented systems and held workshops using them. Through this
paper, we wanted to claim that expressing a single story is a small activity, but
it has a big meaning socially.
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Abstract. Multi-relational data mining (MRDM) is to enumerate fre-

quently appeared patterns in data, the patterns which are appeared not

only in a relational table but over a collection of tables. Although a

database usually consists of many relational tables, most of data min-

ing approaches treat patterns only on a table. An approach based on

ILP (inductive logic programming) is a promising approach and it treats

patterns on many tables. Pattern miners based on the ILP approach

produce expressive patterns and are wide-applicative but computation-

ally expensive because the miners search among large pattern space. We

have been proposing a mining algorithm called MAPIX[3]. MAPIX has

an advantage that it constructs patterns by combining atomic properties

extracted from sampled examples. By restricting patterns into combina-

tions of the atomic properties it gained efficiency compared with conven-

tional algorithms including WARMR[1,2]. In order to scale MAPIX to

treat large dataset on standard relational database systems, this paper

studies implementation issues.

1 Introduction

Relational pattern mining has been disscussed in the framework of multi-
relational data mining (MRDM) and it is suitable to use the technique of induc-
tive logic programming (ILP). Warmr[1,2] is a representative algorithm along
this context.

Warmr generates candidate patterns in a top-down way from simple to com-
plex in level-wise. It stops grow a pattern more complex once it finds the pattern
infrequent. It is similar to the principle used in Apriori[5]. In spite of the cut-
down procedure it has limitation, because of the exponentially growing space
of patterns with respect to the length of patterns and the number of relations.
Mapix acquired much efficiency at the sacrifice of the variety of patterns. It only
finds patterns as combination of attributes, which are dynamically constructed
as a set of first-order literals from given examples. It is bottom-up in the sense
that attributes are not given in advance but are constructed from given exam-
ples. It first constructs all attributes, called property items, which are appeared
� This reserach is partially supported by JSPS, Grant-in-Aid for Scientific Research

(C) (20500132).
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train

t1
t2
t3
t4
t5

has-car

t1 c1

t1 c2

t2 c3

t3 c4

t3 c5

t4 c6

t4 c7

t5 c8

triangle

c1

c2

c4

c7

circle

c2

c5

c6

c8

Fig. 1. The database Rtrain which has four tables including key table train

in examples. Then it applies an Apriori-like procedure for the property items. It
succeeded to prohibit duplication of patterns in the sense of logical equivalence.

In this paper we study on implementation of Mapix for relational database
management system (RDMS). Unsual setting of MRDM bases implemation on
Prolog system and data are assumed to be manimulated on main memory. In
order to apply MRDM methods for wider application areas, we try to implement
Mapix on RDMS using SQL manipulation.

2 Multi-relational Pattern Mining

Using a simple example we introduce multi-relational pattern mining and Mapix
algorithm for it. Consider a databalse Rtrain including four relational table as
shown in Fig. 1. A relation train(·) keeps trains and has-car(·, ·) shows cars to
which each train connects. Other two tables triangle(·) and circle(·) show at-
tributes of loads kept in cars. For multi-relational pattern mining we choose a
table (a key in Warmr’s term) in the database and try to find patterns which
are appeared in many objects, more objects than a prescribed threshold, in the
chosen table. Such patterns are called frequent patterns. For example we may
see a pattern that many train has at least two cars of which a car keeps a tri-
angle shaped load and the other keeps a circle shaped load. This pattern can be
described by the following relational formula.

train(A) ∧ has-car(A, B) ∧ has-car(A, C) ∧ triangle(B) ∧ circle(C).

A conventional successful algorithmWarmr finds frequent patterns in a top-down
way. That is, it generates and tests patterns from simple to complex. If a simple
pattern is found infrequent Warmr does not try the pattern grow longer. Mapix
has a different strategy for finding patterns. It restricts patterns into combination
of basic patterns, called property items. Property items can be seen as a natural
extension of attributes in first order logic and we see it in later paragraphs.Mapix
also restricts only property items appeared in sampled objects. By the restriction
Mapix does not have completeness, that is, it does not enumerate all frequent
patterns. Mapix gained much efficiency at the sacrifice of the restriction, although
the successor of Mapix has closed to complete enumaration[4].
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The reason of inefficiency of Warmr is not only by the top-down method. It
comes from duplication of patterns. Two differently appeared pattern may be
equivalent logically and it is difficult to cut down all equivalent patterns. Mapix
avoids all logical duplication in searching patterns[3,4].

2.1 Property Items

We assume readers familiar with terms of logic programming. Arguments of
predicates are given execution mode. Input mode is denoted by + and output
is denoted by −. We assume modes of the predicates in Rtrain as has-car(+, −),
triangle(+) and circle(+). We give output modes to all arguments of key predicate
in a technical reason.

In Mapix, predicates are classified into two types. Predicates which have
only input mode arguments are called check predicates. Predicates which in-
clude output mode arguments are called path predicates. has-car(+, −) is a path
predicate and triangle(+) and circle(+) are check predicates. We call a literal of
check (path) predicates a check (path) literal.

A path literal has a function like a mapping, a path literal derives a term as
an output from an input term. A check literal has a function like an attribute. It
takes some terms and describes a character, such as its shape. For example, for
a train t1, that is a literal train(t1) is recorded in the key table, let us imagine a
set of literals,

{has-car(t1, c1), triangle(c1)}.

The first literal has-car(t1, c1) has a function deriving a car c1 from t1 and then
the second literal describes an attribute for c1 as it is a triangle.

The set of literals can be seen an extended attribute. An extended attribute
has two parts. One consists of path literals and they derive from a term to a
term and the other part consists of a check literal and describes a fact referring
the derived terms. We call such an extended attribute a property item.

A property item is generalized by replacing terms by variables and represented
as follows.

train(A) ← has-car(A, B) ∧ triangle(B).

In this formulation, we used a clausal formula for a property item, where a key
literal is given as a head and path and check literals are combined by conjunction
in its body part. For detailed terminology and semantics of formulae are given
in [3].

2.2 Mapix Algorithm

An outline of Mapix algorithm is as follows.

1. It samples a set of examples (tuples) from a key table.
2. For each example it collects all relevant literals from database.
3. For the set of relevant literals of each example it extracts and generates all

property items.
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4. Extracted property items are gathered together and logically duplicated
property items are eliminated.

5. It measures frequencies of property items in databases and eliminates infre-
quent property items.

6. By using an analogous method to Apriori[5] it enumerates all frequent pat-
terns made by conjunction of property items.

Relevant literals of an example are literals in databases which has connection to
the example. That is it can be defined as follows.

– The example itself is an relevant literal.
– If every input mode argument of a literals in the database is appeared in an

output mode arguments of relevant literal, the literal is also relevant literal.

The relevant literals keep all information of the example. For example relevant
literals of the example train(t1) are,

train(t1), has-car(t1, c1), has-car(t1, c2), triangle(c1), circle(c2).

The idea of relevant literal is related to the idea of saturation clauses in ILP
literature[6,7].

3 An Implementation Combining Relational Database
Management Systems

Pattern mining algorithms based in ILP approach usually treat data on main
memory but not on database in storage system. Such algorithms usually assume
an environment of logic programming, such as Prolog system. The environment
has advantages that logical manipulations are easier and extracted logical pat-
terns can be combined with other knowledge-base immediately. However, usabil-
ity of such algorithms is limited because they require transformation of data into
logic programming environment and large scale data can not be manageable.

In this section we give an implementation of MAPIX algorithm combining
relational database management systems.

3.1 SqlMapix

We assume all data are kept in a database in DBMS. Our implementation uses
Prolog and ODBC (open database connectivity) interface in order to manipulate
database from a Prolog program. We also assume that the Prolog program keeps
database scheme and input/output-mode information of data tables. We also give
the Prolog program a name of key table and a frequency threshold. That is our
Mapix system, which we call SqlMapix, is summarised as follows.

Input in DBMS: A database.
Input of SqlMapix in Prolog: A frequency threshold, schemes of tables in

the database in DBMS, attribute types and input/output modes of the ta-
bles, and a name of key table.
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Output of SqlMapix: All frequent patterns appeared in DBMS the pattern
which are derived by combining property items.

Here we give a Mapix implementation using Prolog system with access to
database on DBMS. Considering that database in DBMS can be processed on
DBMS, we carefully divide manipulations of Mapix algorithm into ones in a
Prolog program and ones on DBMS. For dividing manipulation we assume that
a set of relevant literals of an example is enough small to manipulate on main
memory and assume that any relation table may be too large to bring on main
memory. Hence we strictly prohibit to take manipulations over whole data of a
table.

We have the following procedure by these consideration. Lines headed by
DBMS is manipulation on DBMS and ones headed by Prolog is manipulation
by a Prolog program.

DBMS. It samples examples (tuples) from a key table. The sampled exam-
ples are stored in a table on DBMS.

DBMS. It generates relevant literals of sampled examples by a SQL manip-
ulation. All relevant literals of examples are stored in a table.

Prolog. For each sampled example the set of relevant literals of the example
are transmitted to a Prolog process and transformed into atoms in logical
formula.

Prolog. It processes the relevant literals of an example in logical formulae
and generates property items.

Prolog. All property items are gathered and logical duplications are elimi-
nated.

Prolog. For each property item it generates SQL query to test if each ex-
ample satisfies the property items. The queries are issued for DBMS.

DBMS. A transaction table is generated. In the transaction table property
items that an example satisfies are recorded. It is similar to a market
basket database in which items bought by each custom are recorded.

DBMS. By processing using Apriori-like procedure, it generates all frequent
combination of property items in the transaction database.

That is, operations to sample examples, to generate relevant literals, to generate
a transaction database, and to process the Apriori-like procedure, are operated
on DBMS.

The following paragraphs explain the each step of DBMS operations.

Sampling Examples from Key Table. Sampling examples is operated on
DBMS and it can be done by a standard selection operation using random or-
dering.

Generating Relevant Literals. Relevant literals are generated by taking join
operations between the sampled key table and other relation tables. Columns of
the key table can be connected to +-mode columns of other tables if the columns
have the same type. If the connected table has −-mode column the column can be
connected to other table again. Join operation produces new values for columns
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Table 1. A procedure to generate relevant literals

generate relevant literals

input the set B of table names with their schemes, column types and modes;

the key table E in B with its scheme and column types;

output the table S of relevant literals;

Let S ⊆ E the table of sampled examples from key table E;

Open := the set of all columns of E; % all columns are −-mode.

While Open �= ø do
Choose a column c from Open;

For each table R in B and each +-mode column d of R do

If c and d are the same type then
S := S LEFT OUTER JOIN r ON S.c = R.d;

If some raws are joined from r then
Add all −-mode column of R to Open;

Open := Open − {c};

train has-car triangle circle
t1 t1 c1 c1 c2

t2 t1 c2 c3 · · ·
· · · t2 c3 · · · · · ·
· · · · · · · · · · · · · · ·

train has-car triangle circle

t1 t1 c1 c1 null

t2 t1 c2 null c2

· · · t2 c3 c3 null

· · · · · · · · · · · · · · ·

Fig. 2. An example of generating relevant literals by join operations. The original

tables (left) and the resulted tables (right).

introduced by the joined table when the connected columns have the same value.
Natural join operation X JOIN Y ON X.c = Y.d is an operation described:

X JOIN Y ON X.xi = Y.yj

= {(x1, . . . , xm, y1, . . . , yn)|(x1, . . . , xm) ∈ X, (y1, . . . , yn) ∈ Y and xi = yj}

It eliminates raws of X when it does not match with any raws of Y . For our
purpose we need remain raws which does not match with any raws of the other
table. We use LEFT OUTER JOIN for this purpose. It keeps all raws of X
even if it does not match with Y . When (x1, . . . , xm) ∈ X does not match with
any raws of Y , the operation keeps the raw with null values for columns for
unmatched columns, i.e. (x1, . . . , xm, null, . . . , null) in result.

X JOIN Y ON X.xi = Y.yj

= {(x1, . . . , xm, y1, . . . , yn)|(x1, . . . , xm) ∈ X ∧ (y1, . . . , yn) ∈ Y ∧ xi = yj}
∪ {(x1, . . . , xm, null, . . . , null)|(x1, . . . , xm) ∈ X ∧ ¬∃(y1, . . . , yn) ∈ Y.xi = yj}

When some raws get new values the operation continues for −-mode columns in-
troduced. This operation has to continue until no new −-columns. The procedure
is given in Table 1.
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Table 2. A procedure to generate transaction tables for property items

generate a transaction table

input the set P of property items;

output the transaction table T ;

Let T an empty table;

For each property item p ∈ P do
Generate query q to test whether every tuple of the key table E satisfies p;

Execute q and get table Tp = {e ∈ E|e matches withp};
Add a column keeping the ID number of p to Tp,

i.e. Tp := {(e, i)|e ∈ Tp and i is the ID of p};
Union Tp to T ;

train property item ID

t1 i10

t1 i12

t2 i10

t2 i11

· · · · · ·

Fig. 3. Transaction database that shows property items satisfied by each example

The SQL queries for the join operation is generated by a Prolog program.
In order to produces queries the Prolog program need keep the information of
schemes of tables, and types and modes of every columns of tables.

An example of generating relevant literals by the procedure is shown in Fig. 2
From the resulted table of relevant literals, lines for each examples are trans-

mitted to the prolog program. The lines are transformed into logical formulae.
Then property items are extracted from the relevant literals. We used the pro-
cedure given in [3] for this purpose.

Generating a Transaction Table. Transaction tables can be generated by
the procedure in Table 2.

Enumerating Frequent Patterns. From transaction database frequent pat-
terns combining property items are enumerated by Apriori-like method. Imple-
mentation on DBMS is investigated in [8].

SqlMapix has limitation in the predicate mode. In this version of imple-
mentation it does not allows path predictes with more than one input mode
arguments. There is another limitation which comes from DBMS specification.
A table for relevant literals can take a large number of columns and the num-
ber is restricted by DBMS. These limitation shuld be removed in future
work.
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Examples sampled runtime (sec.)

for extracting pr. items Mapix SqlMapix

100 715 156

1000 7,036 678

3369 23,766 2,792

Fig. 4. Average runtime of Mapixand SqlMapix.

4 Experiments

We examined SqlMapix system using a dataset on grammar structure of En-
glish sentences. The dataset includes information of 3369 English sentences from
Wall Street Journal. The dataset were prepared in [3]. Sentences are analysed
and a relation table has-a-part-of(+, −) and tables for POS tags. has-a-part-of
keeps substructures of sentences as has-car is.

Using this dataset we examined to generate a transaction database and mea-
sured runtime when 100, 1000 or 3369 examples are sampled for extracting prop-
erty items. Note that sampled examples are used for extraction of property items
but a transaction database is generated for all examples. Table 4 is the result of
the experiment. Every runtime is the average of 10 trials. The time were com-
pared with the original implementation of Mapix. SqlMapix processes faster
than the original Mapix.

5 Conclusions

We described an implementation of Multi-relational pattern mining algorithm
combining DBMS. A difficult point is to combine information across many tables
on database. We proposed a method to extract combined information using SQL
operations transmitted from a Prolog program. Multi-Relational data mining is
powerful but costly in general. The proposing method showed a direction that
Multi-relational mining method can be applied with large scale databases. The
implementation does not cover general form of dataset. Our future work include
to remove the limitation and also to implement the successor algorithm of Mapix
for more comprehensive data mining.
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Abstract. The process of creating photorealistic 3-dimensional com-

puter graphic (3DCG) images is divided into two stages, i.e., modeling

and rendering. Automatic rendering has gained popularity, and photo-

realistic rendering is generally used to render different types of images.

However, professional artists still model characters manually. Moreover,

not many progresses have been achieved with regard to 3-D shape data

acquisition techniques that can be applied to facial modeling; this is an

important problem hampering the progress of 3DCG. Generally, a laser

and a highly accurate camera are used to acquire 3-D shape data. How-

ever, this technique is time-consuming and expensive. Further, the eyes

may be damaged during measurements by this method. In order to solve

these problems, we have proposed a simple method for 3-D shape data

acquisition using a projector and a web camera. This method is econom-

ical, simple, and less time-consuming than conventional techniques. In

this paper, we describe the setup of the projector and web camera, shape

data acquisition process, image processing, and generation of a photore-

alistic image. We evaluate the error margin. We also verify the accuracy

of this method by comparing the photograph of a face with its rendered

image. After that, we pick up only labial and mouth part from obtained

facial modeling data and expand it into animation.

Keywords: Photorealistic 3DCG, Facial Modeling, Shape Recons-

tructing.

1 Introduction

Recent developments in 3-dimensional computer graphics (3DCG) have made
it possible to generate photorealistic images. Research is being conducted on
various 3DCG applications and generation of photorealistic images is one of the
main research topics. The generation of photorealistic images is divided into two
stages, namely, modeling and rendering. Modeling is a process which defines and
creates the data of facial shape and rendering is a process whereby the final im-
age is generated from the modeling data. The rendering is comparatively easy for

J.D. Velásquez et al. (Eds.): KES 2009, Part II, LNAI 5712, pp. 681–688, 2009.
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automatic creation and it can generate photorealistic images from complicated
form easily. However, modeling must be carried out manually by an artist, and
its efficient improvement is mall. Achieving highly precise geometric modeling is
an important challenge in 3DCG[1]. Conventional methods such as stereo imag-
ing and 3-D scanning are used for 3-D modeling. Stereo imaging makes use of a
stereo camera that can simulate binocular vision, and 3-D scanning involves the
use of a laser scanner and a CCD camera. In 3-D scanning, the vertical planes
of an object are measured using the laser scanner by the 2-D scanning method,
in which a method of measuring the object shape of carrying the cross section
is developed. However, conventional methods have some disadvantages. Stereo
imaging is difficult to use under varying light conditions because the shadow of
the object is misinterpreted by the turbulence light. In 3-D scanning, we can
acquire large high-density data by only one scan in short time; however, a large
amount of memory is required because it is necessary to scan the object in all
directions. In 3-D scanning, the object size in the passage direction is misinter-
preted when the speed and direction of objective change in the measurement
domain[6]. In this paper, we propose a new method that reproduces the shape
data of a human face on the computer in a short period of time. In comparison
with the laser scan method, the proposed method is economical, simple, and less
time-consuming[10,5].

2 Facial Modeling

It can be confirmed that the line is horizontal even if it is observed from anywhere
when the horizontal line projected to the plane. However, the line has been often
curved when this line is projected to complex ups and downs, and observed from
the upper part. The shape of a face can be acquired by comparing and analyzing
this difference with a web camera.

3 Stages in Facial Modeling

3.1 Environment

The basic devices required for facial scanning in this method are a projector and
a web camera. The projector and web camera must be set up in the position as
shown in Fig. 1. The projector and web camera should be set up based on the
lens.

Side Front

hc

hn
lc

Projector

Web camera

Base panel

Fig. 1. Projector and web camera set up
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3.2 Initialization of Base Line and Base Panel

Before facial scanning, we generated a line of 1 pixel (base line) that is standard
on the computer. The line is projected in three colors on the base panel (e.x.
white paper), i.e., red(R: 255), green(G: 255), and blue(B: 255), and compared
them on the basis of extraction accuracy. We find that red is not suitable for
extraction because it interferes with the color of the lips and skin. Green is also
inappropriate because it would mask the color of a blood vessel if it is prominent.
Finally, blue is used as the background for chroma key as it has the highest
extraction accuracy. The base line generated by the computer is projected on
the base panel. We also measure the distances between the projector’s lens and
the base panel (lc), the center of the projector lens and web camera (hc), and the
installation side and center of the projector lens (hn). Then, we obtain a static
image with the web camera and map the base line on the global coordinate
system to the camera coordinate system. The distortion of the camera lens must
be corrected.

3.3 Generation and Projection of Scan Line

We generate a scan line projected to the face with the projector based on infor-
mation of the base line set in the preceding section. The color of the scan line
is the same as that of the base line, i.e., blue. The direction of movement of the
scan line should be the same as that of the base line. Here, sequential scanning is
used in order to reduce processing complexity and mutual interference by mul-
tiple base lines. It is necessary for the web camera to take a picture after every
line is scanned. This operation is performed at very high speeds, which reduces
eye strain. The danger of the scan line passing over the eyes is not as great as
that posed by a laser beam; however, the examine must close his/her eyes when
a picture is being taken. Only the scan line is extracted from the image data
and all additional information is discarded(Fig. 2). The image by web camera is
converted RGB color space into HSV (Hue, Chrome, Brightness) color space. It
analyzes hue angle of all pixel and defines average angle as threshold Ht. Hue
angle Hij from each pixel is got from obtained graphics data. If Hij satisfied
360 − Ht < Hij and Hij < Ht (0 < Hij < 360), the pixel of Hij is True, while
Not is False in Fig. 3. Also True is white, and False is black. Furthermore, the
noise in the direction of the x-axis can be removed that deviated from the scan
line greatly using continuing on an image. Line thinning is performed in order
to increase the clarity of the extracted line. The thickness of the line is set to 1
pixel by deducing the average of the point of the topmost part and the lowermost
part of the line.

Fig. 2. Analysis of scan line



684 I. Torii et al.

H
=0

°

H=240°B=MAX

H
=120°

G
=M

A
X

R
=M

A
X

H  

360°−H

Color range
of scan line

FalseNoiseTrue

t (threshold)

t

Color range of others

Color range of others

noise

noise

Fig. 3. HSV color space from RGB

3.4 Computation of Coordinate Values

The scanned data must be sampled along the x-axis, and the amount of data
must be determined. Minute facial contours are considered as noise. According
to the sampling theorem[9], the x-axis should be divided into at least 5 intervals.
It calculates the coordinates on the basis of the analyzed image after sampling.
The values of lc, ln, and hc have already been measured. The scan line which
is projected from the projector, becomes a real image at point yi on the base
panel in Fig. 4. Point yi is also measured in section 3.2. However, when the
object is placed in front of the base panel, it becomes a real image at point P
of the object. It holds the same as the point observed by point y′ on the base
panel by the web camera. And, the straight line of a, b, and c is linear function,
therefore it is easy to estimate an intersection coordinates (xP , yP , zP ). We show
a schematic diagram of the coordinates calculation in Fig. 4.

lc

hc
a

b

c

Py'
yi

xi xp

yP
zP

y

x

z Projector

Web camera

Side view

Top view

Base panel

Fig. 4. Computation of coordinate values
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P =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

xP

yP

zP

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

− xi(yi − y′)
hc + yi − y′ + xi

− yi(yi − y′)
hc + yi − y′ + yi

lc(yi − y′)
hc + yi − y′

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(1)

3.5 Conversion of Modeling Data to Polygonal Data

The acquired facial data are converted to polygonal data by a general software
application. Representing objects in the form of polygons is a standard modeling
technique used in 3DCG as the object can be easily edited. Therefore, we adopt
the DXF-3DFACE[7] file format. The simple file structure of DXF simplifies the
process of mapping facial data to polygon coordinates. Furthermore, since many
software applications support DXF, it is possible to import DXF data from one
application to another.

4 Verification, Comparison, and Evaluation of the
Acquired Data

4.1 Error Estimation

We calculate the error values. We can see that the accuracy of zP depends
on lc. Therefore, in order to reduce the error in zP , the value of lc needs to
be controlled. We can also see that xP depends on xi, which means sampling
interval (The number of partitions in vertical direction) of x-axis. Further, yP
(accuracy of projector and web camera) depends on yi (capture angle).

In our method, equation has to satisfy yi − y′ > 0 and hc > 0. However, if
yi − y′ > 0 and hc > 0 are not large enough, then it will result in a large error
margin.

4.2 Verification of Acquired Data by Geometric Form

It is necessary to measure the dimensions of a known object and verify them
with the acquired data to measure the accuracy of the proposed method. In this
paper, we verify the accuracy of our proposed method by using a geometric form.
A geometric form is a solid model used for sketches etc., whose sizes are known.
The accuracy of acquisition data is evaluated by using two geometric forms. The
accuracy of this method is verified by comparing the actual dimensional values
of the solid model and the measurement data acquired by this method. The
actual dimensional values and the measurement data acquired by this method
are shown in Fig. 5 and Table 1.
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A

B

C

D
E

F

Fig. 5. Dimensions of the solid model

Table 1. Measurement data

A B C

Actual size 70 mm 105 mm 175 mm

Measured value 68 mm 103 mm 171 mm

Difference -2 mm -2 mm -4 mm

D E F

Actual size 185 mm 80 mm 100 mm

Measured value 182 mm 77 mm 98 mm

Difference -3 mm -3 mm -2 mm

4.3 Improved Accuracy of Reconstruction by Using Stereo
Matching

We have increased the number of cameras from one to two[2]. Our aim is improved
accuracy. We show in Fig. 6 and Fig. 7. We measure the length between the two
cameras (lh), and we get values of θ and lt using equation (2). This is the calibra-
tion. Using this method we can easily adjust the position, because our method of
calibration does not depend on the angle of the cameras. After that, We conduct
computation of value from camera A (Fig. 7(a)) and camera B (Fig. 7(b)). We
correct the image in camera B (Fig. 7(b)) from equation (3) and (4). (X, Y, Z) are
coordinates of a 3D point in the world coordinate space. (u, v) are coordinates of
point projection in pixels. (cx, cy) is a principal point (that is usually at the im-
age center). fx and fy are focal lengths expressed in pixel-related units. The joint
rotation-translation matrix [R|t] is called a matrix of extrinsic parameters. k1 and
k2 are radial distortion coefficients, p1 and p2 are tangential distortion coefficients.
r2 = x

z
2 + y

z
2[3]. We have shown the correct data as image in Fig. 7(c).

lt =
lc

cos(arctan lh
lc )

=
lh

sin(arctan lh
lc )

(2)
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x
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camera B

Top view

Base panel

lc

lt

z
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θ

Fig. 6. Two camera setup

(a) (b) (c) (d)

Fig. 7. Image processing to correct two camera

⎛⎝x
y
z

⎞⎠ = R

⎛⎝X
Y
Z

⎞⎠ + t (3)

⎛⎝u

v

⎞⎠ =

⎛⎜⎝fx[{x

z
(1 + k1r

2 + k2r
4)} +

2p1xy

z2 + p2{r2 + 2(
x

z
)2}] + cx

fy[{y

z
(1 + k1r

2 + k2r
4)} + p1{r2 + 2(

y

z
)2} +

2p2xy

z2 ] + cy

⎞⎟⎠ (4)

Then, we synthesize the image in camera A to correct the image (the image in
camera B) based on the point of maximum y-scale (that point being the top of
nose) to get a more accurate image in Fig. 7(d). We have a satisfactory result
as accuracy with two cameras has improved ± 0.5 mm, as compared with one
camera. It is higher accuracy than reference [2].

5 Conclusions

In this paper, an economical, simple, and less-time consuming method for gen-
eration of photorealistic images is proposed. The image processing method and
calculations for this study are described. Furthermore, muscle animation[4] can
also be applied if muscular motions of the face are compiled into a database[8].
The simplicity of our method of facial modeling will be applied to the entrance
checking information, the interface of the robot and the medical support appa-
ratus etc[11].
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Abstract. In a Web study, using user-ID and password to specify learner is 
common. However, because of disguise problems etc., it is difficult to specify 
whether the learner on the terminal side is a person in question. Therefore, it is 
necessary to specify the learner by some other methods. In such methods, there 
are facial recognition, writer recognition, and other physical recognition meth-
ods such as fingerprint, iris, etc. The writer recognition is used for the handwrit-
ing analysis well as a concise procedure. In this research, the writer recognition 
was studied under the characters limited to hiragana. And the similarity differ-
ences by character types were examined. Moreover, the differences between 
similarity values obtained from own dictionary and others' dictionaries were ex-
amined. As a result, introducing the stability of the character as one of the iden-
tification conditions was found to be necessary. And suitable characters for the 
writer recognition were obtained. From these results, a new writer recognition 
method was proposed. 

1   Introduction 

Japanese is expressed by various characters, i.e. Chinese character, hiragana, kata-
kana, alphabet, etc. Hiragana is a set of characters which can be written from adults to 
children and is highly used character set in usual occasions. But, it might be under-
stood that the person with frequently use of Chinese character is an educated person.  
However, there is movement to avoid the use of difficult Chinese characters so as not 
to cause the misunderstanding that comes from the misuse or miswrite of the Chinese 
character, and to use hiragana as much as possible.  

In Table 1, the appearance frequencies of three kinds of character sets in three 
kinds of books are shown. The appearance of hiragana is more than 60% and the 
writing frequency of hiragana is much higher in daily life. 

We have been studying the writer recognition for a long time[1-9]. In those studies, 
the Chinese character and the hiragana have been both examined.  And the Chinese 
character showed that the recognition ratio was higher because the Chinese characters 
have more strokes than the hiragana.  Moreover, it was confirmed that there are the 
hiragana characters not written stably because of the composition of the character, i.e. 
too simple to write.  

However, in the previous study[9], the feature of the hiragana about the writer rec-
ognition was studied more precisely, and the possibility to use the hiragana for the 
writer recognition was shown.  



690 Y. Adachi, M. Ozaki, and Y. Iwahori 

 

Table 1. Appearance frequency of type of character set in Japanese books 

 Chinese Hiragana Katakana Total 
Suspense 

novel 
563 

(28.8%) 
1349 
(69.1%) 

41 
(2.1%) 

953 

Textbook of 
mathematics 

377 
(32.1%) 

759 
(64.7%) 

38 
(3.2%) 

1174 

Science 
book 

358 
(34.1%) 

665 
(63.4%) 

26 
(0.6%) 

1049 

Total 
1298 
(31.1%) 

2773 
(66.4%) 

105 
(2.5%) 

4176 

 
In this study, to extend the results of the previous study[9], the writer recognition 

ratio was studied and a new writer recognition method was proposed.  

2   Results Obtained in Previous Study 

The special sheet was de-
signed to collect hiragana 
characters. The size of the 
frame to write in it was set 
to be 18mm square. Ten 
subjects (around 21-years-
old) filled out one sheet a 
day, and they filled ten 
sheets. Figure 1 shows the 
example of the filled sheet.   

After the sheet image 
was input to a computer 
through a scanner (280dpi), 
each character was cut out 
one by one based on the 
each frame automatically.  
Therefore, the number of 
character samples became 

4600 (10 subjects x 46 types 

x 10 times) in total.   
The writer's feature was 

extracted by using the new 
local arc method. The chord 
length was adopted 13 dots 

which gave the highest accuracy in the last study [8]. The angle of the chord had been 
changed from 0° to 180° at every 15°.  A curvature of the stroke of the character was 

obtained within the range from -5 to 5, and an appearance frequency of curvature was 

Fig. 1. Example of filled sheet written by a subject
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obtained as a feature vector of the character in 12x11 dimensions (12 angles x 11 
curvatures).   

The dictionary of each subject and each type of character was made as follows.  
First of all, the feature vectors of each type of character in 5 sheets were resolved to 
the eigenvalues and the eigenvectors by the principal component analysis.  The eigen-
vectors were added so that the accumulation contribution rate of the eigenvalues 
might become 90% or more.  The weighted average of the feature vectors of 5 charac-
ters was calculated from the elements of the added eigenvector.  In this study, the 
accumulation contribution rate of 90% or more was achieved by two eigenvalues.  
The similarity value was calculated by the commonly used cosine value with the dic-
tionary, i.e. inner product.  The mean value of 5 similarity values was assumed to be a 
similarity value of the character, and it was obtained for each type of character and 
each subject. Moreover, similarity values were also obtained from other’s dictionary, 
and the mean values obtained from own dictionary and other’s dictionaries were 
compared each other. It was examined whether there was a difference in the average 
similarity values by t-test. 

In Figure 2, the characters are arranged in the order of similarity values, and also 
in Figure 3, the characters are arranged in the order of t-values. The orders are com-
pletely different. 

In the previous study[9], large t-value characters were recommended as appropriate  

characters for identification, i.e. characters “そよくわまやなねめを” were recommended.  
 

Fig. 2. Similarity values vs. character type 
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3   Experimental Results 

First of all, the relation be-
tween the average similarity 
value of the each type of 
characters and writer recog-
nition ratio was examined. 
Figure 4 shows the relation 
between the average similar-
ity value and the recognition 
ratio of each subject. And 
Figure 5 shows that of each 
type of character. In Figure 
4, the correlation coefficient 
is r=0.721 and it shows that 
the recognition ratio is fairly 
related to the similarity  
 

Fig. 4. Relation between similarity value vs. recogni-
tion ratio of each subject 

r=0.721 

Fig. 3. t-values vs. character type 
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value. It is thought to come from the 
stability of writing characters.  

On the other hand, Figure 5 
shows that the recognition ratio of 
large similarity value character is 
not necessarily large, i.e. r=0.360. 
In a word, it is indicated that large 
similarity value characters are not 
necessarily appropriate for the 
writer recognition. However, the 
similarity value shows the stability 
of the character, and should choose 
characters those similarity values 
are as large as possible. 

Next, the relation between t-
value and recognition ratio of each 
character is shown in Figure 6. This 

figure shows fairly strong relation between t-value and recognition ratio, i.e. r=0.745. 
In a word, large t-value characters can be chosen as appropriate characters for the 
writer recognition. Therefore, in this study, large t-value characters those similarity 
values are larger than the average similarity value are selected as appropriate charac-
ters for the writer recognition. 

Therefore, the characters  “そよわまやなねめ ” are recommended from  

Figures 2 and 3. However, those recognition ratios are not so large as listed in  
Table 2.  

Therefore, in this study, we proposed a new evaluation function expressed by the 
following equation consisted of 4 similarity values. 

 

                                
( ) ( )( )( )

1

4
1 2 3 41 1 1 1 1η η η η η⎡ ⎤= − − − − −⎣ ⎦                         (1) 

 

where η  is the evaluation value, and iη  (i=1,2,3,4) is one of the similarity values of 

four types of characters, i.e. “そよわま”, respectively. 

As a result, the recognition ratio became 100%.  

Table 2. Recognition ratio of large t-value characters 

Type of
character

Recognition
ratio

Type of
character

Recognition
ratio

0.82 0.74
0.58 0.58
0.7 0.84
0.7 0.72  

 

 

Fig. 5. Relation between similarity value vs. 
recognition ratio of each character 
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To show the importance of t-value, 
the recognition ratios are calculated 
from the similar evaluation function as 

Eq.(1) with “しこいり ”, and are 

listed in Table 3. The results indicate 
the importance of t-value. 

4   Proposed Writer  
     Recognition Process 

In this study, we found the suitable 
characters and the evaluation function 
for the writer recognition. Then, we 
propose a new writer recognition proc-
ess shown in Figure 7. 

Table 3. Comparison of recognition ratio obtained from large t-value characters and small t-
value characters with Eq.(1) 

 Large t-value 
characters 

Small t-value 
characters 

Recognition  
ratio 

100% 54% 

5   Conclusion 

From the above-mentioned results, we obtained the followings:  
(1) The characters which have large similarity values are not necessarily suitable for 

the writer recognition.  
(2) Even though the similarity values are small, there are characters which express 

writer’s features well and have large t-values. 

(3) We recommended characters “そよわま” for the writer recognition together with 

the evaluation function : 
 

( )( )( )( )
1

4
1 2 3 41 1 1 1 1η η η η η⎡ ⎤= − − − − −⎣ ⎦  

 

In the present study, number of subject was only 10, and then the results might not 
be quite accurate. In the future, it will be necessary to increase the number of writ-
ers, and to examine the influence of the type of character on the writer recognition 
further.  

 

Fig. 6. Relation between t-value vs. recogni-
tion ratio of each character 
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Preprocess

Create dictionaries for each 
subject and each type of 
character

5 characters for each type of character
       (46 types of character)

Recognition process

Characters input twice Large t-value 10 characters, i.e.  “
”

Calculate similarity values If the difference between two similarity
Values of same type of character is large, 
characters are asked to rewrite again.

Total similarity is calculated from 
the evaluation function, Eq.(1)
with “ ” characters

The writer recognition result 
is compared with User-ID 
and password

If they agree, system recognizes the
person in question.

 

Fig. 7. Flow of identification process 
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Abstract. We propose here an artificial vision model for the speed flexibility 
motion detection which uses analog electronic circuits and design the analog 
VLSI layout. In the previous model, the range of speed is quite narrow. How-
ever, we use the variable resistant parts inside the circuits. This model has speed 
flexibility property, and it is comprised of four layers. The model was shown to 
be capable of detecting a movement object. The number of elements in the 
model is reduced in its realization using the integrated devices. Therefore, the 
proposed model is robust with respect to fault tolerance. Moreover, the connec-
tion of this model is between adjacent elements, making hardware implementa-
tion easy. 

Keywords: Neural Network, Motion Detection, Analog Circuits, Biomedical 
Vision System. 

1   Introduction 

A neuro chip and an artificial retina chip are developed to comprise the neural net-
work model and simulate the biomedical vision system. At present, a basic image 
processing, such as edge detection and reverse display of an image has been devel-
oped [1][2]. The retina consists of the inside retina and outside retina. The inside 
retina sends the nerve impulses to the brain, whereas the outside retina receives opti-
cal input from the visual cell. As a result, the outside retina emphasizes spatial 
changes in optical strength. Recently, the network among the amacrine cell, the bipo-
lar cell and the ganglion cell has been clarified theoretically, which has led to active 
research concerning the neuro-device, which models the structure and function of the 
retina. Easy image processing, reversing, edge detection, and feature detection, have 
been achieved by technologies such as the neuro chip and the analog VLSI circuit.  
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Fig. 1. Example of Advanced Image Processing 

Some motion detection models are proposed in the recent researches. Figure 1 shows 
the example of advanced image processing. It is direction sensitive motion detection 
behavior. When the object moves from left to right slowly the model outputs a small 
“right” signal, and when the object moves from right to left quickly the model outputs 
a big “left” signal. 

2   Advanced Image Processing 

Lu et al. describes the application of an analog VLSI vision sensor to active bin-
ocular tracking. The sensor outputs are used to control the vergence angles of the 
two cameras and the tilt angle of the head so that the center pixels of the sensor 
arrays image the same point in the environment[3]. Another model presents the 
implementation of a visual motion detection algorithm on an analog network. The 
algorithm in the model is based on Markov random field (MRF) modeling. Robust 
motion detection is achieved by using a spatiotemporal neighborhood for model-
ing pixel interactions. Not only are the moving edges detected, but also the inner 
part of moving regions [4]. The other model is an analog MOS circuit inspired by 
an inner retina. The analog circuit produces signals of motion of edges which are 
output in an outer retinal neural network. Edge signals are formed into half-wave 
rectified impulses in two types of amacrine cells, and fed back to the wide field 
amacrine cell in order to modulate width of impulses [5]. However, these models 
can detect the movement direction only or speed only. In the present study, we 
propose a motion detection model in which the speed is detected by differentia-
tion circuits.  

3   One Dimensional Motion Detection Model 

We first developed a one-dimensional model, the structure of which is shown in Fig. 
2. The surface layer is composed of the connections of capacitors. In the inner layer, 
the movement direction is detected by difference circuits. When the object moves 
from left to right, a positive output signal is generated, and when the object moves 
from right to left, a negative output signal is generated. We show this model is able to 
detect the speed and direction of a movement object by the simple circuits. Despite 
the large object size, this model can detect the motion. 
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Fig. 2. One-Dimensional Four-Layered Direction Model for Selective Motion Detection 

3.1   First Layer Differentiation Circuits (First Layer) 

The current is given by equation (1), where the input voltage is denoted by Vn and the 
capacitance is denoted by C1. The current into a capacitor is the derivative with re-
spect to time of the voltage across the capacitor, multiplied by the capacitance. 

dt

dV
CI

n

1=  (1)

dt

dV
RCIRV

n
n

1111 ==  (2)

The output voltage V1
n is given by equation (2). Equation (2) is multiplied by the 

resistance R1, calculating the voltage potential. Buffer circuits are realized by opera-
tional amplifiers between the first layer and the second layer. In the first layer, there 
are also the CdS Photoconductive Cells. Using CdS cells, this model is not affected 
by object luminance. When the object is high luminance, the resistances of CdS cells 
are low. Some currents flows to ground through the CdS. Therefore, despite the high 
luminance, the input Voltage V1

n is not affected. 
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3.2   Second Layer Differentiation Circuits (Second Layer) 

The second layer is also composed of differentiation circuits; however, the CR coeffi-
cient is small compared that of the first layer differentiation circuits. The output of 
first layer, V1

n, is differentiated again, and the output of the second layer is assumed to 
be V2

n, calculating the voltage potential. 

dt

dV
CI

n
1

2=  (3)

dt

dV
RCIRV

n
n 1

2222 ==  (4)

3.3   Difference Circuits (Third Layer) 

The third layer consists of difference circuits realized by MOSFET. The bottom Ib is a 
current source. The manner in which Ib is divided between Q1 and Q2 is a sensitive 
function of the difference between V2

n+1 and V2
n, and is the essence of the operation of 

the stage. We assume the MOSFET device is in the sub-threshold region and the I-V 
characteristics follows the exponential characteristics, then the drain current ID in the 
sub-threshold region is exponential in the gate voltage Vg and source voltage Vs. V is 
electric potential of current source Ib. I0 and κ are coefficients. 

The circuit consists of a differential pair and a single current mirror, like the one 
shown in Figure 2, which is used to subtract the drain currents I1 and I2. The current I1 
drawn out of Q3 is reflected as an equal current out of Q4; the output current Iout is 
thus equal to I1- I2, and is therefore given by Equation (5). 
The output voltage of this circuit is as follows. 
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3.4   Gilbert Multiple Circuits (Fourth Layer) 

The fourth layer is comprised of Gilbert multiple circuits. We assume the MOSFET 
device is in the sub-threshold region, the I-V characteristics follows the exponential 
characteristics, then the drain current ID in the sub-threshold region is exponential in 
the gate voltage Vg and source voltage Vs. The results for the two drain currents of the 
differential pair were derived. In Figure 2, V1 and V2 are connected to ground  
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respectively. In this circuit, the voltage V1 and V2 are 0. The fourth layer produces the 
third layer output V3

n and the input signal Vn+1. This circuit detects the pure output of 
movement. Ib is the current source, and κ is a coefficient [1]. 

2
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I4
n is the output current of the fourth layer, R4 is the earth resistance, and V4

n is the 
final output. I4

n corresponds to Iout. Using multiple circuits, this model can detect the 
pure output of movement. We set the parameter of circuits as follows. In the first 
layer, C1=0.1μF, R1=1kΩ. We used the μA741 as a buffer circuits. In the second layer, 
C2=0.1μF, R2=100kΩ. At the difference circuits, we used the VP1310 and VN1310 as 
MOSFET [6]. The connection of this model is between adjacent elements, making 
hardware implementation easy. We measured the shape of the output waves produced 
by the input movement signal using an electronic circuit simulator (SPICE).  
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Output of the fourth layer(after multiple circuit processing) 

Figure 3 shows the final output of the forth layer when the object moves from left to 
right, which indicates that this circuit detects the pure output of the movement. We 
have other experiments. When the object moves at half speed, this model outputs a 
lower signal. When the object moves from right to left, this model outputs a negative 
signal. This model can detect the speed and direction of a movement object in one 
dimension [7][8]. 

3.5   Improvement in Motion Detection Model 

This model has some problems. One is the detecting range of speed is limited. When 
the moving object speed is about 10 segments per seconds, this model can detect the 
movement. That is, this model was designed as the speed flexibility system. In the 
biomedical devices, used for vision and brain, the flexibility system is working. We 
used coupled LED and CdS photo-resisters for speed flexibility model. We show this 
parts in Figure 4. When the input voltage is low, the luminance of LED is low.  
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Fig. 4. LED-CdS photo-resister 

 

 

previous model[7][8]                                       proposed model 

Fig. 5. Diagram of each layer and each terminal  

However, when the input voltage is high, the luminance of LED is high. On the other 
hand, we describe CdS photo- when the luminance is high, the resistance of CdS is 
low. 

By combination of LED-CdS photo-resisters, when the input voltage is low, the re-
sistance of “LED-CdS photo-resisters” is high. However, when the input voltage is 
high, the resistance of “LED-CdS photo-resisters” is low.We connected this LED-
CdS photo-resister to output layer and first layer. In case the object is stopping or 
moving very slowly, the resistance of photo-resisters becames maximum and CR 
coefficient of first layer becomes very large. This previous model can detect the slow 
movement only. 

On the other hand, object moving quickly, the final output becomes large value. 
Thus, photo resisters value becomes low. In this situation, CR coefficient value is 
small and capacitor is charged quickly. After passing moving object, final output 
becomes small value and CR coefficient value becomes large. It is keeping the output 
value of the first layer. When the object moves very quickly, object is missed in the 
previous model. Because it cannot keep the output value of the first layer until appear-
ing signal from the neighbor first layer. However, in the proposed model, object will 
not be missed in case of the quick movement. 

Figure 5 shows the input and output signal of each layer. The output of the first 
layer indicates that input signal is differentiated by a large CR coefficient. The output 
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of the second layer shows that the first layer output signal is differentiated by a small 
CR coefficient. Vn+1 indicates the neighbor terminal of Vn. Therefore, the input signal 
of Vn+1 is delayed compared to Vn. The difference between the second layer output 
Vn+1 and Vn is calculated. The third layer output shows the peak positive signal. Fi-
nally, the fourth layer produces the third layer output V3

n and the input signal Vn+1. 
This circuit detects the pure output of movement. The proposed model can detect the 
high level output compare with the previous model shown in Figure 5. However, we 
proposed only one-dimensional model. The two-dimensional model using LED-CdS 
photo-resisters is future work. 
This behavior is also realized using double integrated A/D translate circuit. However, 
the circuit structure of the proposed model is very simple and easy to make hardware. 

Moreover, in the future, RRAM (Resistance RAM), SMRE (Semiconductor Mag-
netoresistive Elements) or memristor (memory resistor) parts will be developed. 
These parts are very small in size and simple structure compared to the LED-CdS 
photo-resister.  

3.6   Designs for Circuit Board 

Next, we designed the circuit board using CAD system developed by MITS Corpora-
tion. This data is for making the circuit board using manufacturing system. In this 
paper, we show that it is realized that this model is by the real circuit, not by  
simulation. 

3.7   Layout for Motion Detection Circuits 

The proposed model is processed by the analog electronic circuits. We designed the 
simulated circuit to the chip layout using Orcad Layout Tool. We show that it is pos-
sible to realize the hardware implementation on the integrated circuits. In the bio-
medical brain, information is also processed in an analog manner. In the future, 
movement information will be collected into an analog electronic brain model. This 
would allow the hardware system of the biomedical brain model to be realized. The 
proposed moving detection model has possible application as a sensor and can com-
posed part of the receptor. The proposed model will enable the clarification of the 
mechanism of the biomedical brain. 

4   Conclusion 

We designed the motion detection analogue electric circuit using a biomedical vision 
system. We first designed the one-dimensional model and experimented. Using the 
one-dimension model, the movement information was detected. The input terminal 
and the output terminal were arranged in an alternating manner. As a result, a simple 
circuit and an equivalent output result were obtained. The realization of an integration 
device will enable the number of elements to be reduced. The proposed model is ro-
bust with respect to fault tolerance, in case the extra output has been generated, if the 
scale of the model is enhanced comprehensively, this will not present a significant 
problem. Moreover, the connection of this model is between adjacent elements,  
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making hardware implementation easy. Finally, we designed the layout of analog 
VLSI model. We show that its model is possible to realize the hardware implementa-
tion[7]. 
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Abstract. This paper describes a new approach for self-calibration and color
image rendering using radial basis function (RBF) neural network. Most empiri-
cal approaches make use of a calibration object. Here, we require no calibration
object to both shape recovery and color image rendering. The neural network
training data are obtained through the rotations of a target object. The approach
can generate realistic virtual images without any calibration object which has the
same reflectance properties as the target object. The proposed approach uses a
neural network to obtain both surface orientation and albedo, and applies another
neural network to generate virtual images for any viewpoint and any direction of
light source. Experiments with real data are demonstrated.

Keywords: Neural Network Based Rendering, Photometric Stereo, Self-
Calibration, Albedo, Shape Recovery.

1 Introduction

Model based rendering purposes generating realistic images from the 3-D modeling of
the real object. In general, 3-D modeling deals with both photometric and geometric
properties such as shape, viewpoint, lighting, and albedo. Rendering is originally based
on the technology of 3-D computer graphics and it has been used in graphics architec-
ture, video games and recently in the area of computer vision and mixed reality.
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In the previous approaches for shape recovery, Woodham [1] proposed a method to
recover the surface orientation from shading images using photometric stereo. Further,
an empirical approach to photometric stereo was proposed in [2]. Empirical photometric
stereo uses a calibration sphere with the same reflectance properties as the target object.

Iwahori et al. [3] developed neural network implementations of photometric stereo.
Neural network based photometric stereo learns the surface reflectance property by
learning the mapping of triples of image irradiance to the corresponding surface ori-
entation, with surface reflectance factor [4], using a calibration sphere.

The approach [5] uses the reflectance factor and surface normal vector for the color
image rendering using a calibration sphere. The 3D shape model and color reflectance
factor are obtained by neural network, then the approach is applied for neural network
based image rendering to generate virtual images for arbitrary viewpoint and direction
of light source.

In this paper, we propose a new approach to improve neural network based render-
ing without any calibration sphere. Instead, the rotation of the target object itself gen-
erates the learning data for neural network via self-calibration. Using the dichromatic
reflection model, the image irradiances of specular reflection and diffuse reflection are
separated from the observed data. Four images of target object under different four light
sources are used to recover the shape and to generate virtual images, including recover-
ing color reflectance factor.

2 Background

2.1 Principle of Photometric Stereo

In [4], neural network based photometric stereo is used to determine both surface ori-
entation and surface albedo. In four light source neural network based empirical pho-
tometric stereo using a calibration sphere which has the same reflectance properties as
the target object, the following constraint equation holds.⎧⎪⎪⎨⎪⎪⎩

E1(x, y) = R1(n, ρ)
E2(x, y) = R2(n, ρ)
E3(x, y) = R3(n, ρ)
E4(x, y) = R4(n, ρ)

(1)

where (R1, R2, R3, R4) is the reflectance map, n is the surface normal vector and ρ rep-
resents the reflectance factor (albedo). In the previous approaches [4], neural network
learns the mapping of (E1, E2, E3, E4) to (n, ρ) for a calibration object.

2.2 Dichromatic Reflection Model

The Dichromatic Reflection Model describes that image irradiance E consists of two
components, one is a diffuse component Rd and the other is a specular component
Rm. The parameters d (diffuse component) and m (specular component) represent the
mixing ratios of the dichromatic reflection model. The mixing ratio depends on the
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surface normal vector n, the light source direction s and the viewing direction v at
each point on the object. Ew represents the intensity of light source.

E = dEwρ + mEw = Rdρ + Rm (2)

3 Self-calibration and Neural Network Learning

3.1 Self-calibration with Rotation

The self-calibration is to obtain the training data for a neural network from the target
object itself. The target object is rotated from 0 to 359 degree. The object images are
obtained under each of four light sources. At the rotation angle 0 degree, feature points
on the occluding boundaries are extracted. These feature points are tracked during the
rotation and the data obtained are used for neural network training.

Gaussian sphere is defined as a virtual sphere with its radius R = 1. Each point on
the Gaussian sphere is projected onto the tangent space defined (f, g) space with the
stereographic projection. Although (p, q) = ( δZδX , δZδY ) becomes infinity on the occlud-
ing boundaries, (f, g) values takes within a circle of radius 2 for all points [6].

During rotation, the feature points on the occluding boundaries are selected and
tracked with every 1 degree. Suppose a feature point on the occluding boundaries, track-
ing points from this point during rotation is located inside the circle of radius 2 in (f, g)
plane. The radius of the circle, r, represents the horizontal distance at each point from
the boundary to the rotation axis, where r = Rcosθ = cosθ.

For the feature point a(xa, ya), two pixels lower point b(xb, yb) and two pixels upper
point c(xc, yc) of the point a(xa, ya) are used and surface orientation (f, g) of each
feature point is obtained by the geometrical approximation of small triangle on the
occluding boundaries.

Using (f, g) representation, the current feature point is determined from the current
rotation angle α, R and r as

(f, g) = (
2Rrcosα

R + rsinα
, ±

√
(f2 + 4R2)(R2 − r2)√

(R + rsinα)2 + (rcosα)2
) (3)

The corrspongind gradient parameters (p, q) is given by

p =
4f

4 − f2 − g2 , q =
4g

4 − f2 − g2 (4)

for points where (4 − f2 − g2) �= 0. The surface normal, (nx, ny, nz), is computed
from (p, q) as

(nx, ny, nz) =
(−p, −q, 1)√
p2 + q2 + 1

(5)
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3.2 NN Implementation for Shape Recovery

Based on selected feature points which construct a virtual sphere, the mapping of
(E1, E2, E3, E4) to (nx, ny, nz) is used as the training data under four light sources.

In previous neural network based photometric stereo, a calibration object should be
composed of exactly the same material as the target object. The number of training data
increases when we use color in NN, because a color image has more information than
a grayscale image. Further, random color reflectance factor, ρ

′
= (ρ

′
R, ρ

′
G, ρ

′
B), is syn-

thesized for each point on the training data, (E
′
R, E

′
G, E

′
B) = (ρ

′
RER, ρ

′
GEG, ρ

′
BEB)

to estimate the reflectance factor first. The diffuse component and the specular compo-
nent are separated in Equation (2), Here, only the diffuse component is synthesized and
added for each point on the training data by ρ

′
.

To learn the NN efficiently, the highest value is chosen and used as the monochrome
image intensity E from the color values (ER, EG, EB) included in the target object.

E = max(ER, EG, EB) (6)

In the learning during self-calibration, the training data obtained from the feature points
is chosen using Equation (6) and (E1, E2, E3, E4) are given as the input to NN. The cor-
responding (nx, ny, nz) are given as the output of NN. After learning of the NN, the in-
put data (E1, E2, E3, E4) of a test object are given, then, the corresponding (nx, ny, nz)
of the test object as the output data is obtained from NN in generalization for the test
object. The structure of this RBF-NN (Radial Basis Function Neural Network) is shown
in Fig.1-(a).

RBF
-NN2

E1

E2

E3

E4

nx

ny

nz

RBF
-NN1

E1

E2

E3

E4

ρR

ρG

ρB

R
G
B
R
G
B
R
G
B
R
G
B

(a) NN for surface (b) NN for color reflectance
normal estimation factor estimation

Fig. 1. RBF-NN for Self-Calibration

3.3 Color Reflectance Factor

According to Eq.(2), the reflectance factor of any feature point is calculated using the
following equation.

(ER − ERm)/ERd = ρR (7)

(EG − EGm)/EGd = ρG (8)

(EB − EBm)/EBd = ρB (9)
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Here, the specular components (ERm, EGm, EBm) can be separated from (ER, EG,
EB), and the diffuse components (ERd, EGd, EBd) can be calculated by the cosine of
the incident angle i, where i is the angle between n and s of the feature point.

ρ
′
= {ρ

′
R, ρ

′
G, ρ

′
B} = {ρR × rand1, ρG × rand2, ρB × rand3} (10)

The random color reflectance factors (ρ
′
R, ρ

′
G, ρ

′
B) are given using Eq.(10), where

(rand1, rand2, rand3) is the randomized real value between 0 and 1. The white color
points has the values (1, 1, 1) for reflectance factor.

To estimate color reflectance factor, the training data (E
′
1R, E

′
1G, E

′
1B, E

′
2R, E

′
2G,

E
′
2B, E

′
3R, E

′
3G, E

′
3B, E

′
4R, E

′
4G, E

′
4B) are given as the input to the NN, as shown

in Fig.1-(b). The random color reflectance factors (ρ
′
R, ρ

′
G, ρ

′
B) are given as the output

data. After learning of the NN, the input data (E1R, E1G, E1B, E2R, E2G, E2B, E3R,
E3G, E3B , E4R, E4G, E4B) of a test object are given, then, the color reflectance factor
(ρR, ρG, ρB) of the test object as the output data is obtained from NN shown in Fig1-(b)
in generalization for the test object.

4 Neural Network Based Rendering

Given the geometric shape and the color reflectance factor, a virtual image can be ren-
dered for any viewpoint under any direction of the light source. The rendered image
irradiance, In general, E, can be represented using the incident angle i, the emittance
angle e, and the phase angle g with the color reflectance factor ρ.

The previous approach of neural network based rendering [5] uses (i, e, g) shown in
Eq.(11).

i = cos−1(n · s)
e = cos−1(n · v)
g = cos−1(v · s) (11)

Here, instead of using the phase angle g, the angle h is defined in Eq.(14).

h = cos−1(d · n) (12)

where h is the angle between n and a vector d, and the vector d is equally divided
vector between s and v as shown in Fig.2-(a). In the proposed approach, E is derived
from Eq.(13).

E = Rd(n, s)ρ + Rm(n, s, v) = Ed(i)ρ + Em(i, e, h) (13)

Here, the range of (i, e, h) is given as

0◦ ≤ i ≤ 90◦, 0◦ ≤ e ≤ 90◦, 0◦ ≤ h ≤ 90◦ (14)

The learning of the mapping of (i, e, h) to Em learned for the specular components of
the test object. After the learning, Em is generalized using rendering NN. The structure
of this RBF-NN is shown in Fig.2-(b). Here, Ed can be calculated by cos i = n · s and
Em is estimated using an RBF neural network. The rendered image irradiance E can
be calculated from Eq.(13).
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(a) (i, e, h) (b) NN Rendering
for Specular Component

Fig. 2. Neural Network Based Rendering

5 Experimental Results

Fig.3 illustrates the observation environment. Four light sources are used to illuminate
the test object. Four images are obtained under four different conditions of illumination
for each object pose during rotation. The test object is rotated with every 1 degree
between 0 to 359 degrees. A total of 360 × 4 images are taken to perform the self-
calibration during rotation.

The recovered shape of the target object using self-calibration and NN is shown in
Fig.4. Fig.4-(a) linearly encodes the slope angle e (i.e., the angle between the surface
normal and the viewing direction) as a gray value in the range of black (e = 0) to white
(e = π/2), while Fig.4-(b) plots the aspect angle (i.e., the projection of the surface
normal onto the XY plane) as a short line segment. Fig.4-(c) encodes the albedo (color
reflectance factor). Both the surface orientation and color reflectance factor are recov-
ered by the proposed self-calibration approach without using any calibration sphere.

Next, the virtual images are generated from the 3-D model aquired by NN. The real
image is shown in Fig.5-(a), the virtual image under any light source direction is shown
in Fig.5-(b) and Fig.5-(c). It is shown that the virtual image rendering gives the realistic
feelings for both of them.

The height distribution obtained by the integration of surface orientation is shown in
Fig.6-(a). Rotating this height distribution and the rendering NN can generate a realistic
virtual image at any view point. The results are shown in Fig.6-(b) and Fig.6-(c) from
the different views.

Fig. 3. Observation Environment
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(a) Slope (b) Aspect (c) Color Reflectance

Fig. 4. Recovered Surface Shape and Reflectance

(a) Actual Input Image (b) Any Light Source Direction 1 (c) Any Light Source Direction 2

Fig. 5. Results of Virtual Image Rendering

(a) Height Distribution (b) Any View Point 1 (c) Any View Point 2

Fig. 6. Results of Virtual Image Rendering

6 Conclusion

This paper proposed a new method of self-calibration and color image rendering using
RBF-NN without using any calibration object. Instead, the rotation of the test object
is used in self-calibration. With four input images, both the surface orientation and
color reflectance factor are obtained using NN from the target object itself during rota-
tion. Further, a virtual image under any viewpoint and any direction of light source can
be obtained with rendering NN. The proposed approach has an advantage that entire
approach is quite empirical without using any calibration object which has the same
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reflectance property as the target object. Experimental results are shown for a real ob-
ject. Cast shadow is another problem but this remains as the future work.
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Abstract. Paintings have some sensibility information to human hearts. It is  
expected in paintings to process such sensibility information by computers  
effectively. For appreciation of paintings, grouping of paintings with similar 
sensitivity will be helpful to visitors as in painting gallery. In this paper, we de-
veloped a distance measure to group and classify similar paintings. Further, we 
applied the self organizing method (SOM) by two layered neural network to 
classify paintings. Then, the attributes of the sensibility of paintings are checked 
first. Next, color attributes of paintings are also checked. Paintings data with 
these attributes were computed by applying these techniques. Relatively well 
grouped results for the classification of paintings were obtained by the proposed 
method. 

1   Introduction 

Much attention has been often paid for in the painting gallery information and paint-
ing databases for the enrichment of human living life. In the field of arts, painting will 
play an important role for giving the strong impression to visitors in the gallery and 
the museum. In the progress of multimedia processing by computers and networks, 
painting images are expected to be processed for the semantic information as much as 
possible effectively. Then, paintings have their respective attributes and characteris-
tics[1,2,5]. Some visitors will have subjective preference to paintings. Then similarity 
among pictures will be a useful concept in paintings images[3,4]. To offer the paint-
ing event information in the gallery or museum, a certain similarity information will 
be useful to those visitors by having the announcement of new guide of paintings 
events. In this paper, how to get some similarity information of paintings, is devel-
oped. To make clear the similarity painting information, vector representation of 
paintings is firstly discussed in their relations.  

Painting has essentially physical attributes as color features of brightness, chroma-
ticity, saturation, surroundings colors, and color spatial organization. Further, we have 
some impressions from paintings, which will come from various factors as motif, 
composition and physical colors. Sensitive impression is important for paintings from 
which the visitors have their respective ones. In this paper, impressive words are 
taken for respective painting. By using this impressive words, the similarity of paint-
ings are computed by applying the distance function measure. Similar paintings from 
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the given picture will be near in the distance. Then, pictures with the relation, will 
make a similar group. Here, Euclidean distance relation was applied first for the 
grouping o paintings. Since this method takes some steps for the grouping, a well 
known method of self-organizing map(SOM)[6,7] is applied  to compare the group 
paintings, which was developed by Kohonen [6,7]. To compare the developed method 
of distance relation here with the SOM method, some experimental computations 
were carried out for paintings grouping.  

2   Impression and Color Words for Expression of Paintings 

Expression of paintings is important to classify the similarity grouping of them. Paint-
ings are composed of composition of objects and their color expressions. Human 
perceives some impressions from paintings. Then, it is a problem how to express 
impressions from paintings. Here, impression words and color words are discussed to 
make similar group of paintings. 

2.1   Impression Words for Paintings 

Paintings often give us emotional or reasonable impressions, which are difficult 
to express in human perceptional means, exactly. But, impressions are expected to 
present in some natural words. Here, natural words of impression for paintings are 
described. For example, painting 1 is expressed in words as night, rich, warm, 
soft, darkness, light, cool. Paintings 2 is expressed in words as fresh, pleasure, 
rhythmical, dense, perplexity, lust, suffering, moment, sedition, anger, lie. Paint-
ing 3 is expressed in words as heat, move, dry, earth, desolately, primitiveness, 
rejoicing. Painting 4 is expressed in words as clearly, lazy, man and woman, 
young, healthy, desolately, et al. Other paintings are also expressed in words. 
These words are considered as attributes of paintings which are components of 
coordinate system. When an attribute exists in the painting, the corresponding 
component becomes 1, otherwise 0. Thus, the painting is considered as a corre-
sponding vector. So, we call here painting vector whose components are 1 or 0 
corresponding to each attribute, respectively. 

2.2   Color Words for Paintings  

Paintings are constructed of composition of objects and colors in their respective 
regions. In their respective scene, we consider colors and brightness.Then, color will 
be an important factor for the impression of paintings. The visual property 
corresponding to the categories called red, blue , yellow and others. These colors have 
properties of hue, saturation and brightness. Here, we simpy apply color naming 
words as red, blue, yellow, black, white, gray, pink, brown, green, et al. These are 
sub-components of color vector expression in physical expression of paintings. 

Brightness properties also are sub-components of vectors in physical expression of 
paintings. 
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3   Vector Relations among Paintings 

Similarity of paintings is developed here by the relations of vector of paintings. A 
painting is represented a vector notation as shown in the previous section 2. Each 
component of the vector shows an attribute of the painting. Then, similarity of two 
paintings will mean by existence of same attributes between them. Two paintings will 
be more similar if the same attributes are more counted between them. Similarity of 
paintings is defined by using ε  distance( 0ε > ) in the following. 

 Let the vector notation of two paintings be A  and B . Two paintings A  and 
B are similar in ε  distance denoted by absolute value , when the equation (1) holds, 

                                               A B ε− ≤                                                            (1) 

which is denoted by A B≈  in ε  distance. Equation (1) is shown as in Fig.1.  
 
 

 

Fig. 1. Distance between A and B    

In the relation of vectors, A B≈ , the transitive relation does not necessarily hold, 
i.e, When A B≈  and B C≈   hold,  A C≈  does not necessarily hold. To make 

similar paintings group, relations among three vectors ,A B  and C of paintings are 

discussed. Three vectors ,A B  and C of paintings will be classified into four classes 

by using equation (1). 
Type class [1]  
Among three vectors ,A B  and C of paintings, the following equation holds, 

                      A B ε− ≤  , B C ε− ≤   and  A C ε− ≤                            (2)   

This class is schematically described as shown in Fig.2. From equation(2), 

A B ε− ≤  and A C ε− ≤  show that vector A （picture A ）is similar to vec-

tors B (picture B ) and C ( picture C ) in the sense of ε  distance. At the same time, 

vector B  is similar to vectors A  and C  , while vector C  is similar to  
 
 
      
 
 

 
 

 
 

Fig. 2. Schematic diagram of type class [1] 

A B
 

A B
 

C

vectors A  and B  in the sense of ε  distance. 
This class is relatively restricted, since three 
equations among vectors must be held. Next 
class is relaxed in ε  equations. 
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From equation (2), A B ε− ≤  and A C ε− ≤  show that vector A (picture A )is 

similar to vectors B (picture B ) and C ( picture C ) in the sense of ε  distance. At 

the same time, vector B  is similar to vectors A  and C  , while vector C  is similar to 

vectors A  and B  in the sense of ε  distance. This class is relatively restricted, since 
three equations among vectors must be held. Next class is relaxed in ε  equations. 

Type class [2] 
Among three vectors ,A B  and C of paintings, the following equation holds, 

                 A B ε− ≤  , A C ε− ≤   and  B C ε− ≤
                             

 (3) 

From equation(3), A B ε− ≤  and A C ε− ≤  show that vector A  

(picture A ) is similar to vectors B (picture B ) and C ( picture C ) in the sense of ε  

distance. But, vector B  is not similar to vector C  in the sense of ε  distance, which 

shows vector B is apart from C  more than ε  in the distance. This class is schemati-
cally described in Fig.3.  

         
A B ε− ≤  , B C ε− ≤   and      A C ε− ≤ .                            (4) 

 
 

 
 
  

 

Fig. 3.  Schematic diagram of type class [2] 

 

                                                     Type class [3] 
                                                     Among three vectors ,A B  and C of paintings,  

   the following equation holds,  
                                                 

                         A C ε− ≤  ,  A B ε− ≤   and  B C ε− ≤   (6)  

 
 
 
 

Type class [4] 
Among three vectors ,A B  and C of paintings, the following equation holds,   

                 A B ε− ≤   ,  A C ε− ≤   and   B C ε− ≤                         (7) 

A B
 

C

Further, the class[2] in equation (3) is also 
same in the class with the following 
equations, 
 

A C ε− ≤  ,  B C ε− ≤    and 

A B ε− ≤                                    (5) 

 
A B

 

C

Fig. 4. Schematic diagram of type class [3] 



 Similarity Grouping of Paintings by Distance Measure and Self Organizing Map 717 

 

Grouping of similar paintings with near distance from A  is ordered as Type 
class[1], Type class[2] ,Type class[3] and Type class[4] in order. From the vector A , 
the distances are evaluated in the respective type class.  In the type class[1], the dis-
tance of the vector B  or C   from the vector A  , is ε≤ . The distance between B  

and C  is ε≤ . In the type class[2], the distance of the vector B  or C  from the 

vector A  is ε≤  , while the distance between B  and C  is 2ε≤ , since 

( ) ( )B C A B B C− = − + −  A B B C≤ − + −  2ε= . In the type class[3], 

only the distance of the vector B  from the vector A  , is ε≤ . Similarity problem in 
paintings is described here to count how many type classes [1], [2] and [3] in ε≤  
distance from the started vector A . Much counts of type classes [1] and [2] show the 
similarity will be high in these local paintings in ε≤  distance. To evaluate further 
similarity of paintings, next search and comparison are needed. The above searching 
steps are summarized as follows, 

    ＊(1) Nearest vectors( the first near pictures )  from the object vector A  ( object 

picture) are searched first in the sense of ε  equation (1). 

    ＊(2) Second, vectors { }x  ( the second near pictures) from the object vector A  

are searched , which satisfy the inequality  2xε ε< ≤ . 

＊(3) Inequality  ( 1)m x mε ε< ≤ +  where 3m ≥ , is iterated to find vectors 

from vector A . The near vectors ＊(1) and ＊(2) are gathered, first from ones with 

attributes having ‘1’ value of the object vector A . So, the candidate vectors near A  
is chosen, easily, whose relation is checked in the above conditions. 

4   Experimental Results of Similarity of Paintings 

Similarity of paintings are computed as an example. An objective painting is given. 
The paintings shown in Fig.5, are western ones in art museums in Europe. First, simi-

lar ( near) paintings to the 20 are searched by ＊(1) and ＊(2) in the above. Assume 
here the number 20 in Fig.6 is the objective painting.  The searched paintings near to 

the 20 by steps ＊(1) and ＊(2), are shown on the middle row in Fig. 5. Here, the art 
of 20 is named as ‘ Breakfast’, The 40 is ‘Painter’s daughters chasing a butterfly’. The 
1 is ‘Woman making her toilet’. The 27 is ‘Sacred and profane love’. The 11 is ‘Phi-
losopher meditating’. The 41 is ‘Last supper’. The 9 is ‘St. Andrew’. The 20, ‘ Break-
fast’, is  given in advance. On the bottom row in Fig.5, paintings far from 20, are 
shown. The 40 was near to the 20 in Fig.5. Next, what kind of paintings are similar to 

the 40 picture in sensibility? To answer this question, the searching steps ＊(1) and ＊

(2) were carried out. Then, by steps ＊(1) and ＊(2), similar paintings to 40 are 
searched as shown on the middle row in Fig.6. Thus, the paintings computed near 
from 20 to 40, are almost similar by comparing top and middle rows shown in Fig.5 
and Fig.6. 
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Fig. 5. Paintings near from and far from an objective picture, 20 in sensibility 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

         

 

5   Top Down Approach by Self Organizing Map 

The low-dimensional ,ordered representation of data with high-dimensional data, 
isrealized by self organizing map(SOM) proposed by Kohonen(1989)[6,7].  

The self organizing map process can be described in the following mathematical 
form. The input consists of n-dimensional data vectors, each of the form is as follows, 

Fig. 6.  Paintings near from and far from an objective picture, 40 in sensibility 



 Similarity Grouping of Paintings by Distance Measure and Self Organizing Map 719 

 

                                           1 2( , ,..., )nx x x x=                                                     (8) 

The input x  is inputted to the two layered neural network which consists of the input-
ted layer and the output layer( mapping layer). In the mapping layer, the distance 
between the weight vector w  of each node neuron and the input vector x  , is 
computed as follows,  

                                        

2

1

( )
n

m i mi
i

d x w
=

= −∑                                                 (9) 

where suffix m  in equation(9)  means the m -th node neuron on the mapping layer. 
The minimum distance of the node neuron is chosen as the winner node. The weight 
vector w  is modified according to equation (10). 

                               ( , *)( )mi i miw h m m x wη= −                                        (10) 

where ( , *)h m m  is called neighborhood function as shown in (11) and η  is a posi-

tive constant.. 

                           
2 2( , *) exp( * / )h m m m m σ= − −                                          (11) 

The goal of the training process is to determine the n-dimensional weight vectors of 
nodes(neurons). Experimental results by the SOM method are shown in Fig.7, which 
are grouped as the Volonoi diagram. The number in Fig.7 shows painting number for 
experiments as shown in Figs. 5 and 6. The bold alphabet A, B, C  and D  

 
    
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

 

Fig. 7. Similarity grouping by SOM method in the Voronoi diagram 
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show the grouping made by the SOM method, which are blocked by white lines. In 
the same C group, black and white numbers will make different sub-groups. Thus, 
similarity grouping visualization of paintings will be useful by the SOM representa-
tion from high dimensional impression words. By comparing Fig. 7  made by the 
SOM method with Fig. 5 and Fig. 6  made by near distance method proposed here, 
there are almost same results and a slight different interpretation, which will be 
needed to do further analysis. 

6   Conclusion 

Similar grouping of paintings are carried out by near distance method proposed here, 
which is a step by step seeking method of near paintings. This method is a bottom-up 
method to make classification of similar paintings, which is expected to make clear 
the near relations of paintings. Then, paintings are classified by this proposed method. 
As the top-down method, the SOM method was applied to classify and group the 
similar paintings, which is useful for the reduction of dimensions of data and low 
dimensional visualization. The proposed method for paintings classification is com-
pared with the SOM method. 
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Abstract. This paper presents a novel algorithm for localization in wireless 
sensor networks utilizing a fuzzy inference system at each sensor node. The al-
gorithm using fuzzy distance measuring based on received signal strength in-
formation (RSS). The advantage of employing the RSS information is that no 
extra hardware is needed for localization. The simulation results and indoor ex-
periments demonstrate that the proposed scheme employing fuzzy logic system 
can localize the mobile sensor nodes with certain accuracy. 

Keywords: wireless sensor networks (WSN), fuzzy logic systems, localization, 
received signal strength (RSS). 

1   Introduction 

In recent years, with the rapid advances in the hardware implementation, the deploy-
ment of large numbers of low cost wireless sensors is a technique for many applica-
tions, such as target tracking, intruder detection, animal monitoring and real-time 
traffic monitoring. Localization in individual mobile nodes is a very important re-
quirement for the successful operation of mobile ad-hoc autonomous sensor networks. 
Sensor network localization algorithms estimate the locations of sensors with initially 
unknown location information by using knowledge of the absolute positions of a few 
sensors and inter-sensor measurements such as distance and bearing measure-
ments. Measurement techniques in WSN localization can be broadly classified into 
two categories: range-based localization methods and range-free localization methods 
[7]. The range-based localization needs hardware to obtain distances or angles by 
measuring the time of arrival (TOA), time difference of arrival (TDOA) and angle of 
arrival (AOA) of signals. In other words, range-based localization methods depend on 
the additional hardware such as antennas to distinguish the angles of arrivals etc. In 
contrast, the range-free localization method can be implemented by measuring the 
received signal strength indicator (RSS) [3]. The range-free localization schemes 
provide simpler and more economic than range-based ones. Therefore, this paper will 
focus on the range-free localization scheme based on the RSS information. 

In this work, to enhance estimation accuracy, we propose a scheme based on Fuzzy 
distance measurement which considers multiple parameters: the received signal 
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strength, the distance between the anchor node and mobile node, the moving direc-
tion, and the previous location. Through the fuzzy logic system, the weighting factor 
is used to fit the localization process. 

The remaining paper is organized as follows. Section 2, describes some related 
works. Section 3 states the fuzzy logic algorithm for localization. In Section 4, we 
discuss the performance measurements and simulation results and finally in Section 5, 
the conclusions are stated. 

2   Related Work 

Extensive research has been done on localization for wireless sensor networks. In 
localization without complicated hardware design, the method may be implemented 
on the pre-knowledge of location of the reference nodes. Then applying the informa-
tion of the received signal strength information, the sensor nodes can be allocated. 
The related works about this paper are discussed in the followings. 

2.1   Received Powers 

Since this work focuses on the RSS for localization then the relationship between the 
distance and the signal power of the receiver is formulated as follows ([1]): 

)log(10)()(
0

0 d

d
ndPdPr −= , (1) 

where )(dPr is the receiving signal power of receiver when the transmitter and re-

ceiver distance is d, and )( 0dPr is the power when d is reference distance 0d . 

Hence, the estimated distance d can be obtained by 

n

dPdP rr

dd 10

)()(

0

0

10
−

×= . (2) 

db

da

dc

 

Fig. 1. Senor lies in the overlapped range of measurement circles of distance ad , bd , and cd
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Therefore, according to the triangular positioning method, the location of the sensor 
node lies in the range circles and the overlapped region as shown in Figure 1. 

2.2   Weighted Centroid Algorithm 

Use the centroid localization method by using the edge weights of adjacent reference 
nodes based on the fuzzy model with the weighting factor according to the received 
signal strength information. In [2], they propose fuzzy model to compute edge 
weights y~ , which combines partial information in each RSS value is computed by 
the weighted average of the yl, where the output of the fuzzy rule. 
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After calculating the edge weights, the weighted centroid algorithm estimates the 
node position by the following procedure. Let the position of adjacent reference nodes 
are (X1,Y1), (X2,Y2), …, (Xn,Yn), respectively. Then the estimated position calculates 
as following weighted centroid formula: 
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(4) 

 

for i=1,2,…,N, where N is the number of adjacent reference nodes. Then combining 
the above related work, we have the proposed algorithm for sensor localization in the 
next section. 

3   Fuzzy Localization Scheme 

The proposed scheme involves fuzzy system which approximates any nonlinear func-
tion to arbitrary accuracy with only a small number of fuzzy rules [6]. Those parame-
ters are RSS and distance. Assume the direction is a given value. First, let us define 
the membership function for the received signal strength RSSi, f(RSSi) , from 
neighboring anchor ith node. Second, the membership function of the distance di, f(di), 
between the sensor node and the neighboring anchor ith node. The distance di is ob-
tained by equation (2). The corresponding membership functions, f(RSSi)and f(di) are 
shown in Figures 2 and 3, respectively. In Figures 2 and 3, the parameters set (α, β, γ) 
and (A, B, C) are adjustable values according the environmental situation and their 
units are dBm and meter, respectively. 
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Fig. 2. Membership Function of RSS                         Fig. 3.  Membership Function of  d 

The weighting factor for evaluation the criteria for the membership functions de-
fined above is used according to equation (3). The weighting criteria is that the farer 
the distance the less weighting for each sensor node. The Fuzzy Logic System uses 
the Tagagi-Sugeno-Kang (TSK) model [9] and the inputs are RSS and d. The rule is as 
follows: 

 

If the iRSS  is in X and the distance id  is in Y then Zi=min { aj, id }, (5) 
 

where (X, Y ) in set pair as { (high, short), (medium, near), (low, far) } of Figures 2 and 
3, and aj is the obtained distance with the parameters of RSSi, through the equation (2). 
Therefore, Zi is the estimated distance with the TSK model shown in Figure 4.  

Next, define the weighting wi, according to the rule: the shorter the distance, the 
higher weighting factor to locate the node position. After the estimated distance ob-
tained, then by the given direction and previous location information, we have the 
estimated location of the mobile sensor node. 

 

),,(),(),( prepreestestnewnew YXYXDYX +×=  (6) 
 

where (Xest, Yest) is the estimated location, D is the moving direction and (Xpre, Ypre) is 
the previous location of the mobile senor node. 
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Fig. 4. TSK model for Fuzzy Logic System 
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4   Performance Evaluations 

The system is simulated with MATLAB 7 version for the proposed scheme. By gen-
erating the corresponding RSS and estimated d as inputs, the fuzzy logic system is 
used to get the distance as output with weighting wi, we have the simulation percent-
age error is about 7% shown in Figure 5. 

Then indoor experiments are based on the hardware: Tmote Sky wireless sensor 
node [8] (the hardware structure shown in Figure 6), which works with CC2420 radio 
chip at frequency 2.4GHz by IEEE 802.15.4 ZigBee protocol and wireless transceiver 
with data rate 250kbps. The relationship between receiving signal strength power and 
RSSI register value is shown in Figure 7. Therefore, the register value needs to be 
mapped to RF power value in dBm scale first, then applying the equation (2) and 
(3)to get the distance. 

 

 
Fig. 5. Accuracy of the simulation with the proposed scheme 

 

Fig. 6. Front  and Back of Tmote Sky module 
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The performance of the location estimation algorithm by fuzzy logic system is ex-
amined. First, we set up the experiment in an indoor gym without obstacles on the 
floor and the floor is gridded with 2 meters apart and the total working space is 100m2 
as shown in Figure 8 [4]. Next put the anchors node on the floor as the blue nodes in 
Figure 7. Finally, put the mobile sensor node on the grid point one by one to estimate 
its location by the above fuzzy logic system with suitable parameters  (α, β, γ) and (A, 
B, C) and the numerical quantities are expressed in dBm and meters, respectively. The 
system runs 100 times indoor experiment by putting the sensor node on different grid 
point of Figure 8. Simulations are conducted to investigate how the average location 
error is by different locations. Due to the RSS is affected easily by the environment, 
the indoor experiment accuracy of the result is shown in Figure 9. From this figure, 
we have the average error about 16%. 

 

Fig. 7. Received Signal Strength Indicator mapping to RF Power in dBm unit 

 

 

Fig. 8. Indoor Experiment nodes locations and grid-points 
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Fig. 9. Accuracy of the indoor experiment with the proposed scheme 

5   Conclusions 

In this paper, the fuzzy based localization scheme for wireless sensor networks 
(WSN) is presented. In our proposed method, the sensor nodes do not need any com-
plicated hardware to obtain the information for localization. The sensor nodes posi-
tions are estimated through fuzzy logic system with the RSSI between the sensor node 
itself and its neighbor anchor nodes. The proposed method is applied to both com-
puter simulation and indoor experiments. Both results show the performance with 
certain accuracy. Therefore, the proposed scheme can be applied to more complicated 
sensor network systems and implement the sensor localization. 
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Abstract. WiMAX is an emerging technology based on the 802.16 standards to 
provide high speed and broadband wireless access for mobile stations. Hand-
over is a key operation influencing the quality of communication services. In 
this paper, the scheme of choosing the suitable base station with the best service 
for a mobile station in a WiMAX network is studied. A new scheme based on 
fuzzy logic is proposed to employ the important traffic criteria, including 
bandwidth, dropping rate, blocking rate, and signal strength. Finally, the simu-
lation is used to investigate the performance of proposed scheme. The simula-
tion results show that the proposed schemes have better performance than  
conventional schemes, and can achieve the higher bandwidth utilization, the 
lower blocking rate for new calls, and the lower dropping rate for handover 
calls. 

Keywords: WiMAX, Fuzzy logic. 

1   Introduction 

Based on the IEEE 802.16 standards, WiMAX (Worldwide Interoperability Micro-
wave Access) provides the high bandwidth, broadband wireless access, and continu-
ous data transmission for the stations with high speed mobility. The transmission 
speed offered by WiMAX is up to 70 Mbps, which approaches the quality of service 
as the wire access network. There are two major standards supporting WiMAX, in-
cluding IEEE 802.16-2004 and IEEE 802.16e. The basic physical features of these 
two standards, such as frequency ranges, distance, and speed, are shown in Table 1 
for NLOS (Non-Line Of Sight) and LOS (Line Of Sight). A WiMAX network is 
composed of base stations (BS) and mobile stations (MS). The base station plays the 
role of the gateway between the base stations and the wire access networks, while the 
mobile station represents the end-site from which users can access networks. 

Handover is a key operation influencing the quality of communication services. It 
is necessary to perform the handover operation when the signal strength of the current 
cell is too weak to support normal communication. Otherwise, the on-going commu-
nication will be forced to be terminated as soon as the signal is not strong enough. 
Namely, the handover provides the continuity of communication when a mobile sta-
tion moves from one cell to another cell. Moreover, a suitable handover scheme is 
able to balance the channel allocation and offer better quality to meet the require-
ments of mobile station. 
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Table 1. Basic physical features of NLOS and LOS 

 NLOS LOS 
Frequency ranges 2-11  GHz 10-66  GHz 

Distance 8   km  50   km 
Speed   70   Mbps    10   Mbps 

 
IEEE 802.16e defines three kinds of handover mechanisms, including Hard Hand-

over, Macro Diversity Handover, and Fast Base Station Switching [1-2, 7]. Hard 
Handover is a relatively simple mechanism. Using this mechanism, one station can 
only connect to a base station (BS) at a time. When the signal strength of current base 
station is lower than the neighbor base station, the mobile station will break the cur-
rent connection, and reconnect to the neighbor base station with stronger signal 
strength. Obviously, the Hard Handover will cause a short period of disconnection. 
Thus, the Hard Handover usually is used for data, but not for the real-time or stream-
ing applications. 

By using Macro Diversity Handover, one mobile station can connect more than 
one base station, which is called “Active Base Station” (ABS). The collection of ac-
tive base stations is called “Active Set”, which is maintained by the mobile station 
and the base station via MAC (Medium Access Control) management messages. 
Among the Active Set, one base station is selected by the mobile station as the “An-
chor BS” for performing synchronization, registration, and monitoring the control 
information. In this mechanism, mobile station is able to receive data from more than 
one base station, and can also send data to several base stations. 

Similarly, in Fast Base Station Switching, one mobile station can connect more 
than one base station. The definition of Active Base Station, Active Set, and Anchor 
Base Station are the same as Macro Diversity Handover. However, in Fast Base Sta-
tion Switching, one mobile station can only perform all communication operations 
with the anchor base station, including uplink, downlink, and management. Espe-
cially, the mobile station can change the anchor station for transmitting different data 
frames. Each data frame can be transmitted to different base station. 

In this paper, the fuzzy logic is adopted for handover decision for the WiMAX 
networks with the handover mechanism of Fast Base Station Switching. The proposed 
scheme is based on fuzzy logic to provide efficient handover in order to reduce the 
blocking rate and the dropping rate, and to enhance the system utilization and the 
communication quality. The important traffic criteria adopted by the fuzzy logic con-
tains the bandwidth utilization, the dropping rate, the blocking rate, and the signal 
strength. 

When a mobile user first enters the WiMAX, the fuzzy logic based handoff scheme 
is used to choose the suitable anchor BS for accessing. Whenever the signal strength 
is below the acceptable level, the proposed scheme is used again to take the handover 
into consideration. 

The remaining paper is organized as follows: In section 2, we will describe the sys-
tem models and previous works. The proposed scheme is described in details in sec-
tion 3. The simulation model and results are then presented in section 4. Finally, some 
conclusions are given in section 5. 
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2   System Models and Previous Works 

Handoff decision algorithm includes conventional power level based handoff, user 
population based handoff, and bandwidth based handoff [3-6]. Those items and the 
system model will be discussed next. 

2.1   System Model 

In Mobile WiMAX of IEEE 802.16e, the physical layer adopts SOFDMA (Scalable 
Orthogonal Frequency Division Multiplexing), and the system model is shown in 
Figure 1. There are three kinds of base stations, including ABS (Active Base Station), 
NBS (Neighboring Base Station), and AnBS (Anchor Base Station). The active set of 
each mobile station is consisting of all base stations that can offer normal uplink and 
downlink traffic, while the neighbor set is composed of the base stations that can 
limitedly communicate with mobile station but the signal strength is not sufficient 
enough to support normal transmission. 

2.2   Signal Strength Based Handoff (SSH) 

The signal strength received from the candidate wireless network is the only evalu-
ated item, and the base station with the highest power level is selected for handover. 
Since the network does not take into account of the loading for the base station, the 
scheme results in non-uniform utilization of system resource and poor QoS. 
 
 

 

Fig. 1. WiMAX networks 
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2.3   User Population Based Handover (UPH) 

The mobile terminal is handed over to the base station which has its signal strength 
above the threshold with the minimum number of users. It then remains with this base 
station until the received signal strength is below the threshold value. 

2.4   Bandwidth Based Handover (BWH) 

The base station with the minimum account of used bandwidth is selected among the 
candidate base stations which have received signal strength above the threshold re-
quired for normal operation. As in the UPH scheme above, the wireless then stays 
with the base station until the received signal strength falls below the threshold. 

3   Proposed Scheme 

In this section, an adaptive fuzzy logic based handover scheme is proposed for the 
mobile station roaming in the WiMAX networks. There are three steps in this scheme, 
including Fuzzification, Rule Evaluation, and Defuzzization.  

3.1   Fuzzification 

In the fuzzification, the input parameters, signal strength, available channels, band-
width utilization and dropped rate are fuzzified using pre-defined input membership 
functions. For new calls, three input parameters, including signal strength, available 
channels and bandwidth utilization, are taken into account. However, for handover 
calls, three input parameters are the same, except that the bandwidth utilization is 
replaced by the call dropped rate. 

The parameters in the WiMAX network are fed into a fuzzifier, which will trans-
form the real-time measurements into fuzzy sets. The membership values are obtained 
by mapping the values onto a membership function. 

3.2   Rule Evaluation 

In the second step, the fuzzified input values are used to evaluate rules for obtaining 
Fuzzy Decision (FD). The decision set could be classified into four different sets: Yes 
(Y), Probably Yes (PY), Probably No (PN) and No (N). For example, IF the available 
channels is LowCH, the signal strength is LowSS and the bandwidth utilization is 
HighU, THEN handoff decision=N. Following this, a set of different handoff deci-
sions can be obtained.  

After the evaluation of all rules, some FDs have more than one value for the degree 
of membership. In such situation, the simulation has considered as using the maxi-
mum of the membership-degrees. 

FD(p) = max(FN1, FN2, …, FNk), (1) 

where p is one of four possibilities, including Y, PY, PN, or N and k is the number of 
input parameters. 
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3.3   Defuzzification 

In the last step, the resultant fuzzy decision sets will be converted to a precise quan-
tity. By using these weighting values and the degree of membership for the FD out-
put, the crisp value of FD is determined by using the following formula: 

∑

∑ ×
=

=

=
k

i
i

k

i
ii

M

WM
FD

1

1 , (2) 

where iM  is the degree of membership in output singleton i, and iW  is the FD 

weighting value for the output singleton i. The crisp value of FD can be calculated for 
each base station. Finally, the base station with the highest FD value will be selected 
for new calls or handoff calls. 

4   Simulation Results 

The simulation results of proposed handover scheme are illustrated in this section. In 
the simulation environment, every base station is equipped with 32 channels. The 
mobile station based on the proposed handover scheme in the WiMAX network will 
select one base station and handover to the suitable base station for each evaluation 
period. Some important performance factors are investigated, including the blocking 
rate, the dropping rate, and the bandwidth utilization. 

4.1   Investigations of Four Handover Schemes 

In this subsection, the performance of proposed handover scheme is compared with 
the conventional three schemes, including the signal strength scheme (SSH), the user 
population scheme (UPH), and the bandwidth-based scheme (BWH). The blocking  
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Fig. 2. Blocking rate vs. mean arrival time 
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rate versus the arrival time is shown in Figure 2. It is obvious that proposed fuzzy 
handover scheme outperforms the other three schemes because this scheme always 
selects the base station with the largest number of channels for mobile station. Signal 
strength based handover scheme (SSH) has the worst because this scheme may select 
the base station with the strongest signal strength but with no channel available. Al-
though the handover scheme based on bandwidth has the best performance on new 
calls blocked rates, its handover calls dropped rates are higher than the other three 
schemes, as shown in Figure 3. Mobile station always selects the base station with 
more channels, but the signal strength of the selected base station may not be very 
strong. In this manner, it may be dropped due to signal strength below acceptable 
level. The proposed handover scheme based on fuzzy logic outperforms the others 
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Fig. 3. Dropping rate versus arriving rate 
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Fig. 4. Utilization versus arriving time 
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especially in high traffic load because it not only considers the available number of 
channels but also signal strength, dropping rate, and bandwidth utilization. Figure 4 
shows the bandwidth utilization versus mean inter-arrival time. Since signal strength 
based handover scheme has higher new calls blocking rates and handover calls drop-
ping rates, the bandwidth utilization is naturally lower than the other three schemes. 

5   Conclusions 

This paper has presented an adaptive fuzzy logic based handover scheme for mobile 
stations roaming in the WiMAX network. This method takes four criteria into ac-
count, including signal strength, number of available channels, bandwidth utilization 
and handover call dropping rate. The results show that the proposed scheme outper-
forms the conventional handover schemes based only on the signal strength, user 
population and bandwidth utilization, respectively.  
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Abstract.  This paper applies bilevel optimization techniques and fuzzy set the-
ory to model and support bidding strategy making in electricity markets. By 
analyzing the strategic bidding behavior of generating companies, we build up a 
fuzzy bilevel optimization model for day-ahead electricity market strategy mak-
ing. In this model, each generating company chooses the bids to maximize the 
individual profit. A market operator solves an optimization problem based on 
the minimization purchase electricity fare to determine the output power for 
each unit and uniform marginal price. Then, a particle swarm optimization 
(PSO)-based algorithm is developed for solving problems defined by this 
model.  

Keywords: nonlinear bilevel optimization, fuzzy set, electricity market, strate-
gic bidding, particle swarm algorithm. 

1   Introduction 

Many decision problems have hierarchical structures, for which multi-level, espe-
cially bilevel programming techniques have been developed. In a bilevel decision 
problem, a decision maker at the upper level is known as the leader, and at the lower 
level, the follower [1]. Bilevel problems have been studied tremendously and a lot of 
achievements have been obtained [2][3][4].  

Throughout the world, electric power industries are undergoing enormous restructur-
ing processes from nationalized monopolies to competitive market. Because of the sig-
nificance and particularity of electricity energy to national economics and society, elec-
tricity market must be operated under conditions of absolute security and stabilization. 
The research of electricity market has concerned a lot of researchers, owners and man-
agers from electricity entities and authorities. The competitive mechanism of day-ahead 
markets is one of very important issues in the electricity market study, which can be 
described as follows. Each generating company (GC) submits a set of hourly (half-
hourly) generation prices and the available capacities for the following day. According 
to these data and an hourly (half-hourly) load forecast, a market operator (MO) allocates 
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generation output for each unit. A lot of researches have been done on how to strategi-
cally bid prices for those GCs, and how to dispatch generation output for MOs for each 
unit. Literatures [5][6][7] use supply function equilibrium model to describe a day-
ahead electricity market to maximize GCs’ profits and get Nash equilibrium. Literatures 
[8][9][10] use game theory to build a strategic bidding model for generating companies, 
and reach a Nash equilibrium solution. However, these models do not include ramp rate 
constraints, which are very crucial to guarantee real optimal solutions. In addition, be-
cause strategic bidding problems involve two hierarchical optimizations, and are differ-
ent from a conventional game model, a new Nash equilibrium is needed as a solution. 
From literatures, only Pang and Fukushima [10] gave a generalized Nash equilibrium 
concept. Literature [11] used a bilevel optimization method to build a generation output 
allocation model, but does not consider competitive bidding problem from GCs.  

The rest of this paper is organized as follows: Section 2 introduces related defini-
tion on fuzzy sets as preliminary of this study. Section 3 analyses and builds a fuzzy 
bilevel optimization model in day-ahead electricity markets, which includes ramp rate 
constraints. To solve problems defined by this model, Section 4 provides a solution 
algorithm. Finally, conclusions and further study are highlighted in Section 5. 

2   Preliminary 
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3   Bidding Strategy Analysis in Competitive Electricity Markets 

In an auction-based day-ahead electricity market, each GC tries to maximize its own 
profit by strategic bidding. Specifically, each GC submits a set of hourly generation 
prices and available capacities for the following day. Based on these data, a MO  
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allocates generation output. This is a typical bilevel decision problem. GCs are lead-
ers, a MO is a follower. In this section, under the analysis of the bidding strategy 
optimization problem, we build a competitive strategic bidding model for GCs and a 
generation output dispatch model for a MO in a day-ahead electricity market. 

3.1   Generating Companies’ Strategic Pricing Model 

In the upper level, each GC concerns how to choose a bidding strategy, which in-
cludes generation price and available capacity. For a power system, the generation 
cost function generally adopts a quadratic function of the generation output, i.e. the 
generation cost function can be represented as 

2( )j j j j j j jC P a P b P c= + +                                          (1) 

where jP  is the generation output of generator j , and , ,j j ja b c are coefficients of 

generation cost function of generator j . 

The marginal cost of generator j  is calculated by 

2j j j ja P bλ = +                                                        (2) 

It is a linear function of its generation output jP . The rule in a goods market may 

expect each GC to bid according to its own generation cost. Therefore we adopt this 
linear bid function. Suppose the bidding for j-th unit at time t  is 

tj tj tj tjR Pα β= +                                                        (3) 

where t T∈  is the time interval, T  is time interval number, j represents the unit 

number, tjP  is the generation output of unit j  at time t , and tjα and tjβ  are the bid-

ding coefficients of unit j at time t . 

According to the Justice Principle of “the same quality, the same network, and the 
same price”, we adopt a UMP as the market clearing price. Once the market is 
cleared, each unit will be paid according to its generation output and UMP. The pay-
off of GCi  is  

2

1
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where iG  is the suffix set of the units belonged to GCi. Each GC wishes to maximize 

its own profit iF . In fact, iF  is the function of tjP  and tUMP , and tUMP  is the func-

tion of all units’ bidding tjα , tjβ  and output power tjP , which will impose impact to 

each other. Therefore, we can establish a strategic pricing model of these GC com-
petitive bidding strategic as follows 
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where L  is GC number, 
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The profit calculating for each GC will consider both tjP  and tUMP , which can be 

computed by MO according to the market clearing model.  
In the model above, the cost coefficients are generally obtained from experiment. 

However, there indeed exist many facts which affect the value of cost coefficients, 
such as experiment errors, different operation situations, quality of coal and the age-
ing of facilities. Therefore it would be more reasonable to describe the cost coeffi-
cients as fuzzy numbers. Based on this consideration, a more authentic model of the 
real game model with uncertain cost coefficient for GC competitive strategic bidding 
is established as follows: 
  

2
1 1 1

, ,
1

max ( , , , , , , , ) ( ( ))
tj tj i

i

T

i i t t tN tN t tN t ti j tj j tj j
j G

t j G

F F P P UMPP a P b P c
α β

α β α β
∈ = ∈

= = − + +∑ ∑ %% %L L        (6) 

 

where L  is GC number, 
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3.2   A Market Operator’s Generation Output Dispatch Model 

A MO actually represents the consumer electricity purchase from GCs, under the 
conditions of security and stabilization. The objective of a MO is to minimize the total 
purchase fare while encouraging GCs to bid price as low as possible. It is reasonable 
that the lower the price, the more the output. Thus, the function value of a MO’s ob-
jective will be calculated according to the bidding price. Most previous bidding stra-
tegic models do not include ramp rate constraints, without which, the solution for 
generating dispatch may not be a truly optimal one. However, if a model includes 
ramp rate as constraints, the number of decision variables will increase dramatically, 
which imposes stronger request for a more powerful solution algorithm. Based on the 
analysis above, we build a MO’s generation output dispatch model as follows: 
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where t T∈  is the time interval, T  is time interval number, j represents the unit num-

ber, tjP  is the generation output of unit j  at time t , and tjα and tjβ  are the bidding 

coefficients of unit j at time t , tDP  is the load demand at time t , minjP  is the minimum 

output power of the j-th unit, maxjP is the maximum output power of the j-th unit, jD is 

the maximum downwards ramp rate of the j-th unit, and jU is the maximum upwards 

ramp rate of the j-th unit.  
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After receiving all GCs’ bid data, MO determines the output power of each unit 
and tUMP  for all time slot t. tUMP  can be calculated according to following steps: 

Step1:  calculate output power of each unit j for all time slot t using model (7);  
Step2:  compute bidding Rtj corresponding to the generation output Ptj; 

Step3:  account 
1

max
N

t tj
j

UMP R
=

= . 

3.3   A Fuzzy Bilevel Optimization Model for Strategic Biddings in Electricity 
Markets 

From the analysis in above, we know that in an auction-based day-ahead electricity 
market, each GC tries to maximize its own profit by strategic bidding, and each MO 
tries to minimize its total electricity purchase fare. The decision from either of them 
will influence the other. This is a typical bilevel decision problem, which has multi-
leaders and only one follower, with GCs as leaders and a MO as a follower.  

By combining the strategic pricing model defined in (6) with the generation output 
dispatch model defined in (7), we establish a fuzzy bilevel optimization model for 
competitive strategic bidding-generation output dispatch in an auction-based day-
ahead electricity market as follows: 
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  (8) 

where tjα and tjβ  are the bidding coefficients of unit j at time t , jjj cba ~,
~

,~  are fuzzy 

cost coefficients, L  is the number of generating companies, 
i

ti tj
j G

P P
∈

= ∑ , minjP  is the 

minimum output power of the j-th unit, maxjP is the maximum output power of the j-th 

unit, jD is the maximum downwards ramp rate of the j-th unit, and jU is the maxi-

mum upwards ramp rate of the j-th unit. 
This is a bilevel problem with fuzzy parameters. In order to get a solution, we will 

develop a solution algorithm in next section. 

4   A Particle Swarm Optimization Based Algorithm 

In this section, we use the strategy adopted in PSO method [13] to develop a PSO-
based algorithm to reach a solution for the problem defined by (8) . 



 A Fuzzy Bilevel Model and a PSO-Based Algorithm 741 

Fig.1 outlines the main structure of this algorithm. We first sample the leaders-
controlled variables to get some candidate choices for leaders. Then, we deal with 
fuzzy coefficients by the fuzzy ranking method defined in Definition 2.1. For every 
leader's choice we use PSO method together with Stretching technology [13] to get 
the follower's response. Thus a pool of candidate solutions for both the leaders and the 
follower is formed. By pushing every solution pair moving towards current best ones, 
the whole solution pool is updated. Once a solution is reached for the leaders, we use 
Stretching technology to escape local optimization. We repeat this procedure by a pre-
defined count and reach a final solution. 

 

Fig. 1. The outline of the PSO based algorithm 

The detailed PSO-based algorithm has two parts, Algorithm 1, which is to generate 
the response from a follower, and Algorithm 2, which is to generate optimal strategies 
for all leaders. These two algorithms are specified as below. 
 

Algorithm 1: Generate the response from a follower 
Step 1: Input the values of ijx from the L leaders; 

Step 2: Sample fN  candidates iy  and the corresponding velocities 
iyv , i = 1,…, fN ; 

Step 3: Initiate the follower's loop counter fk =0; 

Step 4: Record the best particles 
iyp  and *y  from 

iyp , i = 1,…, fN ; 

Step 5: Update velocities and positions using 
1 *

1 2

+1 1
i

( ) ( )
i i i

i

k K K K K K K
y f y f l y i f l i

K K k
i y

v w v c r p y c r y y

y y v

+

+

= + − + −

= +
 

Step 6: fk  = fk  + 1; 

Step 7: If fk ≥ fMaxK  or the solution changes for several consecutive generations are 

small enough, then we use Stretching technology to obtain the global solution and go 
to Step 8. Otherwise go to Step 5; 
Step 8:  Output *y  as the response from the follower. 
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Algorithm 2: Generate optimal strategies for leaders 
Step 1: Sample lN  particles of ijx , and the corresponding velocities 

ijxv ; 

Step 2: Initiate the leaders' loop counter lk = 0; 

Step 3: For the k-th particle, k =1,…, lN , calculate the optimal response ( )i ir x−  by 

Formula (5), i = 1,…,L; 
Step 3.1 : Sample lN  particles ijx within the constraints of ijx ; 

Step 3.2 : By calling Algorithm 1, we calculate the rational response from the fol-
lower; 
Step 3.3 : Using PSO technique, we obtain ( )i ir x− ; i = 1,…,L; 

Step 4: By using the fuzzy ranking method defined in Definition 2.1, calculate the 
function value of every particle by Formula (6); 
Step 5: Record 

ijxp ,  *
ijx ,  j = 1,…, lN  for each ijx , j = 1,…, lN   

Step 6: Update velocities and positions using 
1 *

1 2

+1 1
ij

( ) ( )
ij ij ij

ij

k K K K K K K
x l x l l x ij l l ij ij

K K k
ij x

v w v c r p x c r x x

x x v

+

+

= + − + −

= +
 

Step 7: lk  = lk  + 1; 

Step 8: If 
1

| ( ) |   
L

i i i
i

x r x ε−
=

− ≤∑ or lk ≥ lMaxK , then we use Stretching technology to 

current leaders' solutions to obtain the global solution. 
 
Notations used in the algorithms are detailed in Table 1. 

Table 1. Explanation of some notations used in the PSO-based algorithm 

lN
 

the number of candidate solutions (particles) for leaders 

fN  the number of candidate solutions (particles) for the follower 

ijx  the j-th candidate solutions for the controlling variables from i-th leader 

ijxp  the best previously visited position of ijx  

*
ijx  current best one for particle ijx  

ijxv  the velocity of ijx  

lk  current iteration number for the upper-level problem 

iy  i-th candidate solution for the controlling variables from the follower 

iyp  the best previously visited position of iy  

*y  current best one for particle y 

iyv  the velocity of iy  

fk  current iteration number for the lower-level problem 

lMaxK  the predefined max iteration number for lk  
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Table 1. (continued) 

fMaxK  the predefined max iteration number for fk  

,l fw w  inertia weights for leaders and follower respectively (coefficients for PSO) 

,l fc c  acceleration constants for leaders and follower respectively (coefficients for 
PSO) 

5   Conclusions 

Based on the analysis for strategic bidding behaviors in a day-ahead electricity mar-
ket, this paper builds up a fuzzy bilevel optimization model for it. The PSO-based 
algorithm given in this paper is to obtain solutions for competitive strategic bidding 
problems, and to provide GCs competitive strategic biddings within network security 
constraints. 

Further theory research and experiment analysis will be carried to study the bid-
ding strategy in day-ahead electricity markets through collecting more data from real 
world. 
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Abstract. Fuzzy preference relations are frequently adopted by decision makers 
to express their preference tendency toward alternatives. Due to the lack of ex-
pertise of knowledge, decision makers may not be able to specify complete 
preference relation. To deal with incomplete fuzzy preference relations, Xu [26] 
proposed prioritization methods for incomplete fuzzy preference relations where 
he postulated a correspondence between priority vector and additive consistent 
incomplete fuzzy preference relation. In this paper, we are going to prove the 
correspondence does not always hold.  

Keywords: consistent incomplete fuzzy preference relation, incomplete fuzzy 
preference relation, priority vector. 

1   Introduction 

Much research has been devoted to develop new methods to facilitate the decision 
process for decision makers. Introducing of the fuzzy theory into decision model is one 
of these advancements. Different models have been proposed for decision-making 
problems under fuzzy environment [15-18]. Decision-making process usually consists 
of multiple individuals interacting to reach a decision. Different experts may express 
their evaluations by means of different preference representation formats and as a result 
different approaches to integrating different preference representation formats have 
been proposed [1,2,8,10,29,30]. In these research papers, many reasons are provided 
for fuzzy preference relations to be chosen as the base element of that integration. 

One important issue of fuzzy preference relation is that of “consistency” [3,4,11]. 
Many properties have been suggested to model transitivity of fuzzy preference relations 
and some of these suggested properties are as follows: 

(1) Triangle condition [11,19] 
(2) Weak transitivity [11,23] 
(3) Max-min transitivity [11,28] 
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(4) Max-max transitivity [7,11,28] 
(5) Restricted max-min transitivity [11,23] 
(6) Restricted max-max transitivity [11,23] 
(7) Additive transitivity [11,19,23] 
(8) Multiplicative transitivity [11,22,23,25,27] 

Amongst these properties two of them attract more attentions in recent research 
[11,25,26], which are additive transitivity and multiplicative transitivity. 

One of research focuses of fuzzy preference relations is to prioritize alternatives 
based on the fuzzy preference relation. Many methods have been proposed to draw 
priorities from a multiplicative preference relation, such as the eigenvector method 
[22], the least square method [12], gradient eigenvector method [5], logarithmic least 
square method [6] and generalized chi square method [24], etc. When using fuzzy 
preference relations, some priority methods have been given using what have been 
called choice functions or degrees [1,9,13,14,20,21].  

Another important research issue of fuzzy preference relations is how to draw con-
sistent preferences when the fuzzy preference relations are incomplete. Xu [26] has 
proposed two goal programming models, based on additive consistent incomplete 
fuzzy preference relation and multiplicative consistent incomplete fuzzy preference 
relation, for obtaining the priority vector of incomplete fuzzy preference relations. In 
Xu’s method based on additive consistency, he postulated a correspondence between 
priority vector and additive consistent incomplete fuzzy preference relation. We are 
going to provide formal proof that the correspondence does not always hold.. 

2   Preliminaries 

For simplicity, we let },,2,1{ nN K= . 

Definition 2.1. Let nnijrR ×= )(  be a preference relation, then R  is called a fuzzy 
preference relation [2,13,23], if 

Njirrrr iijiijij ∈==+∈ , allfor             5.0            ,1            ],1,0[ . 

Definition 2.2. Let nnijrR ×= )(  be a fuzzy preference relation, then R  is called an 
additive consistent fuzzy preference relation, if the following additive transitivity 
(given by Tanino [23]) is satisfied: 

Nkjirrr jkikij ∈+−= ,, allfor              ,5.0  

Definition 2.3. Let nnijrR ×= )(  be a fuzzy preference relation, then R  is called a 
multiplicative consistent fuzzy preference relation, if the following multiplicative 
transitivity (given by Tanion [23]) is satisfied: 

Nkjirrrrrr jkijkijikjik ∈= ,, allfor               
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Xu extended the concepts in previous section to the situations where the preference 
information given by the DM (decision maker) is incomplete. 

Definition 2.4. [26] Let nnijrR ×= )(  be a preference relation, then R  is called an 
incomplete fuzzy preference relation, if some of its elements cannot be given by the 
DM, which we denote by the unknown number x , and the others can be provided by 
the DM, which satisfy 

5.0            ,1            ],1,0[ ==+∈ iijiijij rrrr . 

Definition 2.5. [26] Let nnijrR ×= )(  be an incomplete fuzzy preference relation, then 
R  is called an additive consistent incomplete fuzzy preference relation, if all the 
known elements of R  satisfy the additive transitivity  

5.0+−= jkikij rrr . 

Definition 2.6. [26] Let nnijrR ×= )(  be an incomplete fuzzy preference relation, then 

R  is called a multiplicative consistent incomplete fuzzy preference relation, if all the 

known elements satisfy the multiplicative transitivity jkijkijikjik rrrrrr = . 
For the convenience of computation, Xu constructed an indication matrix 

nnij ×=Δ )(δ  of the incomplete fuzzy preference relation nnijrR ×= )( , where 

⎪⎩

⎪
⎨
⎧

≠

=
=

.      ,1

      ,0

xr

xr

ij

ij

ijδ  

Xu [26] developed two goal programming models, based on additive consistent in-
complete fuzzy preference relation and multiplicative consistent incomplete fuzzy 
preference relation respectively, for obtaining the priority vector of incomplete fuzzy 
preference relation. 

Let T
nwwww ),,,( 21 K=  be the priority vector of the incomplete fuzzy pref-

erence relation nnijrR ×= )( , where 0≥iw , Ni ∈ , 1
1

=∑
=

n

i
iw . 

Xu postulated that 
(1) If nnijrR ×= )(  is an additive consistent incomplete fuzzy preference 

relation, then such a preference relation is given by 

Njiwwr jiijijij ∈+−= ,        )],1(5.0[δδ .                       (1) 

(2) If nnijrR ×= )(  is a multiplicative consistent incomplete fuzzy prefer-
ence relation, then such a preference relation is given by 

Nji
ww

w
r

ji

i
ijijij ∈

+
= ,                   δδ .                           (2) 



748 P.-D. Shen et al. 

 

Based on (1), Xu constructed the following multi-objective programming model to 
obtain the priority vector: 

∑
=

=∈≥

∈+−−=
n

i
ii

jiijijij

wNiwts

Njiwwr

1

1   ,    ,0   ..               

,       |,)1(5.0|  min  (MOP1) δε
         (3) 

Based on (2), Xu formulated another multi-objective programming model to derive the 
priority vector: 

∑
=

=∈≥

∈−=
n

i
ii

iijjijijij

wNiwts

Njiwrwr

1

1   ,    ,0   ..               

,       |,|  min  (MOP2) δε
              (4) 

3   Relations between Fuzzy Preference Relation and Priority Vector 

Xu [26] postulated that an additive consistent incomplete fuzzy preference relation 

nnijrR ×= )(  satisfies (1). However, (1) does not hold for all additive consistent fuzzy 
preference relation, which is proven in the following theorem. 

 
Theorem 3.1 For any 3≥n , there exits incomplete fuzzy preference rela-
tion nnijrR ×= )(  such that R  is an additive consistent incomplete fuzzy preference 
relation but violates (1). 

<Proof> Let nnijrR ×= )(  be an incomplete fuzzy preference relation where  

⎪⎩

⎪
⎨
⎧

+
−
−

>=
=

otherwise.     2/)1
1

(

,2 and 2                       

n

ji

jix
rij  Note that for all known ijr  we have 

12/)1
1

(0 ≤+
−
−=≤

n

ji
rij  and 5.0=iir . For all known ijr ikr jkr , we have 

ij

jkik

r
n

ji
n

kj

n

ki
rr

=

+
−
−=

++
−
−−+

−
−=+−

2/)1
1

(

5.02/)1
1

(2/)1
1

(5.0

. 

Following the definition 2.5, nnijrR ×= )(  is an additive consistent incomplete fuzzy 
preference relation. We find that the priority vector T

nwwww ),,,( 21 K=  that 
satisfies  
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Njiwwr jiijijij ∈+−= ,        )],1(5.0[δδ , 

would be 
1

1

−
−+=

n

i
cwi , where ni ≤≤1 c  is a nonnegative number . Since 

1
21

>+=∑
=

n
ncw

n

i
i ,  

it is impossible to find 0≥iw  such that 1
1

=∑
=

n

i
iw . We can conclude that for the additive 

consistent incomplete fuzzy preference relation R , it is impossible to find the priority vector 

T
nwwww ),,,( 21 K=  such that Njiwwr jiijijij ∈+−= ,        )],1(5.0[δδ , 

where 0≥iw  and 1
1

=∑
=

n

i
iw .          

 

Example 3.1. Consider the following incomplete fuzzy preference relation for four 
alternatives: 

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

=

5.0625.01

375.05.0875.0

5.075.0

0125.025.05.0

1

x

x

xx
R . 

It is very easy to verify that all the known elements of 1R  satisfy the additive  
transitivity  

5.0+−= jkikij rrr . 

Following the definition 2.5, 1R  is called an additive consistent incomplete fuzzy 

preference relation. We find that the priority vector Twwwww ),,,( 4321= that sat-

isfies Njiwwr jiijijij ∈+−= ,        )],1(5.0[δδ would be 

1,75.0 ,5.0 , 4321 +=+=+== cwcwcwcw , where c  is a nonnegative 

number. Since 0425.24321 ≥+=+++ cwwww , it is impossible to find 

0≥iw  such that 1
1

=∑
=

n

i
iw  and Njiwwr jiijijij ∈+−= ,        )],1(5.0[δδ . 
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4   Conclusion 

We have provided a formal proof that the correspondence in equation (1) is not always 
valid for additive consistent incomplete fuzzy preference relations. The proof provides 
insight of the nature of additive consistency, i.e., the difficulty in prioritization as-
suming the weights are additive. In other words, the prioritization of additive incom-
plete fuzzy preference relations needs more treatment than other types of incomplete 
fuzzy preference relations. 
 
Acknowledgement. This research work was partially supported by the National Science 
Council of the Republic of China under grant No. NSC96-2416-H-019-004-MY2 and 
grant No. NSC 97-2221-E-019 -022 -. 

References 

1. Chiclana, F., Herrera, F., Herrera-Viedma, E.: Integrating three representation models in 
fuzzy multipurpose decision making based on fuzzy preference relations. Fuzzy Sets and 
Systems 97, 33–48 (1998) 

2. Chiclana, F., Herrera, F., Herrera-Viedma, E.: Integrating multiplicative preference rela-
tions in a multipurpose decision-making model based on fuzzy preference relations. Fuzzy 
Sets and Systems 122, 277–291 (2001) 

3. Chiclana, F., Herrera, F., Herrera-Viedma, F.E.: Reciprocity and consistency of fuzzy 
preference relations. In: De Baets, B., Fodor, J. (eds.) Principles of Fuzzy Preference Mod-
elling and Decision Making, pp. 123–142. Academia Press (2003) 

4. Chiclana, F., Herrera, F., Herrera-Viedma, F.E.: Rationality of induced ordered weighted 
operators based on the reliability of the source of information in group decision-making. 
Kybernetika 40, 121–142 (2004) 

5. Cogger, K.O., Yu, P.L.: Eigenweight vectors and least-distance approximation for revealed 
preference in pairwise weight ratios. Journal of Optimization Theory and Application 46, 
483–491 (1985) 

6. Crawford, G., Williams, C.: A note on the analysis of subjective judgement matrices. 
Journal of Mathematical Psychology 29, 387–405 (1985) 

7. Dubois, D., Prade, H.: Fuzzy Sets and Systems: Theory and Application. Academic Press, 
New York (1980) 

8. Fan, Z.-P., Xial, S.-H., Hu, G.-F.: An optimization method for integrating tow kinds of 
preference information in group decision-making. Computers & Industrial Engtineering 46, 
329–335 (2004) 

9. Herrera, F., Herrera-Viedma, E., Verdegay, J.L.: A sequential selection process in group 
decision-making with linguistic assessment. Information Sciences 85, 223–239 (1995) 

10. Herrera, F., Martinez, L., Sanchez, P.J.: Managing non-homogeneous information in group 
decision making. European Journal of Operational Research 166, 115–132 (2005) 

11. Herrera-Viedma, E., Herrera, F., Chiclana, F., Luque, M.: Some issues on consistency of 
fuzzy preference relations. European Journal of Operational Research 154, 98–109 (2004) 

12. Jensen, R.E.: An alternative scaling method for priorities in hierarchical structures. Journal 
of Mathematical Psychology 28, 317–332 (1984) 

13. Kacprzyk, J.: Group decision making with a fuzzy linguistic majority. Fuzzy Sets and Sys-
tems 18, 105–118 (1986) 



Correspondence between Incomplete Fuzzy Preference Relation and Its Priority Vector 751 

 

14. Kacprzyk, J., Roubens, M.: Non-Conventional Preference Relations in Decision-Making. 
Springer, Berlin (1988) 

15. Lee, H.-S.: Optimal consensus of fuzzy opinions under group decision making environment. 
Fuzzy Sets and Systems 132(3), 303–315 (2002) 

16. Lee, H.-S.: On fuzzy preference relation in group decision making. International Journal of 
Computer Mathematics 82(2), 133–140 (2005) 

17. Lee, H.-S.: A Fuzzy Method for Measuring Efficiency under Fuzzy Environment. In: Kho-
sla, R., Howlett, R.J., Jain, L.C. (eds.) KES 2005. LNCS, vol. 3682, pp. 343–349. Springer, 
Heidelberg (2005) 

18. Lee, H.-S.: A Fuzzy Multi-Criteria Decision Making Model for the Selection of the Dis-
tribution Center. In: Wang, L., Chen, K., S. Ong, Y. (eds.) ICNC 2005, vol. 3612, pp. 
1290–1299. Springer, Heidelberg (2005) 

19. Luce, R.D., Suppes, P.: Preference utility and subject probability. In: Luce, R.D., et al. (eds.) 
Handbook of Mathematical Psychology, vol. III, pp. 249–410. Wiley, New York (1965) 

20. Orlovvsky, S.A.: Decision making with a fuzzy preference relation. Fuzzy Sets and Sys-
tems 1, 155–167 (1978) 

21. Roubens, M.: Some properties of choice functions based on valued binary relations. Euro-
pean Journal of Operational Research 40, 309–321 (1989) 

22. Saaty, T.L.: The Analytic Hierarchy Process. McGraw-Hill, New York (1980) 
23. Tanino, T.: Fuzzy preference orderings in group decision-making. Fuzzy Sets and Sys-

tems 12, 117–131 (1984) 
24. Xu, Z.S.: Generalized chi square method for the estimation of weights. Journal of Optimi-

zation Theory and Applications 107, 183–192 (2002) 
25. Xu, Z.S.: Two methods for ranking alternatives in group decision-making with different 

preference information. Information: An International Journal 6, 389–394 (2003) 
26. Xu, Z.S.: Goal programming models for obtaining the priority vector of incomplete fuzzy 

preference relation. International Journal of Approximate Reasoning 36, 261–270 (2004) 
27. Xu, Z.S., Da, Q.L.: An approach to improving consistency of fuzzy preference matrix. 

Fuzzy Optimization and Decision Making 2, 3–12 (2003) 
28. Zimmermann, H.J.: Fuzzy Set Theory and Its Applications. Kluwer, Dordrecht (1991) 
29. Zhang, Q., Chen, J.C.H., He, Y.-Q., Ma, J., Zhou, D.-N.: Multiple attribute decision making: 

approach integrating subjective and objective information. International Journal of Manu-
facturing Technology and Management 5(4), 338–361 (2003) 

30. Zhang, Q., Chen, J.C.H., Chong, P.P.: Decision consolidation: criteria weight determination 
using multiple preference formats. Decision Support Systems 38, 247–258 (2004) 

 

 



J.D. Velásquez et al. (Eds.): KES 2009, Part II, LNAI 5712, pp. 752–760, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Nature Inspired Design of Autonomous Driving Agent –– 
Realtime Localization, Mapping and Avoidance of 

Obstacle Based on Motion Parallax 

Ivan Tanev and Katsunori Shimohara 

Department of Information Systems Design, Doshisha University, 
1-3 Miyakodani, Tatara, Kyotanabe 610-0321 Japan 

{itanev,kshimoha}@mail.doshisha.ac.jp 

Abstract. We present an approach for nature-inspired design of the driving 
style of an agent, remotely operating a scale model of a car with obstacle avoid-
ance capabilities. The agent perceives the position of the car from an overhead 
video camera and conveys its actions to the car via standard radio control 
transmitter. In order to cope with the video feed latency we propose an anticipa-
tory modeling in which the agent considers its current actions based on the an-
ticipated intrinsic (rather than currently available, outdated) state of the car and 
its surrounding. Moreover, in a real-time the agent is able (i) to detect a static 
obstacle with a priori unknown coordinates using onboard video camera, (ii) to 
map the global position of the obstacle in a nature-inspired way by observing 
the dynamics of the change of visual angle (i.e., the motion parallax) of the ob-
stacle in several consecutive video frames, and, (iii) in the vicinity of the latter, 
to employ a potential field-based obstacle avoidance maneuver. Presented work 
could be seen as a step towards the automated design of the control software of 
remotely operated vehicles capable to find a safe solution in changeable and 
uncertain environments. 

1   Introduction 

The success of the computer playing sport games has long served as touchstone of the 
progress in the filed of artificial intelligence (AI) [3][4]. The expanding scope of 
applicability of AI, when the latter is employed to control the individual characters 
(agents) which are able to “learn” the environment and to adopt an adaptive optimal 
(rather than a priori preprogrammed) playing tactics and strategy include soccer [6], 
F1 racing [10], Motocross racing, etc. Focusing in the domain of car racing, in this 
work we consider the problem of designing a driving agent, able to remotely control a 
scale model of a car, which runs in a safest possible way around a predefined circuit 
with an obstacle featuring a priori unknown position.  

The objective of our work is a nature inspired design of the functionality of driving 
agent, able to remotely operate a scale model of racing car (hereafter referred to as 
“car”). The agent should be able to control the car in (i) a consistent way and (ii) to 
avoid small, static obstacle situated in the driving line at a priory unknown position. 
An agent with such capabilities would open up an opportunity for building a  
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framework of a novel racing games in which the human competes against a computer 
with both of them remotely operating scale models, rather than simulated cars. The 
proposed approach could also be applied for the design of the control software of 
remotely operated robust vehicles capable to find a safe solution to various tasks in 
different environmental situations and conditions. 

Achieving the objective implies that the following tasks should be addressed: (i) 
developing an approach that allows the agent to adequately control the scale model of 
the car addressing the challenge of controlling a fast moving artifact via closed con-
trol loop with a finite feedback latency; (ii) formalizing the driving style and defining 
the key parameters that describe it, and (iii) developing an algorithm paradigm for 
automated definition of the fastest driving style by setting its key parameters to their 
optimal values. 

Achieving the objective implies that the following tasks should be addressed: 
 

(i) Developing an approach allowing the agent to adequately control the scale model 
of the car addressing the challenge of dealing with the control feedback latency, 

(ii) Formalizing the notion of driving style with obstacle avoidance capabilities and 
defining the key parameters which describe it, and 

(iii) Localization of the obstacle, mapping its position in the global scene, and per-
forming the obstacle avoidance maneuver in a real time.  

 

The related research done by Wloch and Bentley [10] demonstrates the feasibility of 
applying genetic algorithms for automated optimization of the setup of the simulated 
racing car. Togelius and Lucas [8] used scale models of cars in their research to dem-
onstrate the ability of the artificial evolution to develop optimal neuro-controllers with 
various architectures.  However, the effects of the inherent latencies in the video 
feedback on either the precision or the speed of the car was beyond the scope of their 
work. In our previous work [9], we discuss an evolutionary approach to optimize the 
controller of a scale model of a racing car capable to avoid a small obstacle situated in 
the optimized (via genetic algorithms) driving line. However, the position of the ob-
stacle in the global scene is considered was a priory known, and consequently, the 
real time detection and mapping was not investigated in the considered research.   

The remaining of the article is organized as follows. Section 2 introduces the 
hardware configuration used in our work. It also elaborates on the formalization of the 
driving style and the adequacy of the control of the car with latency feedback. Section 
3 discusses the nature inspired approach based on motion parallax, for real time detec-
tion, mapping and avoidance of a small obstacle. This section also presents the ex-
perimental results. Section 4 draws a conclusion. 

2    System Configuration 

2.1   The Car 

In our experiments we choose the 1:20, off-the-shelf scale model of a car., which 
features a digital-proportional radio remote control (RC) with functionality including 
"forward", "reverse" (both with controllable velocity) and "neutral" throttle control 
commands and "left", "right" (both with controllable steering angle) and "straight" 
steering controls. The car has the following two favorable features: (i) a wide steering 
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angularity, and (ii) a differential drive. The former feature implies a reduced turning 
angle, and consequently, high maneuverability of the car. The latter feature - differen-
tial rear wheels drive (similar to the real cars’) implies that that the torque of the  
motor is split and delivered to the rear wheels in a way that allows them to rotate at 
different angular speeds if necessary, e.g., under cornering. Therefore, the car turns 
without a rear wheels spin, which results in a smooth entrance into the turns and a 
good traction at their exits. 

2.2   Perceptions and Actions of the Driving Agent 

The driving agent, which controls the car, perceives the current state (location, orien-
tation, and speed) of the car from an overhead video camera. The camera features a 
high definition CCD sensor and lenses with wide field of view (66 degrees), which 
allows to cover a sufficiently wide area of about 3500mm x 1800mm from an altitude 
of about 2500mm. In our experiments camera operates at 640x480 pixels mode, with 
a video sampling interval of about 33ms. The camera is connected to the personal 
computer (PC) through a video capture board. 

The state of the car is perceived by the onboard camera as illustrated in Figure 2. 
The car actively emits an infrared (IR) light which is used by overhead camera to 
track the current position of the car. Such active IR tracking of the car contributes to 
both a better reliability and precision compared to the previously implemented passive 
tracking in the visible light spectrum. The latter proved to be prone to significant error 
due to changeable light condition and variable foreshortening. A snapshot of view of 
overhead camera, with a car tracked by its IR emission, is shown in Figure 3. 

The agent’s actions (a series of steering and throttle commands) are conveyed to 
the car via standard radio control transmitter operating in 27MHz band. The two-
channel digital proportional steering and throttle controls are modeled as a computer-
generated 8 bit digital signal (4 bits per channel), converted by analog-to-digital  
converter (ADC) to analog values directly fed to the RC unit. These analog values 
model the electrical potential normally obtained from the human-operated control 
potentiometers of the RC unit.  The ADC is mounted on a small interface board, con-
nected to the parallel (LPT) port of the PC. 
 

 

Fig. 1. System configuration 
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Fig. 2. State of the car and environment perceived by the driving agent 

 

Fig. 3. Snapshot of the overhead camera view of the car, tracked by IR light 

2.3   Parameters of the Driving Style 

We consider the driving style as the driving line, which the car follows before, 
around, and after the turns in the circuits combined with the speed, at which the car 
travels along this line. Our choice of driving styles’ parameters is based on the view, 
shared among the drivers from various teams in different formulas of high perform-
ance and competitive driving, that (i) the track can be seen as a set of consequent 
turns they need to optimize divided by simple straights and that (ii) the turns and both 
the preceding and following straights should be treated as a single whole [2]. There-
fore, we introduce the following key attributes of the driving style: (i) straight-line 
gear - the gear at which the car approaches the turn, (ii) turning gear, (iii) throttle lift-
off zone – the distance from the apex at which the car begins slowing down from the 
velocity corresponding to the straight line gear to the velocity of the turning gear, (iv) 
braking velocity - the threshold, above which the car being in the throttle lift-off zone, 
applies brakes (i.e., reverse throttle command) for slowing down, and (v) approach 
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(homing) angle – the bearing of the apex of the turn. Higher values of the latter pa-
rameter yield wider driving lines featuring higher turning radiuses.  

2.4   Automated Control of the Car by Driving Agent 

Viewing the desired values of driving style parameters as values that the agent needs 
to maintain, the functionality of the agent includes a continuously perceiving of the 
state (location, orientation, and speed) of the car and the environment (via onboard 
camera), computing the error between the values of these parameters and the a priory 
defined, desired values, and issuing such steering and throttle commands that would 
minimize this error.  

2.5   Anticipatory Modeling 

The delays introduced in the feedback control loop (shown in Figure 1) by the latency 
of the video feed imply that the current actions of the driving agents are based on 
outdated perceptions, and consequently, outdated knowledge about its own state and 
the surrounding environment. For the hardware used in our system, the aggregated 
latency is about 100ms, which results in a maximum error of perceiving the position 
of the car of about 200mm (scaled error of 4m) when the later runs at its maximum 
speed of 2000mm/s (scaled speed of 172km/h). The latency also causes an error in 
perceiving the orientation (bearing) and the speed of the car. The approach is  
somehow related to the dead reckoning in GPS-based vehicle navigation [1]. As dem-
onstrated in [9], the cumulative effect of these errors renders the tasks of precisely 
following even simple O-, 8-, and S-shaped routes hardly solvable.  

In the proposed approach of incorporating an anticipatory modeling [7], the driving 
agent considers its current actions based on anticipated intrinsic (rather than currently 
available, outdated) state of the car and surrounding environment. The driving agent 
anticipates the intrinsic state of the car (position, orientation, and speed) from the 
currently available outdated (by 100ms) state by means of iteratively applying  
the history of its own most recent actions (i.e., the throttle and steering commands) to 
the internal model of the car. It further anticipates the perception information related 
to the surrounding environment, (e.g., the distance and the bearing to the apex of the 
next turn) from the viewpoint of the anticipated intrinsic position and orientation of 
the car.  

3   Realtime Detection, Mapping and Avoidance of Obstacle 

Obstacle avoidance is a key capability of any mobile robot. However, depending on 
what the characteristics of the obstacle are (large or small, static or moving), whether 
the artifact is a priori aware of it or not, and when it is introduced to the scene (before 
the trial or at runtime), the implementation of obstacle avoidance requires an address-
ing of numerous algorithmic and technological challenges. In this work we consider 
the simplest case of a static obstacle with a priori unknown properties (position and 
size), introduced to the scene during the time trial. Such an obstacle, prior to being 
circumnavigated, should be detected in a realtime and mapped in the global scene. 
The following subsections are intended to elaborate on this issues. 
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3.1   Obstacle Detection 

In order to detect the obstacle we use a wireless video camera mounted onboard of the 
car. The camera features a 70 degrees visual field, and perceives the visual angle of 
the obstacle (if detected) as a simple, one-dimensional estimation of the relative posi-
tion of the obstacle regarding the car. In order to prevent the scanning of the entire 
visual field of the camera in the search for obstacle, we employ an anticipatory track-
ing of the latter, which implies that the agent scans only that part of the entire visual 
field, which corresponds to the area the obstacle is most likely to be detected. This 
area in the visual field of the camera is anticipated from the dynamics of the relative 
movement of the obstacle in the visual field of the onboard camera during the most 
recent video frames. The scanned area in the visual field of onboard camera is shown 
by the narrow frame marked by dashed white line in Figure 4. 

 

Fig. 4. The scanned area (white dashed frame) in the visual field of onboard camera corre-
sponding to the canonical (left) and anticipatory tracking of the obstacle (right) 

3.2   Nature Inspired Mapping of the Obstacle 

The mapping of the obstacle is intended to position the obstacle, detected in the visual 
field of the onboard camera, into the global scene. In order to implement such map-
ping, we propose a nature inspired mapping based on motion parallax of the obstacle 
as illustrated in Figure 5. Similar mechanism is employed by most insects in nature 
for efficient navigation of challenging terrains. As Figure 5 illustrates, the global 
position (Car_x and Car_y) and orientation (Car_a), integrated with the relative bear-
ing of the obstacle (Cam_a) for two instants of the moving car are sufficient for the 
determination of the absolute position of the obstacle in the global scene (Obst_x and 
Obst_y) by means of dynamic triangulation. 

As the real data, involved in the computation of the absolute position of the obsta-
cle are inherently noisy, we employ a linearly approximating filtering of these infor-
mation. Moreover, in order to additionally minimize the error in the determination of 
the position of the obstacle, the activation of the algorithm for determination of the 
position of the obstacle is computer only when the angle between the position of the 
car for the two instants viewed from the obstacle (angle Beta, as shown in Figure 5) is 
wide enough. The sufficiency of the value of this angle is guaranteed by the allowed 
time interval between the two instants. This time interval in our approach is set to 20 
time steps, which corresponds to 660ms.  
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Fig. 5. Defining the global position of the obstacle (Obst_x and Obst_y) by means of fusion of 
the information about the global position and orientation of the car obtained from the overhead 
camera (Car_x, Car_y, Car_a, respectively) and the relative position of the obstacle perceived 
by onboard camera (Cam_a) for two instants of the moving car 

3.3   Obstacle Avoidance 

Obstacle avoidance is a key feature of any mobile robot [5]. In this very preliminary 
work we consider the simplest case of a static obstacle with a priori unknown posi-
tion, introduced to the scene during the time trial. For the considered problem domain 
of automated control of a scale car, the problem of obstacle avoidance can be viewed 
as discovering the driving line of circumnavigating an obstacle that result in a safe run 
around a predefined circuit. The real time detection and mapping of the obstacle, 
transforms the above mentioned task into a task of dealing with an obstacle with 
known position, introduced to the scene well before the initiation of the obstacle 
avoidance maneuver. 

Adopting the repulsive potential field approach of obstacle avoidance, we view the 
steering the car away from the obstacle as a mechanism of correcting the desired 
angle of approach (Desired_AA) of the apex of the following turn. The parameteriza-
tion of the maneuver is shown in Figure 6. As figure illustrates, the steering correction 
is initiated when the car enters the obstacle zone, which is assumed to happed after 
the detection and mapping of the obstacle. Consonant with the repulsive potential 
field approach, the degree of this correction depends on the angular distance between 
the car and the obstacle (Figure 6, parameter AO) as follows: the correction AC of 
Desired_AA is set to its maximal (initial) value (Figure 6, parameter ACI) when the 
bearing of the obstacle is minimal (i.e., AO=0, when the car travels head on into  
the obstacle). Then the correction AC decreases inversely proportionally to zero with 
the increase of the bearing AO to its maximal value (i.e., AO=90 degrees when the car 
is lined-up with the obstacle). In addition to the steering correction, a throttle control 
is also applied to maintain the desired velocity VO while negotiating the obstacle. The 
obstacle avoidance parameters, predefined by user, are the direction of avoidance  
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Fig. 6. Parameterization of obstacle avoidance. ZO, ACI and VO are the preset desired values of 
the radius of the obstacle zone, initial (at the entrance of obstacle zone) correction to the apex 
approach angle and the speed inside the obstacle zone respectively; DO and AO are the per-
ceived distance to- and bearing of the obstacle.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7. Driving lines of the car around a predefined circuit before and after the introduction of 
the obstacle 

(left or right), radius of the obstacle zone (ZO, set to 600mm), initial correction of the 
apex approach angle (ACI , set to 60 degrees) , and speed inside the obstacle zone (VO, 
set to about 1000mm/s). 

The driving line before and after the introduction of the obstacle into the scene dur-
ing the trial, is shown in Figure 7. The experimental results indicate that the average 
error in the real-time mapping of the obstacle is about 16 cm, which is comparable to 
the size of the scale car. 

4   Conclusion 

We demonstrated the feasibility of design of driving agent for automated control of a 
scale model of a car with obstacle avoidance capabilities. The agent’s actions are 
conveyed to the car via simple remote control unit. The agent perceives the state of 
the car from live video feed. In order to cope with the inherent video feed latency we 
implemented an approach of anticipatory modeling in which the agent considers its 
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current actions based on anticipated intrinsic (rather than currently available, out-
dated) state of the car and surrounding environment. We formalized the notion of 
driving style with obstacle avoidance capabilities and defined the key parameters, 
which describe it.  The agent perceives static obstacle at unknown position via on-
board video camera, maps it in the global scene employing a nature inspired approach 
based on the motion parallax of the obstacle, and employs a potential-filed approach 
for its circumnavigation. 
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an Intelligent Decision Support System for Dealing Stocks 
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Abstract. In this paper, we propose a new decision support system for dealing 
stocks which utilizes the predictions (obtained by NNs) concerning the occur-
rence of the “Golden Cross (GC) and Dead Cross (DC)”, those (also obtained 
by NNs) concerning the rate of change of the future stock price several weeks 
ahead, and that (also obtained by NNs) concerning the relative position of the 
stock price versus “GC” and “DC”. Computer simulation results concerning the 
dealings of the TOPIX for the last 15 years confirm the effectiveness of our ap-
proach.  

Keywords: neural networks, traditional technical analysis, golden cross, dead 
cross, TOPIX, improved DSS for dealing stocks. 

1   Introduction 

The widespread popularity of neural networks (NNs) in many different fields is 
mainly due to their ability to build complex nonlinear relationships between input 
variables and output variables directly from the training data.  NNs can provide mod-
els for a large class of real systems which are difficult to handle using traditional 
approaches [1]-[4]. 

In this paper, we shall propose a new DSS for dealing stocks which utilizes intel-
ligently the outputs from NNs which give a prediction concerning the occurrence of 
GC & DC, those which predict increase (decrease) rate of a stock price several weeks 
ahead, and those which predict the relative position of the future stock price versus 
crossing point of the two moving averages.  The outline of this paper is as follows.  In 
Section 2, we shall briefly touch upon the traditional technical analysis which predicts 
future tendency of the stock price by taking the relative relationship between “long 
term moving average” and “short term moving average” into account.  Then, we shall 
mention that a DSS relying upon only the prediction concerning the occurrence of 
GC&DC becomes sometimes unreliable. In Section 3, we shall propose a new DSS 
which utilizes not only the predictions concerning the occurrence of GC & DC, but 
also predictions concerning the rate of change of the future stock price several weeks 
ahead and those concerning the relative position of the stock price versus predicted 
crossing point of GC(DC).  In Section 4, computer simulation results concerning the 
dealings of the TOPIX during the rather long range of periods will be given.   
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2   Traditional Technical Analysis in the Financial Market 

In order to get an information concerning the current trend of the stock prices and /or 
indexes such as the TOPIX, the Nikkei-225 and etc., many stock traders have often 
relied upon the traditional technical analysis which takes the relative relationship 
between “the Long Term Moving Average (LTMA) “ and “the Short Term Moving 
Average (STMA)” into account.  Almost all of them have believed that the Golden 
Cross (Dead Cross) which STMA cuts LTMA upwards(downwards) gives a strong 
sign that suggests the upward (downward) moving of the future stock price. 

However, recently, we have noticed that GC & DC are not always reliable in mak-
ing a forecast of future movement of a stock price.  Their reliability depends strongly 
upon the relative changes of the STMA & LTMA near the crosses. Further, quite 
recently, we have also noticed that their reliability is also strongly influenced by the 
relative position of the stock price versus the crossing point.  

In the following section, we shall propose a new DSS which utilizes predictions 
(given by NNs) concerning the occurrence of GC (DC), rate of change of the future 
stock price several weeks ahead, and the relative position of the future stock price 
versus crossing point of the two moving averages. 
 
Remark 2.1.  Fig.1 shows the changes of the Nikkei-225 during each week (candle 
stick), changes of the short term moving average (solid line; 6 weeks moving average;  
year 2007), and changes of the long term moving average (dotted line; 13 weeks mov-
ing average; year 2007). 

 
 

 
Fig. 1. An Example of the Movements of the LTMA and the STMA near the Dead Crosses of 
the Nikkei-225 
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The long term moving average (LTMA) of the Nikkei-225 near the DC(1) does not 
move downwards.  On the other hand, the short term moving average (STMA) of the 
Nikkei-225 near the DC(1) moves downwards.  Further, the price of the Nikkei-225 at 
the week when the dead cross occurred is quite close to that of DC(1).  Nikkei-225 
did not go down heavily even after the occurrence of the dead cross. 

On the other hand, the situation near the DC(2) is quite different from that near 
DC(1). The LTMA moves downwards. Further, the STMA moves downwards heav-
ily.Also, changes of the Nikkei-225 occurred far below the crossing point of DC(2). 

We can easily observe that the Nikkei-225 has gone down quite heavily after the 
Dead Cross DC(2).   

3   A New Decision Support System (NDSS) for Dealing Stocks 
Which Utilizes Three Kinds of Predictions Obtained by NNs 

In the previous section, we mentioned that effectiveness for utilizing predictions of 
GC & DC in dealing stocks depends strongly upon the directions of STMA & 
LTMA near the crossing points and the relative position of stock price versus GC & 
DC. 

In the followings, we shall propose a new DSS which utilizes predictions (obtained 
by NNs) concerning the occurrence of GC & DC, the increase (decrease) rate of the 
future stock price several weeks ahead, and the relative position of the predicted stock 
price versus the predicted crossing point of the STMA & LTMA. 

 
NDSS 
Carry out dealing “Buy (Sell)” only when the following three conditions A), B) , and 
C) are satisfied. 
 
Condition A) : One of the following conditions (A-1) & (A-2) is satisfied. 
(A-1)  All of the outputs from n NNs are positive (negative) and the average of their 

absolute values is above 0.5. 

(A-2)  All of the following three conditions (2-a), (2-b), and (2-c) are satisfied. 

     (2-a)  The greater part of the outputs from n NNs is positive (negative). 
     (2-b)  The rate of the outputs having values over 0.7 (below - 0.7) exceeds 50 %     

of the number of the outputs having the same sign. 
     (2-c)  The average of the outputs from n NNs is above 0.5 (below – 0.5)  
 

Condition B) : The number of the NNs whose outputs have negative (positive) sign 
among the m NNs which are prepared for making predictions concerning the rate of 
change of future stock price several weeks ahead is smaller than (S – 1). 
 
Condition C) : The predicted stock price (by NNs) is above (below) the crossing 
point of the GC(DC). 
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Remark 3.1.   The n NNs in the Condition A) are prepared for making a prediction of 
GC(DC) several weeks before it occurs. Due to page, we don’t go into details. Inter-
ested readers are kindly asked to read the paper [5]. 
 
Remark 3.2.   Signs “positive” and “negative” in Condition A) and B) correspond to 
buying and selling, respectively. 
 
Remark 3.3.   Condition B) is prepared in order to let the proposed system make no 
response in the case that many NNs do not show any consistant forecast concerning 
the changes of the future stock price several weeks ahead.  

4   Computer Simulations 

We have carried out computer simulations concerning dealings of the TOPIX from 
1994 to 2008.  Table 1 shows the changes of the initial amount of money (10 billion 
yen) during each year by utilizing the new DSS (NDSS) proposed in the last sec-
tion, the PDSS proposed several years ago, After Crossing Method (ACM) which 
carries out dealing based upon the traditional technical analysis (which carries out 
dealing only after GC (DC) is found ), and the Buy-and-Hold method (BHM) [5]- 
[7].     The simulation results having been obtained confirm the effectiveness of the 
NDSS.  
 
Remark 4.1: In our simulations, we have set n = 7 and m = 21.  We have used  7 
k×k×1 neural network models (where k denotes the number of input variables hav-
ing been chosen by the sensitivity analysis [8]) for checking whether GC (DC) will 
occur in several weeks. We have also used 3×7 = 21 neural network models for 
making predictions concerning the increase (decrease) rate of changes of each 
individual stock in the Tokyo Stock Market 3 weeks, 4 weeks, and 5 weeks in the 
future.   
 
Remark 4.2: We have carried out neural network training by using the past data for 
three years. Table 2 shows the learning periods and the prediction periods.  

 
Remark 4.3: In the above simulations, we have used the rule which allows “dealing 
on credit”. Due to space, we don’t go into details. Interested readers are kindly asked 
to attend our presentation. 
 
Remark 4.4: In the above simulations, we have taken the charge for dealing into ac-
count by subtracting (0.001* (total money used for dealing) + 250,000) yen from the 
total fund for dealing. 

 
Remark 4.5: In the above simulations, we have assumed that we could carry out deal-
ing three times as much as the initial cash “10 thousand million yen” each year. 
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Table 1.  Total Return in Each Year Which Has Been Obtained by Each Method  
                                                                                               (TOPIX; Million Yen) 
 

  Buy&Hold  After Cross PDSS NDSS(s=12) 
A1(1994) 809 -146 681 2,204
A2(1995) 253 452 -3,038 5,862
A3(1996) -1,029 -266 -298 1,700
A4(1997) -2,238 -44 9,298 9,230
A5(1998) -802 -2,071 -1,416 2,091
A6(1999) 5,332 -488 -1,947 7,701
A7(2000) -2,557 1,037 961 1,358
A8(2001) -2,055 -66 -683 625
A9(2002) -2,014 -678 4,646 4,646
A10(2003) 2,432 1,770 11,438 11,438
A11(2004) 764 236 -1,110 -651
A12(2005) 4,365 -479 3,403 6,473
A13(2006) -43 -1,764 3,765 2,392
A14(2007) -1,207 -29 2,728 3,182
A15(2008) -3,924 -683 -3,157 8,960

Total Return -1,913 -3,221 25,270 67,211 
  NDSS(s=13) NDSS(s=14) NDSS(s=15) NDSS(s=16) 
A1(1994) 2,204 2,204 2,204 2,204 
A2(1995) 4,763 4,763 4,763 4,763 
A3(1996) 2,680 2,495 2,516 2,516 
A4(1997) 7,089 7,089 7,089 7,089 
A5(1998) 2,091 2,091 2,091 2,091 
A6(1999) 7,701 7,701 7,701 7,701 
A7(2000) 1,803 1,803 1,803 1,803 
A8(2001) 625 625 625 625 
A9(2002) 4,646 4,646 4,646 4,646 
A10(2003) 11,438 11,438 11,438 11,438 
A11(2004) -651 -651 -315 -315 
A12(2005) 6,473 12,685 12,685 12,685 
A13(2006) 4,122 5,046 5,046 4,451 
A14(2007) 3,182 4,590 4,590 4,590 
A15(2008) 5,407 5,829 1,615 2,245 

Total Return 63,573 72,356 68,498 68,534 
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Table 2.  Learning Periods and Prediction Periods  

    Learning Period     Prediction Period 
   A1 January 1991 - December 1993 January 1994 - December 1994 
   A2 January 1992 - December 1994 January 1995 - December 1995 

. 

. 

. 

. 

. 

. 

. 

. 

. 
   A15 January 2005 - December 2007 January 2008 - December 2008 

5   Concluding Remarks 

A decision support system for dealing stocks which improves the traditional technical 
analysis by utilizing NNs has been proposed.  Computer simulation results having 
been done for rather long range of years (15 years) suggest the effectiveness of the 
proposed DSS.  However, these simulations have been done only for the TOPIX.  

In order to execute full confirmation concerning the developed NDSS, we need to 
check whether it can be successfully applied for dealing in the other indexes such as 
S&P 500, DAX, and etc. For this purpose, we also need to carry out computer simula-
tions concerning various individual stocks.  Further, we also need to compare our 
approach with other approaches such as those utilizing Auto-regressive (AR) linear 
prediction method [9], and etc.  This is also left for our future study. 
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Abstract. This paper considers an approach to fine grained parallel processing 
for soft computing that mainly deals with large-scale stochastic optimization 
problems. In the detailed steps of the computation, there are a lot of useless cal-
culations that has no influence upon final results. Removing such a wasted 
process must be effective to reduce the computational cost. The key is  
asynchronization of data processing by using redundancy of variables and prior-
ity-based processing. A typical system architecture to support this approach is 
presented and discussed for its application.  

Keywords: Parallel processing, Soft computing, Stochastic computation, Asyn-
chronization, Priority-based computing. 

1   Introduction 

It is very difficult for conventional digital computers to solve large-scale optimization 
problems such a learning process of very large neural networks and energy minimiza-
tion for prediction of three-dimensional structure of large organic molecules like pro-
teins. It mainly due to the computational cost that grows exponentially with problem 
size. Analog computers, instead of digital, might not suffer from this computational 
drawback, but it must be impractical to produce them artificially. In the present state 
of the art, there seems no way other than to search quasi-optimum solutions stochasti-
cally by using soft computing, even if the computational cost is still high. 

In order to reduce the computation time, parallel processing is an inevitable ap-
proach. The SIMD model is useful for such an intensive computation as an astrophys-
ics N-body simulation that repeats relatively simple calculations again and again [1]. 
Its performance can be easily improved by using dedicated hardware. The every step 
of calculation is perfectly carried out, but this strictness sometimes brings about a 
waste of time and energy for useless calculations in the above-mentioned large-scale 
optimization. This situation occurs, for example, when only a small number of vari-
ables change state at a time while the other variables are relatively almost stationary. 
It is worthwhile trying to remove such a useless calculation. 

This paper shows an approach to removing useless calculation by using a priority 
control of fine-grained computation processes. The key is to introduce redundancy (or 
uncertainty) of variables, i.e., a single variable is represented by a statistic of two or 
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more sub-variables, which enable to relax restrictions on synchronization of data 
processing and rearrange the order of calculations. An example of the system archi-
tecture and its application are shown in the following sections. 

2   Target Application Domain 

The main application considered hereafter is stochastic computation for successive 
approximation, iterative simulation, energy minimization and relaxation, especially 
those having a large number of variables. These computation schemes are often used 
for solving many kinds of real-world nonlinear optimization problems that can be 
replaced or approximated by a nonlinear function minimization problems.  

The noteworthy characteristics of these problems are as follows: 
 

1) The system involves a large number of variables (or parameters). 
2) A connection matrix that represents interactions or relationships between all vari-

ables, in which each element may be a simple numerical value or a complicated 
operator, should be treated as a dense matrix in general, though it can be ap-
proximated to be sparse in practice. The connection strength may dynamically 
changes during the computation. 

3) In the process of searching for a solution, which can be represented by a trajec-
tory of a discrete evolution equation, the system is almost convergent, i.e., the 
final result of computation is insensitive to some error or noise introduced in the 
calculations. 

 

The third condition is restrictive for the application, but there are many practical prob-
lems that meet this condition in cases, for example, where the objective function 
and/or its variables are statistical or probabilistic, and the model of the system intrin-
sically includes non-trivial noise. 

3   Parallel Processing for Soft Computing 

Parallel processing system architecture can vary depending on the type of the compu-
tational model. Choosing an appropriate architecture for the above-mentioned  prob-
lems is important issue for improving cost performance. 

3.1   Conventional Fine Grained Parallel Processing  

For the case that the computational model of problem solving includes large matrix 
operation, it is necessary for parallel processing to partition the matrix operation, 
however there is no appropriate way of partitioning of dense matrix operation into 
coarse grained processes. It should be better to resolve into fine grained processes 
such as primitive calculations of each variable or matrix element. Hence, rather than 
using Grid computing, it might be more appropriate to use a systolic array and/or 
SIMD architecture. These architectures are intended to execute deterministic and 
strict calculations parallelly, and so they generally require perfect synchronization of 
data processing. There is no room to introduce such an interruptive control as remov-
ing useless calculations and rearranging the order of computation processes.  
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3.2   New Approach to Fine Grained Parallel Processing  

Putting the above-mentioned characteristics of the soft computing to use, it enables to 
implement the interruptive control in fine grained parallel processing. There are two 
points: asynchronization of data processing based on the redundancy of variables and 
priority-based fine grained task control.  

The redundancy of variables is realized by substituting a single variable to such a 
statistic as mean, median and mode of two or more sub-variables. A processer  
executes a program computing with the representative values of sub-variables and 
updates only one sub-variable at a time. Two or more processors may execute each 
program asynchronously, no matter whether the programs are the same or not.  

Updating sub-variables can be executed independently of each other so that the or-
der of execution may be changed according to priority. In case that some variables 
have been changing greatly and the others are relatively stationary, it should be better 
to execute updating with respect to the former dynamic variables before updating the 
other stationary variables that are already converged to a final state or temporarily 
ineffective and useless for convergence. The priority of the task can be defined by the 
degree of dispersion of relevant sub-variables in this case, because an unconverged 
variable probably fluctuates so that its sub-variables are scattered accordingly. The 
priority can change dynamically depending on the situation of variables in conver-
gence process.  

Although the redundancy of variables and the priority control have negative effect 
to increase the memory space and computation time, it is expected the total computa-
tional cost can be reduced by removing useless and wasteful calculations. 

4   System Architecture 

An example of the system architecture is shown in Fig. 1. The system is composed of 
a shared data memory, one or more processing elements, and a task controller. In the 
shared data memory, every variable is stored together with a set of its sub-variables 
and their statistics such as mean for the representative value and variance for the pri-
ority factor. The task controller has a priority list of variables and outputs the index of 
the highest priority variable in response to the request from the processing elements. 
Each processing element executes its own programs stored in each local memory, 
only with respect to one or more variables highly relevant to the highest priority vari-
able indicated by the task controller. 

The priority list has data set of the index of variables and its priority value, where it 
is better not to have duplicate index and unnecessary to have complete list of all vari-
ables. This list is updated when the highest variable is read out and erased from the 
list and new priority data are received from the processing elements. The function can 
be implemented in either hardware or software, which depends on the computation 
time per task, the numbers of variables and sub-variables, and the numbers of process-
ing elements and task controllers. Two or more task controllers may be used and con-
nected to the processing elements with a variety of network topologies. For the fastest 
updating of the list, in hardware implementation, the best performance can be ob-
tained by using a register array where each register has own data comparator and  
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Fig. 1. An example of the system architecture: The system composed of a Shared Data Mem-
ory, Processing Elements (PE), each having its own local program memory (LM), and Task 
Controller 

selector. The register array stores the priority data according to the order of priority 
values, and can execute updating the priority list every clock cycle. 

Each processing element reads out the index of the highest priority variable from 
the task controller, executes tasks highly relevant to the variable indicated by the 
index, and updates one or more sub-variables, representative values of updated sub-
variables and their priority values in the shared data memory, independently from 
each other except for some restrictions such as an anti-collision control of write op-
erations. In updating of a set of sub-variables, it is better for the replacement to select 
a sub-variable whose value is the farthest from the new value to be updated. If the 
priority values are changed, the processing element sends a message to the task con-
troller to update the priority list. 

5   Application Example 

As a simple example, let us consider a fully connected neural network that can be 
used for solving a variety of optimization problems [2]. The solution is obtained by 
the neural network simulation based on the discrete-time approximation of the equa-
tion of motion that can be represented by  

1 1

1
( 1) ( ) ( ) ( )

2

N N

i i jk j k
j ki

u t u t a w f u f u
u = =

⎛ ⎞∂+ = − ⎜ ⎟∂ ⎝ ⎠
∑∑  (1) 

where ui is the i-th variable, N is the total number of variables, t is a discrete time step, 
a is a parameter to control simulation performance, wjk is the element in the j-th row 
and k-th column of the connection matrix W, and f() is a nonlinear function of the 
variable.  

The connection matrix is usually symmetric so that the system has a potential en-
ergy function in the quadratic form. The iterative calculation of Eq. 1 leads to a solu-
tion as a local minimum state of the energy function. There is generally no restriction 
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with respect to the magnitude of off-diagonal elements, but there might be some natu-
ral patterns of the distribution of connection values, such as power law or log-normal 
distributions, for a very large matrix. If the matrix can be approximated by a sparse 
matrix by emphasizing the strong connections, the value change of a variable affects 
only a small number of connected variables at a time. In such a condition, regarding 
the calculation of Eq. 1 for one variable as a single task, it is worthwhile to apply 
priority based task control so as to calculate only the small number of variables that 
expected to be changed their values. 

The function f is generally defined as a sigmoid function having a large saturated 
region where the first derivative is negligibly small. When uj is in the saturated re-
gion, the change of f(uj) can be very small even if the change of uj is very large. Thus, 
there must be a lot of variables that are approximately stationary no matter they have 
not converged to a final stationary state. The computation tasks necessary to be exe-
cuted can be selected taking into account the sensitivity to changes of another vari-
able, which depends on and varies with the situation of variables. 

In fact, for example, in the software simulation of the Hopfield neural network to 
solve traveling salesman problems [2], detailed analysis of the trajectory of variables 
has revealed the existence of lots of useless and wasteful calculations that the change 
of the variable is too small to contribute to energy minimization, i.e., the final result is 
almost the same, no matter whether such a small change is taken into account or ig-
nored. Therefore, using the system shown in Fig. 1, regarding ui and/or f(ui) as vari-
ables and assigning the maximum of difference between their sub-variables as their 
priority value, the priority based task control will be effective in removing the useless 
calculations and reducing the computational cost. As the number of variables in-
creases, the effect would be expected to increase. 

6   Future Problems 

It is important for performance evaluation to implement the system in massive paral-
lel hardware. This is mainly because, if the number of variables is not large enough, it 
is difficult to evaluate the effectiveness of the proposed approach. Software simula-
tion is generally suffering from the limitation of the problem size due to concerns 
about computational complexity and is difficult to use for practical applications, 
which is just the reason why we investigate the new approach. Another reason is to 
reduce not only the computation time but also wasted power consumption. The fine-
grained tasks may be relatively simple numerical calculations so that the processor 
element can be made simply. It must be better to make processors as small as possible 
and massively integrate them on a single chip using FPGA or PLD. 

The stochastic computation uses some parameters, functions and procedures for 
performance control that affect convergence of the solution. In the proposed system, 
for example, a function for determining the priority value, its reevaluation procedure, 
and the timing control of when to update the priority list will play significant roles in 
the task control. However, unfortunately, there is neither adequate theory nor practical 
knowhow at present. 
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In application for real-world problems such as 3D structure prediction of proteins, 
the computational model might have to be designed somewhat complicated so as to 
simulate efficiently according to the hierarchical structures of natural molecules. 

7   Concluding Remarks 

In order to overcome difficulties in conventional software simulation for soft comput-
ing, a new approach of parallel processing has been considered. The redundancy of 
variables using sub-variables can be associated with the particle filter that is used for 
the Markov Chain Monte Carlo method [3]. Reducing the computational cost, i.e., 
removing useless and wasteful calculations by using priority based fine grained task 
control, might be called “processing compression” in contrast with “data compres-
sion” that removes meaningless data. We hope to achieve a very high compression 
rate as a trade-off with an allowable loss of accuracy.  
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Abstract. In the last half century, systems such as those incorporated in elec-
tronic equipment and their constituent semiconductors coexisted favorably and 
supplemented each other while individually performing their own duties. In the 
1990s, while low-price semiconductors with yet higher performance than those 
required by the systems became available, the market however started to see 
critical quality problems and the manpower and time required for system devel-
opment increased. These problems are considered to be a result of the improper 
use of computer-aided design (CAD) that kept pouring an abundant supply of 
semiconductors into hardware logic circuits and program codes while failing to 
design what the systems should be like. 

Presenting two systems which the authors are currently developing, this pa-
per proposes a new method of designing effective systems while minimizing the 
costs necessary for system development, production and operation. 

Keywords: System, semiconductor, system configuration, design, hardware, 
and software. 

1   Introduction 

In the early 1990s, low price yet high performance semiconductors became available for 
engineers who were newly familiar with designing hardware and software associated 
mainly with microprocessors. As a result, backed up by powerful CAD, they further 
expanded system development. If the system configurations were poor or even wrong, 
the CAD and CAD-generated software were able to make the systems operate. There 
were no true system engineers but CAD operators pretending to be system designers. As 
a result, being indifferent to what the system should be like, hardware and software 
designers stopped cooperating with others while indulging in production within their 
own confinements. This made the systems even more complicated than necessary while 
causing quality problems and increasing development manpower and time.1 

Here, the authors propose a new system configuration method that minimizes the 
lifetime costs necessary for system development, production and operation. Even 
when they have the same functions, two systems with different production or  
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operation conditions can end up with different system configurations. To represent 
this phenomenon, this paper examines two systems from the authors’ research. One of 
them requires further series developments. The other particularly requires adjustment 
during its operation. 

Anticipating that semiconductors will develop and improve even further, the fol-
lowing part of this paper reiterates that systems and their constituent parts once coex-
isted and performed their own share of duties in an attempt to verify the proposed new 
system configuration method. 

2   Verifying That Systems and Semiconductors Once Coexisted 

Systems and semiconductors coexisted and supported each other over the period from 
the second half of the 1960s to the 1990s when semiconductors started to make a 
significant contribution to systems. Since then however, the market has witnessed the 
failure of the system design up to the present. On the other hand, important semicon-
ductor-related inventions have continued up to the present day since the discovery of 
the semiconductor’s wave detecting function in 1874 and the invention of point-
contact transistors and junction transistors in 1947 and 1949 respectively.2,3 

The wafer process, which is one of the most important semiconductor technologies, 
is expected to grow for another ten years so that one chip is expected to integrate as 
many as 100 times the present number of transistors or 1010 transistors as shown in 
Figure 1.4 This is a viewpoint that makes our new system configuration method criti-
cally important. 

Figure 2 shows the system developments in relation to videotape recorders (or 
VTRs) from 1976 to 1996 when the systems and their parts (semiconductors) still 
coexisted and supported the other while performing their own duties.5 The repeated 
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Fig. 1. Contribution of processing ultra-fine wafers to semiconductor integration and clock speeds 
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Fig. 2. Improved VTR functions and integration of LSIs 

addition and integration of LSIs expanded the VTR functions. A revolutionary change 
also took place in the mode of processing from analog to digital. All these led to re-
ducing the number of LSIs to as few as one or two. A 100 times increase in the num-
ber of semiconductors in the past 20 years has translated into expanded functions, 
improved performance characteristics and cost reduction of VTRs as well as the revo-
lutionary change in the mode of processing. With a great deal of effort, knowledge 
and wisdom, designers then carried out all these innovative tasks in a manner and 
with pride that true designers should live up to. 

Figure 3 shows the integration of LSIs. Twelve LSIs for the memory, microproces-
sors and the logic circuits are integrated into one LSI. It should be noted that integra-
tion into one single LSI brings about several benefits. One is a reduced number of  
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Fig. 3. Reduction in number of LSIs due to development of system LSIs 
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input/output signals communicated with peripherals through the LSI terminals. This-
makes the LSI internal configuration more natural. It relates to the logic circuits and 
memory for data compression and decompression in image processing. The number 
of microprocessors is reduced from three to one. 

This section of the paper presents an example of the VTR’s motor-driven servo cir-
cuit to discuss the revolutionary change in system processing.6 Figure 4 shows that 
the analog servo circuit was digitalized around 1980 and was integrated into a micro-
processor in the middle of 1980. It changed further to a software servo circuit from 
around 1990 onwards. The digital servo benefits automatic pre-shipment adjustment 
and improves the performance characteristics. The software servo can automatically 
adjust changes due to variations in the motor characteristics and a secular change 
through learning. It is even more significant that the number of necessary logic cir-
cuits is reduced and that logic circuit design replaces program design to reduce the 
manpower and time for system design. 

Technological improvements in the servo circuits contribute to these innovative 
developments. The increase in the number of semiconductors on a single chip and the 
development of high-speed microprocessors, both of which have resulted from the 
micro-technology of processing ultra-fine wafers, also have played an important role 
in servo circuits. 

The technological innovations from analog processing to digital processing and 
further to software (program) processing are typical of the system growth and im-
provements in the VTR’s motor drive system described above. It is considered that 
this suggests the future of system processing. 

 

 

 

Fig. 4. Improvement in motor servo processing systems 
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3   New System Configuration Method 

This paper defines the new system configuration method as a method of creating 
systems while minimizing the sum of the system lifetime costs for development, pro-
duction and operation, which also determine the system configuration. Here, the op-
eration cost refers to the cost for installation and adjustment to make the system oper-
able. The concept of the three lifetime costs indicates the realization of a new system 
whose configuration the market has never seen before. 

A system configuration that minimizes the sum of all costs is mostly and quite 
naturally derived by partially modifying software or hardware that is already on the 
market or developed previously. Applying the new system configuration method 
every time when developing a new system helps avoid the potential pitfalls resulting 
in unfavorable systems in the absence of true design and provides the market with 
effective systems. The following section of the paper discusses two cases in which, in 
the authors’ judgment, such partial modification or remaking of the hardware or the 
software of an existing system does not apply. 

One of them concerns a digital TV or DVD capable of MPEG compression and de-
compression of image and audio data. Since such items involve a series of develop-
ments, a microprocessor with a second ALU deals with it. The other is a network 
system such as one for home use that characteristically calls for a lot of adjustment 
and correction when operating the system. Two or more means of communication 
handle the second case. 

4   Microprocessor with Second ALU 

A system capable of MEPG compression and decompression of digital TV images 
and audio signals requires 60 hardware circuits to cover all possible combinations of 
broadcast regions, number of image pixels and other particulars. More specifically, 
the 60 different modes of broadcasting are derived by combining three regional  
systems (NTSC, PAL and SECOM), five different numbers of pixels (HDTV, SD, 
conventional analog, and VGA and SXGA for personal computers), two types of 
scanning (interlace and progressive), and two types of screen size ratio. 

A dedicated processor called a second ALU which is independent from the main 
processor bus program controls these 60 different types of MPEG compression and 
decompression. Compared with the development of a system involving 60 different 
MPEG hardware circuits, a system with a single hardware circuits plus 60 programs 
can drastically cut down on the development manpower and time to an estimated 216 
man-months (or 23% of 936 man-months that would otherwise be required). 

A dedicated processor has the potential to become smaller than the comparable ran-
dom logic. The authors examined a method in which a decentralized system having a 
second ALU and bus switches independent of the processor carries out MPEG2 IDCT 
processing. The system consists of a small circuits made up of a 1-Kbyte gate logic and 
a 2-Kbyte RAM using about 20,000 transistors and of a small-scale software program of 
only 13 steps.7 

Figure 5 shows the structure of the second ALU. The address space for the second 
ALU can be very small. 
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Fig. 5. Schematic configuration of second ALU 
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The program responsible for IDCT processing in MPEG2 is as small as 13 steps. 
The decentralized system has bus switches that make the second ALU independent 
within a 32-bit microprocessor. It also has a 2-Kbyte data memory, a 4-sum-of-
product ALU and a control register. 

The authors evaluated the time necessary for the IDCT processing and data transfer at a 
clock bus rate of 250 MHz. The IDCT processing took 13.3 microseconds to process one 
buffer memory (or eight blocks). The second ALU is driven for 404 microseconds for one 
second. 

Data transfer between the microprocessor and the second ALU took 4.1 microseconds 
where the buffer memory was configured to 32 bits × 256 words while using the DMA for 
readout after the IDCT processing and data setting. As shown in Figure 6, the process was 
executed 30,375 times in one second while occupying the processor bus for 124 microsec-
onds.8 

5   Mutual Supplement Network between Wired and Wireless 
Systems 

If one communications system is not enough for the network to develop its intended 
communications performance, multiple communications systems should be used 
rather than attempting to improve that particular single communications system. More 
specifically as shown in Figure 7, a network of dual communications systems is or-
ganized by adding another communications system with different characteristics. The 
dual communications system sends out data from node A to node B through both 
wireless (Ld1) and wired (Wd1) lines simultaneously. The communication is success-
ful if one of them works. In the example shown in Figure 8, the wireless and wired 
communications systems are 82% and 76% successful respectively. When these two 
support with the other, the success rate increases to 96%.9 The authors call this par-
ticular system a ‘wireless and wired mutually supplementary network’. 
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Fig. 7. Wireless and wired mutually supplementary network 
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Fig. 8. Comparative aspect of communications quality 

 

Fig. 9. Node configuration to realize mutual supplementation (network unit cell) 

The wired communications system uses power line communication (PLC) while 
the wireless uses Zig-bee as specified in IEEE802.15.4. Figure 9 shows the node 
configuration of the network unit cell of the wireless and wired mutually supple-
mented network. It consists of three sections that are responsible for wireless commu-
nication, wired communication and data processing respectively. 

6   Discussions 

In this section, this paper compares the data processing capabilities of microprocessors 
including a digital signal processor (DSP) in a DVD’s backend SOC (system on a chip) 
and the logic controller in an attempt to determine the future aspects of system configu-
ration methods. The data processing efficiencies of these two are calculated by dividing 
the data memory capacities under the control of the microprocessor and the logic  
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Fig. 10. Numbers of gates and memory capacities at a DVD’s backend SOC 

controller by the number of gates of the microprocessor and the number of the gates of 
the logic controller respectively. A higher calculated result means higher efficiency. 

Figure 10 shows the numbers of gates and the memory capacities of the microproces-
sor for the DVD’s backend SOC and the logic controller. The number of gates are 
shown on the horizontal (x) axis. The program memory capacities are shown on the 
vertical (y) axis above the horizontal (x) axis and the data memory capacities are on the 
vertical axis below the horizontal (x) axis. 

The numbers of gates (G) for the microprocessor and the logic controller are about 
15.0 mG and 2.0 mG respectively being 17.0 mG in total. The microprocessor dictates 
an 8.3 mB data memory while the logic controller dictates a 14.0 mB data memory. The 
resulting data processing capability of the microprocessor is 4.2 GB while it is 0.9 GB 
for the logic controller, indicating that the microprocessor uses the logic gates 4.7 times 
more effectively than the logic controller. In an extreme case, if the microprocessor is 
assumed to replace the entire logic controller, the total number of gates at the SOC 
could be reduced to 5.2 mG or 30.1% of the current 17.0 mG. The authors will later 
verify this assumption and specific replacement of the logic controller by the micro-
processor. 

7   Conclusions 

Presently, both hardware and software are unnecessarily complex, adversely affecting 
quality and the development man-months count. The authors have proposed a new sys-
tem configuration method to rectify this unfavorable trend. Defining it as a method of 
creating systems while minimizing the sum of the system lifetime costs for develop-
ment, production and operation, which also determine the system configuration, the 
paper discussed two system examples. The system configurations of these two differ 
significantly from each other. One of them has a processor called a second ALU and 
replaces the logic control circuit with program processing so as to reduce the develop-
ment manpower and time and the number of gates. The other is a wireless and wired 
mutually supplementary network, a combination of a wireless and a wired communica-
tions system, which substantially improves the communications performance. While the 
first example reduces the number of gates, the second one on the other hand increases 
the number of gates. The total cost, in any event, should be the governing factor in de-
termining the system configuration. 
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Furthermore, as discussed earlier in relation to a DVD’s backend SOC, the authors 
will later examine the characteristics and possibility of the microprocessor and the logic 
controller to verify the effectiveness of replacing hardware with software. 
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Abstract. In AIDS treatments, it is an imperative problem to reduce

the risk of the drug resistance. The previous study discussed which HIV-

1 gene products are an ideal drug target not to develop drug resistance

by applying some ideas of the graph theory, and suggested that the drug

resistance would not develop if the drug target molecule functions as

”hub” in a chemical network where HIV-1 gene products interact di-

rectly or indirectly with intracellular agents in a HIV-1 host cell. The

present study fortifies this suggestion in mathematical framework. The

study develops the expression for a probability of drug resistance devel-

oping over the two different types: non-hub and hub of drug targets, and

demonstrates that the hub drug target is more favorable for the drug

resistance prevention than the non-hub one.

1 Introduction

HIV-1 is a causal agent of AIDS and belongs in retrovirus family of RNA viruses
that synthesize a DNA copy of their RNA genome after infection of the host
cells. HIV-1 host cells are CD4+ lymphocytes or macrophages [1].

Now we have only drug treatment against AIDS. In Japan, 22 anti-HIV drugs
were approved by 2008 [2]. Almost the existing anti-HIV drugs are categorized
into 3 classes: HIV reverse transcriptase inhibitors, HIV integrase inhibitors and
HIV protease inhibitors.

HIV reverse transcriptase inhibitors (RTIs) are categorized into two sub
classes: nucleotide analog reverse transcriptase inhibitors (NRTIs) and non-
nucleotide reverse transcriptase inhibitors (NNRTIs). NRTIs act as a nucleotide
analog and to arrest DNA chain elongation by HIV-1 reverse transcriptase. As
representative NRTIs, abacavir (ABC), zidovudine (AZT), lamivudine (3TC),
stavudine (d4T), etc are popular. On the other hand, NNRTIs act as non-
competitive antagonists of enzyme activity by binding to the catalytic site of
the HIV-1 reverse transcriptase. Representative NNRTIs are nevirapine (NVP),
efavirenz (EFV) and delavirdine (DLV).

HIV integrase inhibitors (INIs) block a HIV integrase enzyme to integrate a
HIV DNA into a host cell’s DNA. INI is a relatively recently developed anti-HIV
drug. In Japan, only Raltegravir (RAL) is approved.

J.D. Velásquez et al. (Eds.): KES 2009, Part II, LNAI 5712, pp. 782–788, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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HIV protease inhibitors (PIs) block HIV protease’s catalytic activity that
cleaves HIV Gag-Pol polyprotein into HIV functional enzymes such as a re-
verse transcriptase, a protease, an integrase and HIV structural proteins like
matrix proteins and capside proteins. PIs are categorized into two subclasses:
hydroxyethylamine isosteres and symmetrical inhibitors [3]. The hydroxyethy-
lamine isosteres is an analogous of (Tyrthyrosine/Phenilalanine)-Proline seg-
ments, which is a cleft site of the Gag-Pol polyprotein. As representative hy-
droxyethylamine isosteres PI, saquinavir (SQV) and nelfinavir (NEV) are well-
known. Also, the symmetrical inhibitor is designed as its P1-P1’ segments to be
symmetrically positioned to a S1-S1’ segment in HIV PR catalytic site. As the
symmetrical inhibitor PI, ritonavir (RTV) and lopinavir (LTV) are provided.

These antiretroviral agents have the drug resistance problem. Drug resistance
mutations arise as a base substitution of when HIV reverse transcriptase tran-
scribes a HIV RNA genome into a HIV DNA copy. On the listed drugs, resistance
mutations and cross-resistance were observed. That is why it is important to fig-
ure out some undiscovered attributes of anti-HIV drug targets to produce less
resistance mutations than the existing ones. Our previous study proposed “hub-
ness” as an attribute of drug targets not to lead to developing drug resistance
[4]. The concept of hub-ness is introduced in the graph theory to represent a
characteristic node having links to the other many nodes in some network. Here
hub drug target means the drug target has direct binding interaction with many
intracellular agents. The present study estimates probability of a non-hub/hub
drug target developing the resistance and demonstrates hub drug target is harder
to develop drug resistance than non-hub one.

2 Network Approach for the Drug Discovery

Currently the drug discovery method considering knowledge from biological net-
work research field is gaining recognition. The present dominant drug discovery
method is to design a ligand to act on individual drug target. However, grow-
ing number of experiments and theoretical works which make pharmacologists
doubt the dominant method in terms of effectiveness are appearing. Genomics
studies of many model organisms have revealed single gene knockouts little af-
fect phenotype [6,7,8]. Those studies suggest that many single gene functions are
redundant, thus a drug acts on a single gene product may be less effective. The
redundancy of the gene functions is due to a scale free structure of the network
because in general the scale free network is robust to random node declinations
corresponding to gene knockouts [9,10]. In order to modulate a robust network,
it needs simultaneous modulations of multiple nodes. In facts, simultaneous dual
gene knockouts have shown synthetic lethality, synthetic sickness; the isolated
knockout of the two individual genes have shown no effect [11]. In antiboitics
treatments, many effective antibiotics such as β-lactams, fluoroquinolone and
D-Cycloserine etc. target simultaneously multiple proteins rather than individ-
ual proteins [12,13]. A series of these demonstrations and discussions provide
pharmacologists enough evidences to question the single target drug paradigm.
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Hopkins points the importance of designing a compound binding to multiple
drug targets and proposes a new concept of network pharmacology [14].

The two challenges the network pharmacology facing are developing methods
(1) to identify a combination of nodes to produce a biological network pertur-
bations leading to a therapeutic effect; (2) to find a drug agent to perturb those
nodes. For the challenges, now three methods: systemic screening, knowledge-
base approach and network analysis, are though to be promising [14].

The systemic screening, such as combination screening of mixtures of drugs
is efficient to systematically discover new drug-drug combinations and synthet-
ically lethal gene pairs. However unfortunately combinations discovered in the
laboratory do not necessarily apply to the clinic [15]. It is also a troublesome
problem that the global search space for the combinations is too vast to reduce
it.

The Knowledge-base approach (associate method) enables pharmacologists
searching for a new drug therapy through the mixtures of the existing therapies.
A successful example is the highly active antiretroviral therapy (HAART) for
AIDS treatments. However, this approach has a drawback of not to be able to
explain counterintuitive, paradoxical and unexpected network system responses
against some medical perturbations.

Network analyses provide pharmacologists a meaning to compensate the draw-
back of the knowledge-base approaches. Recent network analysis studies suggest
network structures relate with emergence of protein functions. For instance, (1)
a hub with high betweenness has pleiotropic functions across the network [16];
(2) a bottleneck with high betweenness correlates with the gene expression dy-
namics [17]; (3) non-hub bottlenecks with transient interactions [18] and bridging
proteins [19] are less lethal than average and tend to be independently regulated.

As shown in this section, theoretical and experimental challenges for the es-
tablishment of the network pharmacology are initial yet, and still such approach
is a minority in the pharmaceutical industry. However it is also true that the
concepts of the network pharmacology is coming to the front. The present study
takes the network approach for HIV-1 drug target discovery.

3 Hub-Ness of HIV-1 Drug Targets

This section takes up protease (PR), integrase (IN) and reverse transcriptase
(RT) as HIV-1 drug targets, and shows that these drug targets are categorized
into two types from viewpoints of hub-ness.

Ptak et al estimated number of intracellular agents binding physically to each
of 15 HIV-1 proteins [5]. The first column of the table 1 is data on PR, IN
and RT among them. The second column shows the total amino-acid residues
of each enzyme. Table 1 shows RT is a relatively large protein to IN and PR,
but nonetheless RT interacts only two cellular agents, so RT is regarded as a
non-hub drug target. On the other hand, IN and PR interacts more than 60
intracellular agents thus both of the enzymes are regarded as a hub drug target.
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Table 1. Hub-ness of each drug target

Drug target The number of cellular agents The number of amino-acid residues

RT 2 984

IN 64 288

PR 63 198

To sum up, drug targets are categorized into at least 2 types.

– Non-hub drug target
– Hub drug target

The next section estimates a probability of the two types of drug target devel-
oping drug resistance, and demonstrates which type of drug targets is favorable
for the drug resistance inhibition.

4 Hub-Ness Favorable for the Drug Resistance Inhibition

This section estimates a probability of each of the two types: non-hub type and
hub one, of drug target developing resistance to an antiretroviral agent. For
simplicity, this study makes the following assumptions.

– Drug target interacts with a drug and k (k ≥ 0) intracellular agents (espe-
cially, k = 0: non-hub)

– Binding between a drug and its target is dominated by one amino-acid
residue within the drug-binding site on the target.

– The transcriptional error rate of RT is constant with an amino-acid residue
position of a drug target.

– Any amino-acid substitution happening out of drug- or intracellular agent-
binding sites are irrelevant with binding between a drug and its target, or
intracellular agents and their targets.

In the following sections, let P (Xi → X ′
i) to represent a probability of amino-

acid Xi mutating into amino-acid X ′
i at an amino-acid residue position i.

4.1 Non-hub Drug Target

This subsection treats with a non-hub drug target which does not have any
interaction with intracellular agents. It supposes that a drug binds with an amino
acid residue XL at a position L on one-dimensional amino-acid sequence of a
drug target protein, and the drug target develops resistance to the drug when an
amino acid XL mutates into X ′

L ( Fig. 1 ). Let the drug resistance probability
of non-hub drug target to represent Pnh, then the next relational expression
succeeds.

Pnh =
∑

X′
L( �=XL)

P (XL → X ′
L), (1)
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Fig. 1. Non-hub drug target

4.2 Hub Drug Target

This subsection treats with a hub drug target. Let intracellular agent Mi (1 ≤
i ≤ k) to bind amino-acid Yi at a position i on the amino-acid sequence of the
drug target.

In order for a hub drug target molecule to develop resistance to a drug, it
requires that a major mutation (XL → X ′

L) arises at a drug binding position L,
and any mutations at intracellular agent-binding positions i (1 ≤ i ≤ k) must
not arise ( Fig. 2 ). Under such a condition, a drug resistance probability of the
hub drug target, Ph is expressed as bellow,

Ph =
∑

X′
L( �=XL)

P (XL → X ′
L)

k∏
i=1

P (Yi → Yi). (2)

5 Discussions

This section demonstrates that the hub drug target has stronger resistivity than
the non-hub drug target on the development of the drug resistance.

From the comparison of the Eq.(1) with Eq.(2), as P (Yi → Yi) is less than
one,

Pnh > Ph (3)

succeeds.
Interestingly, the probability Ph decreases exponentially with increase of k

representing the degree of hub-ness. That means that hub-ness of the drug target
is one of remarkable factors to reduce the risk of the drug resistance.
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6 Conclusions

This study has focused on the hub-ness of drug targets and has shown the drug
targets are classified into the two types: non-hub type and hub one by referring
to a case of HIV-1 drug targets. In consideration with the classification, it has
developed the expression for the probability of these classified drug targets de-
veloping drug resistance, and it has demonstrated a hub drug target has stronger
resistibility on the development of the drug resistance than a non-hub one.
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Abstract. Seemingly conflicting phenomena of segregation and integration 
have been observed both in the immune system and the neural system, and pos-
sible mechanisms have been studied relating to learning and adaptation. In-
spired by the Stable Marriage Problem whose solutions may exhibit both seg-
regation and integration among agents, we propose a working model of match-
ing automata which take order of preference as inputs and the resultant match-
ing among agents as outputs. In this tentative model, we try to simulate the in-
tegration taking the switching experienced in the Necker Cube as an example, 
while the segregation is built into the restrictions of the model. 

Keywords: neural system, immune system, segregation and integration, stable 
marriage problem, matching automaton, Necker Cube. 

1   Introduction 

Integration and segregation, although apparently conflicting, also seem to be com-
patible, for they are to be found in many biological processes. The immune system is 
known to adapt to the antigenic environment: the system will increase the intensity of 
reaction to frequent challenges (integration) and yet will not lose the reaction to other 
challenges (segregation). 

The neural system has been extensively studied from the viewpoints of integra-
tion/segregation [1, 2], which motivated this work. As has been pointed out [1, 2], 
integration/segregation is observed in the visual area between the sensory sheet and 
recognition part for higher processing, where the sensory sheet consists of neurons 
that respond to specific orientations of stimuli. Integration/segregation can also be 
found in the audio area, with the sensory sheet consisting of neurons responding to 
specific frequencies. 

While integration/segregation has been the focus of studies of biological systems, 
the Stable Marriage Problem (SMP) [3, 4, 5] has been studied extensively in fields 
such as discrete mathematics, algorithms, and economics. Because group aggregation 
and decomposition play an important role not only in solving the SMP but also in 
observing solutions, we propose a model of matching automata that includes the SMP 
framework, with the aim of shedding new light on the SMP and biological modeling. 
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Section 2 illustrates the definition of the Stable Marriage Problem. Based on the 
SMP, section 3 presents the basic model of matching automata. Section 4 discusses 
the implications of the model focusing on the segregation and integration process 
found in the neural system and the immune system. 

2   Background: Stable Marriage Problem 

The Stable Marriage Problem (SMP) assumes n women and n men, each of whom 
has an ordered preference list (or a ranking) without tie to the opposite sex. As in the 
example shown in Fig. 1, the man m2 has a ranking (3, 2, 1, 4), which means that m2 
likes w3 best, and he prefers w3 to w2, w2 to w1, and w1 to w4. One could say that there 
is an injection (one to one, but not necessarily onto) mapping from a set of women 
(men) to an element of a permutation group of size n such as shown in the ranking by 
each person (Fig. 1). 

Under the above assumptions, the SMP seeks complete matching between n 
women and n men (a bijection from n women to n men), which satisfies stability. The 
stability requires the concept of blocking pairs. Two pairs (mi, wp) and (mj, wq) are 
blocked by the pair (mi, wq)  if  mi prefers wq to wp and wq  prefers mi to mj. A com-
plete matching without being blocked is called stable matching. 

 
 

2

Agents Agents

Matching
(N Pairs)

Rank

1234

3214

1243

3142

Rank

1234

2143

2314

1432

 

Fig. 1. An example of a bipartite graph indicating a matching of SMP with size 4. Agents on 
the right are women, and those on the left are men. Each agent has its own ranking of prefer-
ence for the members of the opposite sex.  

2.1   A Network of Matching Solutions 

Although instances of men’s preference and women’s preference can be expressed by 
networks, we choose to express matching solutions on networks. In the network, each 
node expresses matching and an edge between two nodes indicates that the matching 
corresponding to the node can be realized by exchanging partners in two pairs of 
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another linked node (Fig. 2). With two sets of n men and n women above, let us con-
sider the following two matchings M1 and M2: 
 

 M1 = {(m1,w1),(m2,w4),(m3,w3),(m4,w2)} 
 M2 = {(m1,w1),(m2,w3),(m3,w4),(m4,w2)} 
 

The matching M2 can be attained by exchanging the partners in two pairs: (m2,w4), 
and (m3,w3) in the matching M1, thus two nodes corresponding to these two matchings 
are linked in the network. We will call the network complete when the network in-
cludes all possible matchings as nodes and all possible partner-exchanges as links. 

2.2   Coordinates for Network Visualization 

The motivation for visualizing matching solutions as a network is to make it easier to 
perceive the regularities and symmetries, which are unseen otherwise. The selection 
of appropriate coordinates (and its scale) is crucial for this purpose. Here, we will use 
simple and natural coordinates. For example, men’s satisfaction Pm is defined as fol-
lows: 
 

∑ −+= )1( mim RnP
, ∑ −+= )1( wpw RnP

 
 
where n is the size of the SMP and Rmi  is the man mi’s rank (an integer ranging from 
1 to n where 1 means the most favorite) to the current partner in the matching M. 
Women’s satisfaction Pw is similarly defined with Rwp being the woman wp’s rank to 
the partner in the matching. 
 

mP

wP stable
unstable M1

M2

 
Fig. 2. Network visualization of an instance of SMP with size 4. Two coordinates of men’s 
satisfaction Pm and women’s satisfaction Pw are used. 

3   Basic Model: A Matching Automaton 

The structure of solutions (matchings) including stable ones and the process of solv-
ing the SMP exhibit similar phenomena to those observed in biological processes. 
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Among them, we focus on the seemingly conflicting phenomena of integration and 
segregation. 

In order to keep the model minimal, we will reserve all of the assumptions and 
components in the SMP intact. That is, the matching automaton consists of two parts 
of N agents each of which has a preference list (without tie) to the members of the 
other parts. The preference is considered to be the input to the automata, and the re-
sulting matching is used as the output. In forming the matching, complete matching 
must be obtained. That is, neither singlehood nor polygamy is allowed. 

Thus, segregation is already built into the restriction that the output must satisfy. 
Hence, hereafter, we demonstrate that the matching automata (equivalent to SMP-
solving automata) with the segregation built into the definition can exhibit integration 
when the input to the automata is properly devised. The automaton also uses optimal-
ity for one set of agents (women-optimal or men-optimal) to switch the output con-
figurations. 

As an illustration, let us explain the simplest matching automaton of a switching 
gate. The gate consists of two by two agents (SMP with size 2) and each agent in a set 
has a distinct preference to avoid symmetry; furthermore, each pair of agents has no 
first rank assignment (no mutual infatuation) to avoid fixation of the pair in matching. 
These restrictions lead to the following preference structure (expressed by a prefer-
ence matrix { aij } where the element in the i-th row and j-th column aij is defined to be 

wjmiR , / miwjR ,  and wjmiR ,  to be a rank of mi to wj): 
2/1, 1/2 
1/2, 2/1. 

With this preference as input, the behavior of the matching automaton is grasped 
by the matching network (Fig. 3). Note that only two matchings exist and both of 
them are stable. When the automaton seeks the women-optimal solution, then the 
matching will be the one on the upper left. On the other hand, if the automaton seeks 
the men-optimal solution, the matching will be switched to the one on the lower right. 

The switching gate with two channels may be devised by adding other agents (for 
each part) as auxiliary agents to control the switch. Then, switching will be done by 
changing the input (preference) including these controlling agents. The technical  
 
 
 

mP

wP

 

stable
 unstable 

 

Fig. 3. An example of a switching gate realized by the matching automaton of 2 by 2 agents. 
Two squares indicate stable matchings. The matchings will be switched among one another by 
changing the mode of automaton, i.e., women-optimal or men-optimal.  
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details of devising a switching gate implementation and gates other than switching is 
out of the scope of this paper and will be discussed elsewhere. 

3.1   Matching Automata with Specific Preferences 

Although the preferences can be any permutation out of a list of n!, we use an ordered 
preference: the cyclic preference which can be generated by shifting one digit in the 
ordered list of 1, 2, 3, ..., n where n is the number of agents for one part. 

If agents in one part use the cyclic preference, the satisfaction level of agents be-
longing to that part will be divided into n distinct levels. In the following example, 
since both sensory and recognition parts adopt the cyclic preference, the level of satis-
faction is divided into six for agents in both parts. 

It should be noted that the matching network on the coordinate will be symmetric 
for these two parts if they adopt the same cyclic preference. Further, if both parts 
adopt the cyclic preference, then it can easily trigger a domino effect. That is, replac-
ing a partner would lead to another replacement and so on until all the agents replace 
their partners. Because of the domino effect, the switching mechanism implemented 
by the above matching automaton can have two stable matchings. Thus, without 
changing the modes (women-optimization and men-optimization), two stable match-
ings can be switched by forcing an agent to replace the partner, which would in turn 
lead to another replacement, hence leading to a chain of replacements. 

3.2   An Illustrative Example of Necker Cube 

The matching automaton that will explain the switching experienced when observing 
the Necker Cube (e.g. [6]) will be devised by extending the previous switching gate. It 
is straightforward to implement a k by k switching gate, and there are many different 
ways of doing so with the automaton. We use a 6 by 6 gate here. 

Although the cube consists of 12 line segments, we focus on six of them (we could 
alternatively use six faces). These six segments are numbered as shown in Fig. 4. 
These numbers also indicate the numbers (labels) of the agents in a sensory part (left-
side agents in the bipartite graph shown in Fig. 4). When the agent i in the sensory 
part is paired to the agent j f (b) in the recognition part (right-side in the bipartite 
graph shown in Fig. 4), then the automaton understands that the bar i is in the front 
(behind). Thus, for the automaton to output two understandings in the assignment 
shown in Fig. 4, they form the two matchings as shown in Fig. 4. 

 As an example of the matching automaton realizing the above switching, the pref-
erence matrix is as follows: 

 

1/2, 2/1, 3/6, 4/5, 5/4, 6/3 
6/3, 1/2, 2/1, 3/6, 4/5, 5/4 
5/4, 6/3, 1/2, 2/1, 3/6, 4/5 
4/5, 5/4, 6/3, 1/2, 2/1, 3/6 
3/6, 4/5, 5/4, 6/3, 1/2, 2/1, 
2/1, 3/6, 4/5, 5/4, 6/3, 1/2. 

 

The implementation of the 6 by 6 switching gate uses a cyclic preference for both 
sensory and recognition parts. 
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1
2
3
4
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6

1
2
3
4
5
6

1 f 
2 b 
3 f 
4 b 
5 f 
6 b 

1 f
2 b
3 f
4 b
5 f
6 b

 
Fig. 4.  Perceptual switching experienced when observing the Necker Cube. A cube whose six 
line segments are numbered (left).  Two matchings showing two possible interpretations (mid-
dle). Two cubes corresponding to the matchings (right). 

 
The behavior of the automaton with the above preference matrix is illustrated by 

the matching network shown in Fig. 5. It is known that two stable matchings satisfy 
the requirements specified in Fig. 4. Again, these two matchings can be switched by 
switching between the optimality of agents in the sensory part (men-optimality) and 
the optimality of agents in the recognition part (women-optimality). 

Since sensory and recognition parts adopt the cyclic one, the levels of satisfaction 
are divided into six for both coordinates (Fig. 5, left). Also, it can be observed that the 
matching network on the coordinate is symmetric for these two parts (Fig. 5, left). 

With the switching among multiple stable solutions, not only the switching in the 
Necker Cube but many other gestalt phenomena may be explained similarly. Interest-
ingly, simultaneous switching, which could be explained by integration of similar agents 
in a sensory part, has been attained without direct connection among these agents in the 
sensory part. This was achieved by local, selfish and autonomous acts of agents. 

 

mP

wP stable
unstable

 

Fig. 5. A realization of matching automata that would explain the switching phenomenon ex-
perienced when observing the Necker Cube 
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4   Discussion 

Since this note focuses on the simplest model, we try to explain segrega-
tion/integration phenomena without violating the assumptions and concepts defined in 
the Stable Marriage Problem. It is demonstrated that even with this simplest model, 
the segregation/integration phenomena have been analogously explained.  Other than 
the phenomena, the simplest model further has the potential for simulating not only 
phenomena related to switching in recognition such as optical illusions experienced in 
observing the Necker Cube and trompe l’oeil, but also those related to substitution in 
functional parts due to plasticity (plasticization) such as a sensory substitution experi-
enced when one sense is damaged. 

Although the current simplest model of matching automata seems to have suffi-
cient potential to explain broad phenomena found in recognition, memory, learning, 
and adaptation, it is tempting to involve signal forwarding (not only receiving the 
signal as a sensory unit, it would forward a similar or complementary one to other 
units) and connection to investigate how the scope of the model may be expanded or 
the qualitative differences that the model would gain. 

When building more detailed models specific to the immune system or neural sys-
tem, the model may require elaboration such as direct linking among agents in the 
same part (for the neural system) and agent reproduction and diversification (for the 
immune system). However, we can use many results in the SMP by keeping its frame-
work intact. Violations of assumptions such as the same number of agents for both 
parts can be easily avoided by including dummy agents. Furthermore, there have been 
many extensions, generalizations and modifications for the SMP. The number of 
parts, for example, can be single (Stable Roommate Problem) or three (Three-Party 
version). 

5   Conclusion 

Integration and segregation, although appearing to conflict with each other at first 
glance, can be compatible at least through the model of this paper. It remains un-
known, however, whether these two phenomena may be accompanying or not, since 
the integration we observed in the model can always be stopped from occurring by 
randomizing the preference, and the segregation is built into the model beforehand. 

It is rather surprising that the simplest model of matching automata (which keeps 
the framework of the SMP intact) can simulate the seemingly conflicting phenomena 
of integration and segregation. Even the switching as experienced in the Necker Cube 
has been explained. However, the simulation is rather superficial (preferences are 
arbitrary and artificial) and furthermore, segregation is already built into the definition 
of the automaton. True challenges for matching automata will be to modify the model 
involving details to be more specific to the target system as well to expand the scope 
of relations with other phenomena while maintaining the simplicity of the model. 

 
Acknowledgments. I am grateful to Yoshihisa Morizumi who programmed a network 
visualization tool for the Stable Marriage Problem. Without it, not only the figures of 
this paper but also the construction of matching automata would not have been possible. 
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Abstract. High-energy electron flux increases in the recovery phase after the 
space weather events such as a coronal mass ejection. High-energy electrons 
can penetrate circuits deeply and the penetration could lead to deep dielectric 
charging. The forecast of high-energy electron flux is vital in providing warning 
information for spacecraft operations. We investigate an adaptive predictor 
based on ADALINE neural network. The predictor can forecast the trend of the 
daily variations in high-energy electrons. The predictor was trained with the 
dataset of ten years from 1998 to 2008. We obtained the prediction efficiency 
approximately 0.6 each year except the first learning year 1998. Furthermore, 
the predictor can adapt to the changes for the satellite’s location. Our model 
succeeded in forecasting the high-energy electron flux 24 hours ahead.  

Keywords: Adaptive Learning, Neural Network, High-energy Electron, Dielec-
tric Charging of Spacecraft, Space Weather. 

1   Introduction 

Satellites are important social infrastructures. There are high-energy electrons at Geo-
stationary Earth Orbit (GEO). High-energy electrons could take charge to the surface 
of cables and circuits in the spacecrafts. Then, high-energy electrons can penetrate 
circuits deeply and the penetration could lead to deep dielectric charging. For exam-
ple, the Intelsat K spacecraft at GEO lost altitude control due to the failure of the 
momentum wheel control circuitry on January 20, 1994. According to the observa-
tions by Geostationary Operational Environmental Satellites (GOES), high-energy 
electron flux largely enhanced during the Intelsat anomalies. The analysis of special-
ists revealed that these spacecraft anomalies occurred due to dielectric charging by the 
high-intensity and long-duration enhancement of high-energy electrons [1, 2]. These 
studies also reported that the spacecrafts anomalies at GEO are associated with en-
hancement in high-energy electron flux. 
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(a) Schematic illustration of relationship between CME and spacecraft. 
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(b) Schematic plot of parameters correlated with CME. The V, Bz and E are corresponded to 
the solar wind speed, the south-north component of interplanetary magnetic field and the high-
energy electron flux. 

Fig. 1. Schematic illustration and plot on CME 

 
The enhancement of high-energy electron flux is known to be correlated with the 

solar activities such as Coronal Mass Ejection (CME) and the coronal hole on the 
surface of the sun. The electron flux varies in two phases: main phase and recovery 
one (Fig.1). During the main phase, the electron flux rapidly decreases; and after the 
phase, it increases significantly. The problem is that the high flux level causes the 
irreparable damage to the instruments on satellites in the recovery phase of geomag-
netic storms. 

The dynamics of high-energy electrons is under investigation [3], although the  
enhancement has been observed by the specialists in space physics. Many studies, 
however, have reported the enhancement of high-energy electron is correlated with 
high-speed solar wind [4, 6]. The high-energy electron flux is known to be controlled 
by the solar wind. Furthermore, the north-south component of the interplanetary mag-
netic field (IMF) is also known to be another important parameter that promotes flux 
enhancement. 

Many predictors for high-energy electron flux at GEO have been proposed. The 
motivation for developing the predictor is to protect spacecrafts from the deep dielec-
tric charging. The linear prediction filter with a statistical approach has been devel-
oped [5]. The model is capable of predicting the daily averages of electron flux at 
GEO. Koons and Goorney have also investigated a predictor of the daily averaged 
flux at GEO using artificial neural networks [7]. An advanced predictor similar to the 
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one has been developed by the recurrent neural network [9, 10]. These researches are 
supported by various techniques and algorithms. The advanced algorithms and tech-
niques allow us the forecasting of the high-energy electron flux. 

Adaptive predictors to the space environment are needed, since the solar wind 
speed and high-energy electron flux will change due to the solar activities. The pre-
dictors of the earlier studies are not capable of adapting to the changing environment. 
The predictors require a training (learning the new environment) to deal with the 
changes. Furthermore, the huge data are required in the predictors. 

This paper proposes an adaptive predictor using the ADALINE Neural Network 
(ANN) [11]. The neural network is capable of obtaining the input/output map by 
training. The ANN can learn the variation of the observed data. Because of its sim-
plicity, the ADALINE has been applied to many applications; SIR estimation system 
[8], for example. Only a little train is needed, since the model only uses the data of the 
difference with one hour averaged data. The model can predict the electron flux al-
lowing an adaptation to the changes in the space environment. 

2   Basic Model 

2.1   Training Data and Forecast Data 

We use one hour averaged data of the solar-wind and the high-energy electron flux at 
GEO. The solar wind data observed by Advanced Composition Explorer (ACE) satel-
lite are obtained from the OMNI-2 database [13] in the National Space Science Data 
Center (NSSDC), the National Aeronautics and Space Administration/Goddard Space 
Flight Center. 

The electron flux data observed by the GOES satellite are obtained from the Na-
tional Geophysical Data Center (NGDC), and the National Oceanic and Atmospheric 
Administration (NOAA). We obtain both data during the period from January 1, 1998 
to December 31, 2008, thus 10 years in total. We use the data to train the predictor. 

2.2   Predictor with ADALINE Neural Network  

The ADALINE neural network (ANN) is an artificial neural network [11]. The net-
work structure of the ANN consists of input neurons and output neurons with a linear 
transfer function. We use the simplest one to predict the high-energy electron flux 
(Fig.2). In Fig.2, let the tI  and 24E  denote respectively the t th input data vector and 
the high-energy electron flux 24 hours ahead. 

In the neural networks, choosing appropriate input parameters is critical for the 
high-precision prediction result. We need to select the input parameters correlated 
with high-energy electrons. We choose the four input parameters: solar wind speed 
V , a north-south component zB of IMF, the current high-energy electron flux E  and 
the universal time UT . Thus, the t th input parameters are expressed as an input 
vector ),,,( UTBVEI zt = . 
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23−tI

Electron flux 24 h later

24E

 
Fig. 2. Configuration of ADALINE neural network predictor. Predictor computes high-energy 
electron flux 24 hours ahead by the input data using past 24 hours data. 

 

The current high-energy electron flux is chosen to reflect the flux level to the 
forecast. We add UT  as an input parameter to involve a large diurnal variation in 
the electron flux, since the flux level differs according to location at GEO. The 
growth in the high-energy electron flux is strongly correlated with the solar wind 
speed; hence, the solar wind speed is selected as the input parameter. The north-
south component of IMF is chosen, because of the value gradually varies to the 
north and south when the CME happens or the coronal hole appears on the surface 
of the sun. 

The predictor is required to support the time series data, because the electron flux 
is affected by the variation in the past. This requirement can satisfy with the ANN. 
We arranged the input neurons with amount of 24 hours past and current. The predic-
tor computes high-energy electron flux based on the past 24 hours and the current 
flux. 

2.3   Validation Method 

We need to measure the performance of the predictor. The performance is evaluated 
by comparing the predictions with the observations. The performance is tested by 
the three indices: Correlation Coefficient ( CC ), Mean-Square Error ( MSE ) and 
Prediction Efficiency ( PE ). Let ix  and if  represent respectively the forecasted 

and observed data. The N  is total count of the data. The PE  and MSE  are ex-
pressed as: 

( )
2

1

1 ∑
=

−=
N

i
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PE −= 1 ,  (2) 



 Adaptive Forecasting of High-Energy Electron Flux at Geostationary Orbit 801 

 

where ( )
2

1

1 ∑
=

−=
N

i
i xx

N
VAR , and (3) 

∑
=

=
N

i
ix

N
x

1

1
. (4) 

3   Simulations and Results 

3.1   Data Handling 

The data observed by the satellites could be missing data due to the instruments trou-
bles by the space weather events and/or various reasons for the operations. We regard 
the data as missing where the interval of the missing exceeds two hours. The missing 
data are interpolated if the observation down time is less than three hours. We exclude 
the missing data in training and simulations. 

3.2   Simulation Method 

We construct the predictor for 24 hours ahead forecast of the high-energy electron 
flux at GEO. The advance warnings are useful as space weather monitors, espe-
cially to satellite and communications satellite. We train the predictor with the 
learning rate of 0.005. A linear transfer function is used as the transfer function in 
the output layer. 

We train the predictor by setting to the electron flux 24 hours ahead as the target 
output. The total count of the data available to the predictor is 84563, whereas the 
total count for the simulation data is 84539. Both dataset exclude the missing data 
and have already interpolated with the spline function. All of the data are arranged 
with date order. We input the data to the predictor sequentially from 1998 to 2008. 

Our training and simulation of the predictor consists of two phases. The predictor 
learns and forecasts alternatively. The first phase is used for the training of the net-
work. The predictor is given past 24 hours data as input data and the current high-
energy electron flux as the target data. In the second phase, the network predicts the 
high-energy electron flux 24 hours ahead by the current and past 24 hours data. The 
simulation results are validated above method (Sec.2.3). 

The forecast of the alert level of the high-energy electron flux is meaningful to pro-
tect the spacecrafts. The spacecrafts will become anomalies, when the high-energy 
electron flux enhances to the alert level. Thus, we estimate the prediction results of 
the MSE  by dividing into two levels: 424 >=E  and 224 <=E . We need to clarify 
the errors between the predictions and observations data. The HMSE  and LMSE  are 
respectively corresponded to the flux of low and high level.  
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3.3 Results 

Figure 3 shows the forecast performance form 1998 to 2008. In 1998, the PE  was the 
worst during the forecast period. Because of the year was first for the training of the 
predictor. In this year, the predictor adjusted its weight to forecast the reliable output. 
After that, the predictor improved the PE  to approximately 0.6. Our model could 
adapt to the input and target data by training. Then, the model succeeded in forecast-
ing the high-energy electron flux 24 hours ahead. 

Furthermore, the predictor could keep the CC  approximately 0.8 each year expect 
in 1998. The forecast results were positively correlated with the observed data. Thus, 
the prediction of the daily variations of the high-energy electron flux was successful. 

The LMSE  of the low flux largely increased in 2003 and 2005. During the main 
phase of the geomagnetic disturbances, forecasting of the high-energy electron flux is 
difficult since the flux rapidly decreases. Our predictor could not involve the rapid 
decreases in the flux by disturbed solar winds during the 24 hours interval. Thus, the 
geomagnetic disturbances by the CME and the coronal hole caused the results since 
those kinds of the space weather events occurred more times than usual. 

At the end of 2006, the GOES-10 was transferred to the new location at 60° west. 
The predictor has needed to retrain because the environment of surrounding the 
GOES-10 changed. The local time of the satellite also was needed to consider because 
its location differs from one before transferring. However, the PE  values did not 
indicate the significant change after the satellite moved. The predictor could adapt to 
the new environment. 

 
Fig. 3. Forecast performance from 1998 to 2008 
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4   Discussion 

We investigated the predictor for the forecast of the high-energy electron flux at 
GEO. The predictor is constructed with the ADALINE neural network. The predictor 
could forecast of the daily variations of the high-energy electron flux. Furthermore, 
the predictor could also forecast the high flux in the recovery phase of geomagnetic 
storms. However, the model has only a little ability to forecast the low flux since the 
predictor does not involve the rapid decreases during the 24 hours interval. 

The major advantage of the model is an adaptation to the new environments for the 
satellites. The dataset for forecasting covers mostly one solar cycle period (The solar 
cycle period is 11 years). The predictor could adapt to the changes of the high-energy 
electron flux by the solar activity. Furthermore, our model can involve the changes of 
the flux when the satellite moves to the new environment. In Fig. 1, the predictor 
could perform the forecast of the flux in 2006 after the satellite moved to the new 
location. Then, the predictor can adapt to the new environment and forecast the flux 
without degrading its performance.  

The earlier studies [9, 10] do not provide the adaptation to the new data for the 
predictor. Actually, the satellites are transferred to the new location by various opera-
tional reasons. After transferring, the predictors are required to learn the changes of 
the new environments. The model allows us to solve the relocation problem of the 
satellites for the forecast since the predictor adapt to the changes. Therefore, the 
model can apply to the satellites at GEO if they are transferred in the future. However, 
the learning rate for the training should be chosen carefully because the performance 
depends on the learning rate. 

Sometimes, the observed data contains the irrelevant data due to the failures of 
sensors on satellites. The model cannot forecast the high-energy electron flux if any 
sensors behaves as the faulty one. Thus, the detection of the sensor’s failure is also a 
crucial problem to do the exact prediction. The predictor is required to involve the 
robustness and adaptation to the failures of the sensors. In the related study [12], the 
Dynamical Relational Networks (DRN) has been proposed. The DRN technique can 
diagnose the sensors faulty or non-faulty with autonomous distributed approach. The 
study [12] demonstrated the online diagnosis systems of combustion systems in auto-
mobile engines. Likewise, we should consider that the predictor for space weather 
also needs to involve the robustness and the adaptation for the failures of the sensors. 

5   Conclusion 

We have investigated the adaptive predictor for the high-energy electron flux at GEO. 
The ADALINE neural networks are used in the implementation. The predictor has 
been trained by the adaptive learning algorithm. In the simulation results, our model 
obtained the PE  and the CC  approximately 0.6 and 0.8 respectively, except the 
training phase in 1998. Furthermore, the predictor could adapt to the changes of the 
environment after the GOES-10 was transferred to the new location. Thus, our predic-
tor successfully reflected the changes of the data for the forecast. 
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Abstract. Inspired by metabolic closure and its mathematical realization as a 
fixed point of f(f) = f where f is an operator, operand, and result, we pursue the 
possibility of reproduction closure of organisms. We seek an information aspect 
of reproduction closure, expecting an organizing principle of information  
(entropy) in living organisms. To remain reliable as a system with unreliable 
components, living organisms use reproduction involving the description (geno-
type). A reliability view of self-reproduction with a description will be com-
pared to von Neumann’s complexity decrease principle in building automata. 
Asymmetry of complexity decrease would indicate that the self-reproduction in 
his model is not reversible, hence suggesting entropy generation (negative en-
tropy leak). Although errors in copying description would lead to threats of 
cancer, allowance of a certain level of error would lead to possible adaptation 
recognizing the openness of biological systems. 

Keywords: metabolic closure, biological closure, system reliability, entropy, 
self-reproduction, quasi-species, cancer, apoptosis, immune system. 

1   Introduction 

This note is motivated by Rosen’s metabolic closure [1] notably expressed as a fixed 
point of f(f) = f where f is an operator, operand, and result, and its mathematical reali-
zation [2]. The metabolic network is formed by a collection of reactions: A–M->B 
where A (B) indicates input (output) materials and M is a catalyst. The entire network 
of reactions must form an operator, operand, and result simultaneously satisfying f(f) 
= f in order to maintain organismic invariance. 

Since biological systems are products of an interplay among three inseparable ele-
ments: material, energy, and information (entropy), and it is generally accepted that 
biological systems are information-intensive, we focus on an information aspect of 
biological closure. 

In computation, it had been argued that a certain amount of energy dissipation may 
be required. However, reversible computation [3, 4] has opened up the possibility that 
energy dissipation could be avoided if computations are carried out in a completely 
reversible manner by preserving previous states in each step of the computation, since 
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deletion of the information would involve the generation of positive entropy (i.e. 
negative entropy leak) [4]. 

Before the reversible computation argument, there had been several arguments on 
entropy flow within the system. First, it should be noted that von Neumann’s interest 
when building the theory of self-reproducing automata is “building a reliable system 
from unreliable components” [5]. Schrödinger noted that life consumes negative en-
tropy [6], and we will also relate system reliability to entropy. Bennet, the inventor of 
the Brownian Machine, noted that “the digital computer may be thought of as engines 
for transforming free energy into waste heat and mathematical work” [4]. Therefore, a 
living organism may be characterized as creating “mathematical work” targeted at 
maintaining itself. 

This note revisits self-reproduction [7] and self-reproduction involving errors in 
description copying [8], and examines biological closure in a context of system reli-
ability involving entropy leak, complexity decrease, and reversibility. 

Section 2 examines system reliability, pointing out the similarity between self-
reproduction and mutual repairing. Section 3 revisits the self-reproduction model and 
relates the quasi-species model to the self-reproduction model. Section 4 discusses 
biological closure and openness based on these models. 

2   A System Reliability View of Self-reproduction 

2.1   Conventional Reliable Systems 

Man-made systems may be characterized as systems whose reliability has been in-
creased by systematically coupling components. Denoting the reliability of the object 
X as R(X), a system reliability R(S) can be formulated by component reliabilities R(Ci) 
as: 

R(S) = f(R(C1), R(C2), ..., R(CN)) (1) 
where series systems are characterized as: 

f(R(C1), R(C2), ..., R(CN)) = R(C1)R(C2) ... R(CN), 
 and parallel systems as: 
f(R(C1), R(C2), ..., R(CN)) = 1 – (1 – R(C1)) (1 – R(C2)) ... (1 – R(CN)). 
Further, these series and parallel systems can be generalized into k-out-of-N where 

it is series when k = 1 and parallel when k = N. Similar to the parallel and series ar-
rangement of batteries, any combination of them and any number of hierarchies are 
possible. 

It should be noted that even in man-made systems, system reliability could be 
made infinitesimally close to one, if one could take an infinite number of components 
and use them to build a parallel system or infinite hierarchical system, for example. 

2.2   Recursive Reliable Systems 

When we consider self-repairing using linear sequential thinking, the first stumbling 
block is the self-repair paradox (or equivalently, the self-diagnosis paradox): the 
system requires a repairing subsystem, which in turn requires another repairing  
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subsystem that repairs the repairing subsystem, thus falling into an infinite regress. 
The paradox will be resolved in a system that considers self-repair or mutual repair. In 
[2], the paradox is resolved by avoiding infinite regress with a systemic property (a 
property dependent on the network connectivity). 

With the system reliability formulation above, self-repairing and mutual repairing 
may be expressed in recursive forms: 

R(Ci) = gi (R(Ci) , R(S)) and R(Ci) = gi (R(Ci), R(Cj)) (i≠j), respectively for the 
component reliability in (1). 

Reproduction and mutual repairing (Fig. 1) are similar in the sense that the former 
components use offspring for rewinding the probabilistic worn-out and the latter com-
ponents use themselves being rewound by other components. In fact, system reliabil-
ity in both cases is formulated in the recursive form of reliability. In repairing,  
components develop themselves into the future time dimension (Fig. 1, left), but in 
reproduction they develop themselves to the sample space of their offspring (Fig. 1, 
right). 
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Fig. 1. Diagrams illustrating a mutual-repair with 1-dimensional configuration with periodic 
boundary condition (left), and self-reproduction (right). The system evolves downward. Time is 
measured by synchronous mutual-repair trials (left), and by reproduction (right). Arrows indi-
cate mutual repairs. Dotted lines indicate reproduction. Identity of component is indicated by 
vertical bars. Open nodes indicate normal (alive) components, while black nodes indicate faulty 
(dead). The horizontal axis of the left figure indicates the age of the current component.  

 
In the mutual repairing system, repairing essentially means overwriting the infor-

mation of normal components to the degraded information of faulty components. This 
repairing amounts to “refueling” [4] the faulty components by making their tape the 
ordered one. The action of overwriting information during repair inevitably seems to 
involve deletion of information. Thus, the repairing cannot avoid (negative) entropy 
leak, or positive entropy generation [4]. 

Self-reproduction also seems to involve entropy leak due to the intrinsic asym-
metry of existence and non-existence of materials. Further, when reproduction error 
is involved, it seems to be even more difficult to avoid entropy leak, for it would 
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make the process irreversible, and we cannot conceive of any way of making it 
reversible. 

The system reliability can be increased further by using the description of the sys-
tem (as will be explained in the self-reproduction model in Sect. 3.2), but more sur-
prisingly, with room for evolutionability (as will be explained in the quasi-species 
model in Sect. 3.3). 

3   Basic Model 

3.1   A Microscopic Model [7] 

von Neumann’s model consists of X + φ(X) where φ(X) is a description (genotype) of 
X (phenotype) [7]. X consists of subsystems A, B, C, and D. Their functions are de-
fined to map from φ(X) to X for A (i.e., a general constructor); and from φ(X) to 
2φ(X) (i.e., a copier for description). C controls the copying process. Thus, A, B, and 
C are subsystems related to self-reproduction. D is the subsystem not involved in the 
self-reproduction. 

As shown in Fig. 2, starting from X + φ(X), C makes the copier B copy the descrip-
tion φ(X) twice, thereby resulting in three descriptions 3φ(X). The controller C then 
activates the general constructor A, and makes A construct X from one description out 
of three, using the materials in the environment where A is placed. Altogether, the 
original X + φ(X) is doubled. Thus, X + φ(X) operates on itself resulting in another X 
+ φ(X), which amounts to Rosen’s f(f) = f. 

3.2   Reliability and Complexity 

Let X->Y indicate that X produces Y, then the self-reproduction may be expressed by 
X->X. Let C(X) further denote a complexity of an object X. In the above self-
reproduction model, von Neumann restricted himself to the complexity decreasing 
principle when some automaton makes another automaton. This insight may be for-
malized in the following property C for complexity and the definition C of the de-
scription in terms of the complexity. 
 

Property C: For any production: X->Y, C(X) ≥ C(Y), 

Definition C: C(φ(X)) ≤ C(X). 
 

It should also be noted that von Neumann, in his ingenious devising of the self-

reproduction Y->Y where Y = X + φ(X), managed to keep complexity of output not 
exceeding that of input. It may be conjectured that if the complexity increase or 
decrease were strict and there could be no neutral way, then reversible reproduction 
would be difficult and his self-reproduction would inevitably involve entropy leak. 

Indeed, in every steps of the self-reproduction this Property C with the Definition 
C is not violated. In constructing X by A withφ(X), C(A+φ(X)) ≥ C(X) holds because 
C(φ(X)) = C(X), and in copying the description C(B+φ(X) ) ≥ C(2φ(X)) holds  
because C(φ(X) ) = C(2φ(X)).  
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We can put forth an intuition behind reliability in the following property R and the 
definition R of a description: 

 

Property R: For a production process X->Y, R(X) ≥ R(Y), 
 

Definition R: R(φ(X)) ≥ R (X) 
 
 

The property R expresses the simple commonsense that reliability of the product is 
less than that of the producing system. The definition R is a reliability version of the 
definition of description; the description is an object with material aspect minimized 
and information aspect kept intact. Thus, description is less subject to degradation 
when materials undergo degradation. (Another merit of description is that it can util-
ize a code that would compensate for errors with redundancy introduced by degener-
acy in the mapping of the code.) Properties R and C do not contradict each other. On 
the other hand, the definition C could contradict definition R unless only the equality 
holds.  

To resolve the possible contradiction above or to investigate if there is a contra-
diction, we need a closer look at the complexity and the reliability. For the com-
plexity, von Neumann extended the above property C and definition C to the fol-
lowings. However, this again needs further studies such as a quantification of the 
complexity. 

 

Property C’: For any reproduction: X->Y, C(X) ≤ C(Y) implies that C(X) ≥ ξ for a 
complexity level ξ. 
 

Definition C’: There is a complexity level π1 such that C(X) ≤ π1 implies that C(φ(X)) 

≤ C(X), and another level π2 (≥ π1) such that C(X) ≥ π2 implies that C(φ(X)) ≥ C(X). 

3.3   A Quasi-Macroscopic Model [8, 9, 10] 

Involving the description in reproduction, system reliability can be made higher 
than that without description. However, using description could involve a descrip-
tion error. Let φ(X)’ denote the description including the error. Then the phenotype 
will be X’ which might have a distinct character from X. If we assume the reproduc-
tion rate is altered, then we need to focus on the dynamics resulting from the inter-
action between the population of the original system X + φ(X) and the mutated 
system X’ + φ(X)’. 

Let x1 and x2 respectively denote the population of the original reproduction system 
X + φ(X) and the mutant system X’ + φ(X)’. Let a1 and a2 respectively denote the 
reproduction rate of the original and the mutant. Further, let R11 and R22 respectively 
denote the reliability in reproduction of the original and the mutant, and assuming the 
failure in reproduction turns out to be another population, that is R12 = 1 – R11, then 
a2R21 = a2(1 – R22) ≃0 leads to the simplified model of quasi-species [10]: 

x
．

1 = a1 R11 x1,  

x
．

2 = a1(1 – R11) x1 + a2 R22 x2, where x
．

i is a time derivative of the variable xi. 
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Fig. 2. Diagram magnified on one reproduction in the phylogenic tree of Fig. 1 (left). Arrows 
indicate input materials and output materials. Thick arrows indicate control signals. 

 
 

On the one hand, if the reproduction of the original reproduction system is carried 
out without any error, then there is no mutant and x2 = 0. On the other hand, unless the 
reliability in reproducing the original one must exceed a certain threshold, that is, (1 > 
) R11 > R22 a2/a1, the population of the original one would become extinct. Put another 
way, if the mutant had the phenotype character of high reproduction rate and reliabil-
ity such that R22 a2 > R11 a1, it would make the original one extinct. If the reproduction 
system were to correspond to a cell, then such mutant would correspond to cancer 
(Fig. 3). 

The reliability in self-reproduction is a double-edged sword, for if self-
reproduction is too reliable (without any error) then the reproduced offspring is a 
perfect clone of itself that does not involve cancer due to reproduction error, but it 
also loses the possibility of evolution and adaptation, since there will be no channel to 
the environment. 
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(1-R)  

Fig. 3. Quasi-species reproduction involves reproduction errors. Time is measured by genera-
tion downward. The vertical axis represents phenotype distance. The size of circles indicates 
the number of offspring of the type. The gray node indicates a cancer. 

4   Summary and Discussion 

Inspired by Rosen’s (M, R) system and the mathematical beauty of f(f) = f and its 
recent realization [2], we revisit biological closure with a bias to information (among 
three aspects of objects: material, energy, and information). Noting that self-
reproduction embodies a mechanism of improving system reliability, and that von 
Neumann’s self-reproduction model realizes the triply entangled fixed point f(f) = f, 
we focused on his model. 

The intuition of asymmetry between existence and non-existence on which reli-
ability is based implies that any functional device implemented with materials is sub-
ject to degradation. This holds true even for descriptions, although the material aspect 
is minimized. Thus, (negative) entropy leak (i.e. positive entropy generation) seems 
inevitable from a reliability viewpoint. 

von Neumann noted the complexity decrease principle when one automaton pro-
duces another. If the complexity decrease were strict, then entropy leak would be 
supported from the viewpoint of reversibility. 

High system reliability attained by self-reproduction does not come for free. For 
the maintenance of system reliability, the fraction of old (hence degraded) compo-
nents relative to newly reproduced components must be kept below some ratio. Thus, 
the system must ensure not only reliable reproduction but also reliable (organized) 
killing of old components. Although the phenomenon known as apoptosis exists in 
biology, we did not consider controlled death here. 

Even higher system reliability may be attained by involving a description in self-
reproduction. Other than attaining higher reliability than the object being described, 
the description plays a crucial role in von Neumann’s model in managing to keep 
complexity below a certain level. Otherwise (without the description), an object to 
object copy must be required, and the complexity of the mechanism of the copy  
depends on the complexity of the objects being copied. Again, the higher system 
reliability attained by description-based self-reproduction does not come without a 
tradeoff. A new type of threat accompanying description-based self-reproduction is 
due to the description (genotype) error that causes the character of the object being 
described (phenotype character) of reproduction rate to increase. This threat may 
correspond to cancer in biology. 
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Another important aspect accompanying description-based self-reproduction is the 
diversity in the character of reproduced objects. This diversity opens up the possibility 
of evolution and adaptation when self-reproducing systems are placed in a community 
and in a place where interaction with the environment is possible. 
 
Acknowledgments. This note was motivated by Juan-Carlos Letelier’s paper [2]. 
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Abstract. Eudaemonics is the study of the nature, causes, and condi-

tions of human well-being. According to the ethical theory of eudaemo-

nia, reaping satisfaction and fulfillment from life is not only a desirable

end, but a moral responsibility. However, in modern society, many indi-

viduals struggle to meet this responsibility. Computational mechanisms

could better enable individuals to achieve eudaemonia by yielding prac-

tical real-world systems that embody algorithms that promote human

flourishing. This article presents eudaemonic systems as the evolution-

ary goal of the present day recommender system.

[Those who condemn individualism] slur over the chief problems—that
of remaking society to serve the growth of a new type of individual.

John Dewey, “Individualism Old and New”

1 Introduction

Eudaemonia is the theory that the highest ethical goal is personal happiness and
well-being [1]. This theory holds that an ethical life is one filled with the meaning
and satisfaction that arises from living according to one’s values—where every-
thing one does is of great importance to their character. Eudaemonia parallels the
notion of Abraham Maslow’s self-actualization [2] and Mihály Cśıkszentmihályi’s
flow state [3] except that, as an ethical theory, it argues that it is a personal re-
sponsibility to strive for this state. As a social theory, eudaemonia holds that
the purpose of society is to promote this state in all of its people. The ethical
foundation of personal flourishing is grounded in the contention that the purpose
of life is to reap satisfaction and fulfillment from an engagement in the world and
that such a state is objectively good for society. Thus, learning how to flourish
is a form of moral development.

Moral development, when used in this sense, extends beyond civility, honesty,
and other facets of rectitude. It refers to a personal onus to achieve well-being.
One proponent of the ethical theory of eudaemonia, David L. Norton, states

J.D. Velásquez et al. (Eds.): KES 2009, Part II, LNAI 5712, pp. 813–820, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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that “[...] the broader eudaimonistic thesis is that all virtues subsist in poten-
tia in every person; thus to be a human being is to be capable of manifesting
virtues, and the problem of moral development is the problem of discovering the
conditions of their manifestation” [4]. Typically, the discovery of the conditions
that will manifest virtues in the individual is guided by the recommendations
of family, friends, and community—those who know the individual well and the
options available to them. Despite this guidance, the achievement of eudaemo-
nia remains elusive for most. Maslow notes that a very small group of people
achieve self-actualization and Cśıkszentmihályi has shown that very few are able
to control their consciousness well enough to reliably reach the state of flow.
Given the individual moral imperative to achieve eudaemonia and the resulting
societal benefits, resources should be dedicated to guaranteeing this realization
for as many people as possible.

Eudaemonics is the study of the nature, causes, and conditions of eudae-
monia [5]. For Owen Flanagan, the domains of moral and political philosophy,
neuroethics, neuroeconomics, and positive psychology are the sources from which
a developed understanding of human well-being will spring. In this article, it is
posited that computational eudaemonics will make advances to bring eudaemo-
nia to more than a select few in society. Computer and information science can
greatly contribute to the eudaemonic endeavor by yielding practical real-world
systems that embody algorithms that promote human flourishing. Systems that
promote eudaemonia are called eudaemonic systems. Such systems would foster
eudaemonia by providing the right conditions for the manifestation of virtues.
This article presents a vision of eudaemonic systems as the evolutionary goal of
the present day recommender system.

2 From Recommender to Eudaemonic Systems

The purpose of a eudaemonic system is to produce societies in which the indi-
viduals experience satisfaction through a deep engagement in the world. This
engagement can be fostered by uniting individuals with those resources that
meet their needs. Resources can take many forms, a few of which are itemized
below.

– activities: vocations, hobbies, gatherings, projects.
– education: universities, lectures, areas of study.
– entertainment: books, movies, music, shows.
– people: friends, work associates, life partners.
– places: to live, to vacation, to dine.

There are many ways a eudaemonic system could contribute to individual well-
being. Perhaps the most ambitious eudaemonic system is one that supplies the
satisfaction of the need for a resource before the need is even felt. For Thomas
Hobbes, eudaemonia is encumbered by conation—goals, plans, and desires [6].
Practically speaking, humans seek books and movies to stimulate their cognitive
faculties, friends and partners to fulfill their social affinities, art to entice their
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affective natures, and sports to satiate their physical needs. While every indi-
vidual longs for varying degrees of these requirements, in general, a flourishing
life is one where all these requirements are met through the active process of
enacting them [7]. Thus, a Hobbesian eudaemonic system would be one that
satisfied requirements before they were felt (pre-conation), so that the experi-
ence of need could not disrupt a life of contentment. Through computational
mechanisms, it may be possible to produce pre-conate eudaemonic systems. A
pre-conate system is one that makes use of indicators of coming discontent and
provides avenues to rectify the situation prior to its actualization.

Recommender systems [8], when viewed within the context of the eudaemonic
thesis, could evolve to become such systems. A recommender system is an infor-
mation filtering tool that matches individuals to resources of potential interest.
Such systems are commonly employed by businesses in an attempt to sell more
products. However, this conceptualization of the recommender system trivializes
their potential role.

The satisfaction one reaps from the world can be represented in terms of
one’s interactions with resources. These interactions need not be extraordinary,
but are the stuff of everyday life. Norton articulates the importance of everyday
activities when he states that “if the development of character is the moral
objective, it is obvious that [...] the choices of vocation and avocations to pursue,
of friends to cultivate, of books to read are moral for they clearly influence such
development” [4]. For the techno-social society, this development of character is
driven every day, to some extent, by the use of recommender systems. Thus, to
the extent that recommender systems influence choices, they already influence
moral development. By purposely designing these systems to orient individuals
toward life optima, recommender systems can evolve to become eudaemonic
systems.

The current generation of recommender systems are limited to a particular
representational slice of the world (such as movies). This is represented in Fig-
ure 1a, where there exists a tight coupling between the data and the application
which operates on that data. A eudaemonic system must account not for a single
aspect of an individual’s life, but for the multitude of domains in which that in-
dividual exists. The emerging Web of Data provides a distributed data structure
that cleanly separates the data providers from the application developers. This is
represented in Figure 1b. The remainder of this section will discuss recommender
systems and their transition to eudaemonic systems through the exploitation of
the Web of Data.

2.1 Recommender Systems

Most recommender systems model individual users, resources, and their rela-
tionships to one another [8]. For example, in an online store, users may have
an ex:hasPurchased relationship to some of the store’s products. If the pur-
chasing behavior of user x and user y has a strong, positive correlation, then
any products purchased by only one can be recommended to the other. Purchas-
ing behavior is not the only way in which resources are deemed similar. It is
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Fig. 1. a.) The current paradigm in which the application and the data upon which it

operates are tightly coupled both technically and proprietarily—§2.1. b.) The emerging

Web of Data provides a collectively generated, publicly accessible world model that can

be leveraged by independent application developers—§2.2.

possible to relate resources by shared metadata properties [9]. For example, an
online movie rental service can represent movie a as having an ex:directedBy
relationship to director b and director b can maintain an ex:directed relation-
ship to movie c. The similarity that exists between movies a and c is deter-
mined, not by user behavior, but by similarity of metadata—the same person
directed both. By building a graph of typed relationships between resources,
it is possible to identify different forms of relatedness and utilize these forms
to aid an individual in their decision making process regarding the use of such
resources.

The power of recommender systems is currently limited because they rely
on a single silo of data that must be generated before they can provide useful
recommendations (see Figure 1a). Due to the data acquisition hurdle, application
designers must focus on a particular niche in which to provide recommendations.
For example, services either provide recommendations for books,1 or for music,2,
or for partners,3 etc. With such a limited worldview, these services do not respect
the multi-faceted nature of human beings. If a system only has access to data
on movies, then it can never recommend the perfect beach novel. Eudaemonia
requires a complete representation of the domains in which one conducts life in
order to recommend the right resource at the right time. Therefore, eudaemonic
systems require an integrated representation of the world’s resources and the
individual’s place within them.

1 For example: Amazon.com, Feedbooks.com
2 For example: Pandora.com, Last.fm
3 For example: Match.com, Chemistry.com, eHarmony.com
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2.2 Eudaemonic Systems

The recommender system data structure described previously can be conve-
niently represented as a multi-relational network. The most prevalent multi-
relational data model is the Resource Description Framework (RDF). The Linked
Data community is dedicated to the development of the emerging RDF-based
Web of Data. On the Web of Data, all data is represented in the URI address
space and interlinked to form a single, global data structure that can be used by
both man and machine for various application scenarios (see Figure 1b) [10].4

The Web of Data provides two significant benefits over the data silos used by
recommender systems. First, application developers need not focus on data ac-
quisition and instead can focus directly on algorithm development. This feature
ultimately reduces the labor involved in web service deployment. Second, the
application developer can create algorithms that make use of a rich world model
that incorporates the various ways in which resources relate to each other. Thus,
these algorithms have a larger knowledge-base with which to understand the
world and the individual’s place within it.

Figure 2 presents a visualization of the linking structure of the 89 data sets
currently in the Linked Data cloud.5 Each vertex represents a unique data set
that exists on an Internet server. The directed relationships denote that the
source data set references resources in the sink data set. The current Linked
Data cloud maintains approximately 4.5 billion relationships on data from var-
ious domains of interest. Table 1 indicates the domain of interest for each data
set. By publicly exposing data sets such as Amazon.com’s RDF book mashup,
MusicBrainz.org’s metadata archive, the Internet Movie Database’s (IMDB) col-
lection of movie facts, Revyu.com’s user ratings, and the publishing and confer-
ence behavior of scholars, the Web of Data hosts a rich model of the world that
is not built by a single provider, but by many providers collaboratively inte-
grating their data. Such a massive public data structure can be exploited by a
community of developers focused on ensuring that the right resource reaches the
right person at the right time.

The Web of Data already includes data sets that are pertinent to modeling in-
dividuals and resources; however, the success of a eudaemonic system depends on
the availability of data regarding the individual and their past, current, and pre-
dicted responses to resources. At the societal level, research has demonstrated
that resources relevant to flourishing are those that support life expectancy,
nutrition, purchasing power, freedom, equality, education, literacy, access to
information, and mental health [12].6 At the individual level, gathering and

4 The public exposure of data has stimulated interest in the development of the legal

structures for the use of such data. Much like the Open Source movement, the Linked

Data community is actively involved in the Open Data movement [11].
5 The Linked Data cloud is a subset of the larger Web of Data that includes those

data sets that are directly or indirectly connected to DBpedia and are maintained

by the Linked Data community.
6 The World Database of Happiness provides data concerning the study of well-being

worldwide and is available at http://worlddatabaseofhappiness.eur.nl



818 M.A. Rodriguez and J.H. Watkins

geospecies

freebase

dbpedia

libris

geneid

interpro

hgnc

symbol

pubmed

mgi

geneontology

uniprot

pubchem

unists

omim

homologene

pfam
pdb

reactome

chebi

uniparc

kegg

cas

uniref

prodom
prosite

taxonomy

dailymed

linkedct

acm

dblprkbexplorer

laascnrs

newcastle

eprints

ecssouthampton

irittoulouse
citeseer

pisa

resex
ibm

ieee

rae2001

budapestbme

eurecom

dblphannover

diseasome

drugbank

geonames

yago

opencyc

w3cwordnet

umbel

linkedmdb

rdfbookmashup

flickrwrappr

surgeradio

musicbrainz myspacewrapper

bbcplaycountdata

bbcprogrammes

semanticweborg

revyu

swconferencecorpus

lingvoj

pubguide

crunchbase

foafprofiles
riese

qdos

audioscrobbler

flickrexporter

bbcjohnpeel

wikicompany

govtrack

uscensusdata

openguides

doapspace

bbclatertotp

eurostat

semwebcentral

dblpberlin

siocsites

jamendo

magnatune
worldfactbook

projectgutenberg

opencalais

rdfohloh

virtuososponger

Fig. 2. A representation of the 89 RDF data sets currently in the Linked Data cloud

maintaining data regarding fluctuations in an individual’s well-being in rela-
tion to resources would support the automatic determination of optimal future
states for that individual. The algorithms that define this automatic determi-
nation will be constrained by the same validation requirements seen in today’s
recommender systems—e.g. precision and recall, and more tellingly, use. Eudae-
monic algorithms must be able to adapt to user requirements which continually
change with habituation and personal development. Those algorithms that do
not adapt to the changing user will simply not be adopted.

While the Linked Data community is providing a distributed data structure,
they are not providing a distributed process infrastructure [13]. Currently, the
Linked Data practice is to mint http-based URIs. These http-based URIs are
dereferenced in order to retrieve a collection of RDF statements associated with
that URI. The problem with this model is that the Web of Data is primar-
ily useful to man, not machine. For a machine to traverse parts of the larger
Web of Data, the pull-based mechanism of HTTP greatly reduces the speed of
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Table 1. The domains of the 89 data sets currently in the Linked Data cloud

data set domain data set domain data set domain
acm computer geospecies biology pubchem biology
audioscrobbler music govtrack government pubguide books
bbcjohnpeel music hgnc biology pubmed medical
bbclatertotp music homologene biology qdos social
bbcplaycountdata music ibm computer rae2001 computer
bbcprogrammes media ieee computer rdfbookmashup books
budapestbme computer interpro biology rdfohloh social
cas biology irittoulouse computer reactome biology
chebi biology jamendo music resex computer
citeseer computer kegg biology revyu reference
crunchbase business laascnrs computer riese government
dailymed medical libris books semanticweborg computer
dblpberlin computer lingvoj reference semwebcentral social
dblphannover computer linkedct medical siocsites social
dblprkbexplorer computer linkedmdb movie surgeradio music
dbpedia general magnatune music swconferencecorpus computer
diseasome medical mgi biology symbol medical
doapspace social musicbrainz music taxonomy reference
drugbank medical myspacewrapper social umbel general
ecssouthampton computer newcastle computer uniparc biology
eprints computer omim biology uniprot biology
eurecom computer opencalais reference uniref biology
eurostat government opencyc general unists biology
flickrexporter images openguides reference uscensusdata government
flickrwrappr images pdb biology virtuososponger reference
foafprofiles social pfam biology w3cwordnet reference
freebase general pisa computer wikicompany business
geneid biology prodom biology worldfactbook government
geneontology biology projectgutenberg books yago general
geonames geographic prosite biology

processing. It would be unfortunate to limit the sophistication of the algorithms
that can reasonably process this data due to an infrastructure issue that can be
solved using distributed computing.

In addition to issues of technical implementation, eudaemonic systems present
a number of social concerns. For example, a system that provides individuals
with exactly what they want would erode personal motivation to achieve. How-
ever, eudaemonic systems, by definition, cannot encourage such “lotus eating” as
self-indulgence does not lead to flourishing. Cśıkszentmihályi defines the state of
psychological flow as the balance between simplicity (boredom) and complexity
(frustration) [3]. Thus, the intent of a eudaemonic system is to match the individ-
ual with resources that push their cognitive limits, where goals are challenging,
but not impossible. It is, in fact, the sole purpose of a eudaemonic system to
ensure that individuals realize continual, life-long personal achievement.

3 Conclusion

The evolution of the recommender system to the eudaemonic system will be
driven by the public exposure of massive-scale, interlinked, heterogenous data
and algorithms that can effectively and efficiently process such data. The goal of a
eudaemonic system is to orient people towards those resources that will produce a
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life that is devoid of pretense, doubt, and ultimately, fear. That is, a eudaemonic
system will aid the individual in situating themselves within that area of the
world that makes sense to them. A pre-conate eudaemonic system would direct
the individual to choose need-mitigating options before the individual becomes
aware of their need. In other words, the individual would choose options that
they do not perceive as necessary. Without the perception of need, the individual
would take on faith that the algorithm knows what is best for them in a resource
complex world. Thus, the perfect life is not an aspiration, but a well-computed
path.

Note

Faith in the Algorithm is a series of articles that focuses on the intersection of
political philosophy, ethics, and computation.
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3. Cśıkszentmihályi, M.: Flow: The Psychology of Optimal Experience. Harper and

Row, New York (1990)

4. Norton, D.L.: Democracy and Moral Development: A Politics of Virtue. University

of California Press (1995)

5. Flanagan, O.: The Really Hard Problem: Meaning in a Material World. MIT Press,

Cambridge (2007)

6. Hobbes, T.: Leviathan (1651)

7. Kraut, R.: What is Good and Why: The Ethics of Well-Being. Harvard University

Press (2007)

8. Resnick, P., Varian, H.R.: Recommender systems. Communications of the

ACM 40(3), 56–58 (1997)

9. Pazzani, M.J., Billsus, D.: Content-Based Recommendation Systems. In:

Brusilovsky, P., Kobsa, A., Nejdl, W. (eds.) Adaptive Web 2007. LNCS, vol. 4321,

pp. 325–341. Springer, Heidelberg (2007)

10. Bizer, C., Heath, T., Idehen, K., Berners-Lee, T.: Linked data on the web. In: Pro-

ceedings of the International World Wide Web Conference. Linked Data Workshop,

Beijing, China (April 2008)

11. Miller, P., Styles, R., Heath, T.: Open data commons: A license for open data. In:

Workshop on Linked Data on the Web. ACM Press, New York (2008)

12. Heylighen, F., Bernheim, J.: Global progress I: Empirical evidence for increasing

quality of life. Journal of Happiness Studies 1(3), 323–349 (2000)

13. Rodriguez, M.: A Reflection on the Structure and Process of the Web of Data.

Bulletin of the American Society for Information Science and Technology 35(6),

38–43 (2009)



 

J.D. Velásquez et al. (Eds.): KES 2009, Part II, LNAI 5712, pp. 821–828, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

System Engineering Security 

Esmiralda Moradian 

Department of Computer and System Sciences, 
Stockholm University 

Forum 100, 164 40 Kista, Stockholm, Sweden 
esmirald@dsv.su.se  

Abstract. Organizations’ integrate different systems and software applications 
in order to provide a complete set of services to their customers. However, dif-
ferent types of organisations are facing a common problem today, namely prob-
lems with security in their systems. The reason is that focus is on functionality 
rather than security. Besides that, security, if considered, comes too late in the 
system and software engineering processes; often during design or implementa-
tion phase. Moreover, majority of system engineers do not have knowledge in 
security. However, security experts are rarely involved in development process. 
Thus, systems are not developed with security in mind, which usually lead to 
problems and security breaches. We propose an approach of integration security 
throughout engineering process. To assure that necessary actions concerning 
security have been taken during development process, we propose semi-
automated preventive controls.  

Keywords: System engineering, software development, security, risk manage-
ment, control, security breach. 

1   Introduction 

Enterprises, governmental, medical, and defence sectors are dependent on software 
developed by system engineers. Software weaknesses and defects can result in soft-
ware application failure, but also be exploited by attackers. [16]. Software is every-
where [16]. Therefore, a poorly designed and developed as well as not properly tested 
software will induce security breaches that, for example, can cause economical prob-
lems, and/or affect humans’ health and, in the worse case, even cause death. Thus, 
systems that handle sensitive, secret and/or valuable information must operate cor-
rectly and have a stable status.   Organisations’ systems handling sensitive data are 
attractive targets for attackers. Despite of a large number of different security stan-
dards and mechanisms and tools existing today, vulnerabilities in systems are still 
present. During the recent years we could observe criminal activities performed on so 
called “secure systems” as well as errors in software. One example is bank systems. 
During few years direct aimed attacks were performed on Nordea bank’s systems. 
Another example is the medical sector. Due to software error in the Therac-25, caused 
by software bug many people received radiation overdoses that affected their  
lives [16]. Vulnerabilities are usually the result of defective specifications, design,  
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implementation, and testing that are unknowingly injected into software by system 
developers. [13] To a large extent flaws and defects can be minimized. However, to 
provide system reliability, correct operation and precise performance - security as-
pects should be considered early in system development lifecycle. Systematic and 
structured actions such as risk management (identification, analysis, evaluation of 
risks as well as risk treatment, monitoring and review) and threat modelling are re-
quired. Authors in [20] presented the survey made by UK Department of Trade and 
Industry. According to the survey many companies do not have sufficient internal 
controls of systems on the Internet. Organisations are often satisfied with “secure” 
software they purchase for these reasons. 

Unfortunately, many organisations are not considering software security during the 
development life cycle. Commonly, security is added sometimes after the system is 
developed. Bishop in [3] states that systems where security mechanisms were added 
after the system was built are not trustworthy. We propose an approach where secu-
rity is interspersed in the system engineering process. Semi-automated control of 
performed security measures during different phases of software development life 
cycle (SDLC) can facilitate building necessary and required security. The approach 
involves not only computer specialists but also managers/decision makers who have 
responsibility for the information security, and customers who present requirements. 

2   Related Work 

Mouratidis, et al. [14] argues for the need to develop a methodology that considers 
security as an integral part of the whole system development process. Authors pro-
pose an approach that considers security concerns as an integral part of the entire 
system development process. The different stages of the approach are described with 
the help of a health and social care information system.  

N. Haridas in [8] point out that application developer never consider or have a dis-
ciplined process to address security in any phases of SDLC. The author proposes 
incorporating security in different SDLC phases. N. Haridas [8] presents security 
factors followed by an example. Further the author presents a list of prioritized factors 
that could be considered as security guideline during the development phase 

G. McGraw in [13] proposes building security in SDLC. The author presents a de-
tailed approach for putting software security into practice. G. McGraw [13] provides 
guidance on how to build secure software and shows gaps in the development process 
and to how to improve the process.  However, while there exist different approaches 
and guidance’s on how to integrate security in system development process, decision 
makers and developers hardly adopt those. We propose approach of integration secu-
rity throughout engineering process with support of semi-automated and preventive 
controls in each phase of SDLC process. 

3    Security Issues in Development Life Cycle 

“The essence of good security engineering is understanding the potential threats 
to a system, and then applying an appropriate mix of protective measures – both 
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technological and organisational – to control them” [1]. In many organisations 
managers and developers teams start, in the best case, thinking about security 
when system is already shipped in production, which affects quality, security and 
economics. Vulnerabilities embedded in software and system components affect 
security of the system. However, as a result of vulnerability, security breaches can 
be costly both in terms of effort to fix problems and damage to organisations. For 
example security breaches cost more money, take more time and can bankrupt a 
company and destroy information. (See Figure 1)  
 

 

Fig.1. Cost of fixing security flaws during different development phases Source: Secure Coding 
– Principles&Practices Mark G. Graff, Kenneth R. van Wyk  O’Reily  

 
Moreover, adding security afterwards can impact people’s everyday’s life. Cus-

tomers and end users are rare aware of software insecurity and will expect systems, 
applications, products and services to be secure. [9, 18] Development process deals 
with transformation of requirements into a software product or software-based system 
that meets the customer’s defined needs.  Gathering and capturing requirements is one 
of the critical parts of development process, which affect system development during 
all other phases. Requirements express behaviour of the system, the system and object 
states and the transition from one state to another. Requirements also describe sys-
tem’s activities. Usually, requirements are described as functional and non-functional 
[15]. The purpose of software and system requirements analysis “is to establish the 
requirements of the software elements of the system” and “transform the defined 
stakeholder requirements into a set of desired system technical requirements that will 
guide the design of the system” [11]. However, it is common that security require-
ments of software and system are not even identified. During the design developers 
trying to identify “which system requirements should be allocated to which elements 
of the system.” [11] Software design is design that implements and can be verified 
against requirements. However, security requirements that are not identified and ana-
lysed will lead to security flaws in system architecture and design. Testing ensures 
that the implementation of each system requirement is tested and that the system is 
ready for delivery [11]. Though again, missing security requirements, security flaws 
in architecture and design will produce unreliable test results. Security testing should 
be a part of development life cycle. In this paper we propose integration of security 
throughout engineering process. 

Several standards, procedures, methods, and tools was developed in purpose to 
help organisations to understand, develop and implement software systems as well as 
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manage and control organisations’ processes. However, it seems to creates problems 
“in management and engineering, especially in integrating products and services” 
[11]. For example, C.B. Haley in [7] argues that ISO and NIST documents “provide 
little guidance on how to connect the functionality to the security needs. Instead of 
describing when and why objects are to be protected, they describe how the objects 
are to be protected.” Existing standards for information and software provide guid-
ance and support for organisations. For example, ISO 12207 provide guidance to 
software life cycle architecture [11].  ISO 27001[10] provide a “Plan-Do-Check-Act 
model” to structure the organizations processes. The purpose is establishing, imple-
menting, maintaining, and improving information security management system [10]. 
ISO 27002 provide guidance for “initiating, implementing, maintaining, and improv-
ing information security management within an organization” [10]. ISO/IEC 15026 
[22] defines a process for establishment of integrity levels. Risk analysis and system 
architecture analysis are the part of the process.  COSO-ERM (Enterprise Risk Man-
agement - Integrated Framework) was created to help businesses and other entities 
assess and enhance their internal control systems [6].  Common Criteria (CC) is a 
framework for evaluating security products and systems. [5] However, many organi-
sations are not working according to one or more security standards because of differ-
ent reasons. One reason can be difficulty to choose the most suitable standard for 
organisation. As appear from C. Magnusson’s [12] report there exist gaps and over-
laps in standards [12]. Author studied five standards, among others ISO 27001 and 
COSO-ERM.  

4   Development and Control  

To build secure software system requires effort from all parties: managers, architec-
tures, designers, developers, testers [21], as well as customers and consumers. Secu-
rity experts are seldom involved in the process; consequently security is left aside. 
Moreover, people involved in software system development process often go beyond 
their expertise and do work in other domain areas. That causes problem but seems to 
be the rule rather than exception in software development. [19] Software and system 
engineers, usually, are experts in one or more area, such as software architecture, 
programming, testing. The Engineer’s expertise comprises the development process 
and maintenance process. [19] The managers’ expertise comprises organisational life 
cycle process that for example includes initiation and scope definition, planning, re-
view and evaluation, and closure. [19]. Managers, developers, and customers are 
usually not experts in security and have different understandings and views on it. This 
can create misunderstanding and consequently lead to wrong decisions that impact the 
result. It is important to emphasise that a system probably will be attacked if it has 
valuable assets that attract attackers and entry points. Thus, to be able to build secure 
enough systems it is necessary to involve security experts early in the development 
process.  

To provide reliable system and/or service software life cycle and security life cycle 
should be joined and melt together. Our approach is intersperse security in the system 
engineering process. Software engineering process lacks visibility and continuity. It is 
difficult to see progress in software construction. [19] To see and track decisions, 
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implemented security measures, and mechanisms, semi-automated control of per-
formed actions, such as, checks, logs and feedbacks are required in every phase of 
system engineering process. To assure incorporation of security in the life process, we 
propose the semi-automated control regardless organisation’s branch, development 
process model, techniques and tools used. Semi-automated control with tracking of 
performed actions during different phases of software engineering process can facili-
tate in building necessary and required security (see Figure 2). Security activities are 
summarised according to classic V-model. Activities in the left side are concentrated 
on security requirements and secure design, while activities on the right side focus on 
verification and validation throughout the entire software life cycle. We propose to 
start from managers, including security managers that make decision to start the  
project/process of software development. Those need to classify level of security 
depending on different inputs. Examples of inputs are: business goals and conditions, 
policies, standards, environment where system should operate, requirements, and 
knowledge and expertise, and limitations. (See Figure 2) 
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Fig. 2. Controlled Development life cycle  

 
Depending on application, security level will vary. The security level of bank sys-

tem that handles electronic payment through online and Internet banking will be much 
higher than security level of system that handles parking tickets. However, it is impor-
tant to point out that every software system should have basic level of security, i.e. 
security baseline. Risk assessment should also be done. Based on classification of the 
security level, system generates an output – automated security guideline and control.  
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Fig. 3. Control checkpoints in system development process 

 
It can be constructed as checklists with multiple checkpoints. We use software agents 
for this purpose. These checkpoints should be considered and implemented during 
development process. The checklist can contain points concerning information secu-
rity, secure design, network security, and security testing.  Some examples of check-
points are: random password generation, access control, error messages not reveal too 
much information to an attacker, threat analysis, penetration tests. If some points were 
not implemented or changed during the process an explanation should be present in 
updated on each phase checklist. Checks are performed on every phase of develop-
ment process and all actions are monitored and verified. (See Figure 2 and Figure 3) 
System will record all changes in checklist, track users and record their actions during 
the process. Thus, checklist can be considered on the one hand as support for manag-
ers, developers and testers in decision making and on the other hand as control of 
actions taken. 

Moreover, ability to provide trusted system or service requires dependability. Allen 
et al. state that dependable software is software that will “never deviate from correct 
operation under anticipated conditions” [4]. Dependability requirement of the system 
can be different, depending on application. [2] Dependability encompasses following 
attributes: reliability, safety, security (with respect to confidentiality, integrity, avail-
ability) and maintainability [2] and sets requirements on the entire system [21]. De-
pending on the security requirements, protection profile (PP), specific actions will be 
required to be taken by system developers. System will track decisions made. Deci-
sion(s) should be evaluated by evaluator and feedback given about “whether a PP is 
complete, consistent, and technically sound and hence suitable for use in developing 
an ST” (Security Targets). [5] Risk management process is an essential part in im-
plementing adequate security level [17]. It includes communication, environment 
(intern and extern) and risk assessment. Risk assessment consists of risk identifica-
tion, analysis and evaluation. The purpose of risk assessment is to produce knowledge 
about relevant security characteristics of systems. Identifying valuable assets and 
performing risk assessment and threat modelling are the necessary actions to be com-
pleted before implementation phase. Pfleeger [15], Swiderski and Snyder [18] points 
out that organization must understand the vulnerabilities to which it may be exposed. 
Vulnerabilities can be determined by performing risk analysis. Moreover, risk analy-
sis includes threat identification, analysis and modelling. These can describe when 



 System Engineering Security 827 

 

and why objects need protection. The authors in [3] point out two types of risk analy-
sis methods, namely quantitative and qualitative methods. However, to perform 
proper risk analysis integration of both is necessary.  

Design should include designing and modelling controls that detect and/or prevent 
risks identified in previous phase. This stage also includes modelling rules that will be 
enforced in implementation phase. During design phase all stated requirements should 
be satisfied. Otherwise the process is stopped and cannot continue. Desired security 
behaviour should be in balance with functionality requirements. Control check list 
must be updated. All changes should be documented. Implementation stage is about 
to transform design into one or more programming language and assure that system is 
working as expected. Testing is done iteratively in order to verify specified require-
ments and validate that all requirements for a specific intended use of the software 
work product are fulfilled. Security testing is necessary in order to verify that the 
system design and code can stand against attack [9]. If or when security flaw is found 
in the design or in code it should be fixed, recorded and analyzed. Security testing is 
about determining if features work in different way than it was anticipated by devel-
oper(s) [9]. 

5   Conclusion and Further Work 

Security in system engineering plays an increasingly important role in nowadays 
business. Security has impact core business processes in every organization. We have 
emphasized some important problems in development process in order to enlighten 
the managers and the developers about the gaps in communication as well as common 
lack in visibility and continuity that have impact on security of system engineering.  
We proposed an approach of integration of security in each phase of system engineer-
ing process and implementation of semi-automated control in order to log changes in 
checklist, track users and record their actions during the process.  However, the out-
come will not exclude earlier made bad decisions that affect the continuous decisions 
and actions in system developing process. The proposed approach can enable qualita-
tive, secure and effective way of system development.  

The next step is to examine every step in detail, starting from requirement analysis. 
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Abstract. User centricity required by ubiquitous computing is about making 
services and information be prepared and delivered in the perspective of users 
rather than system elements. Task-oriented computing supports user centricity 
by representing users’ goals in tasks. It bridges the gap between tasks and avail-
able services. This paper proposes a semantically-based generic model for de-
scribing tasks in ubiquitous computing environments. This model is used by a 
task selection algorithm that considers the context information of a user and the 
surrounding environment. Additionally, this paper proposes a pattern-based task 
reconfiguration algorithm. The algorithms are illustrated by a demo application 
conducted in our test bed, and by other examples of tasks selected under diverse 
situations. Evaluation results show a reasonable time overhead for the task se-
lection algorithm.  

Keywords: Ubiquitous Computing, Task-oriented Computing, Semantic Web. 

1   Introduction 

Ubiquitous Computing (Ubicomp) is a paradigm shift that enables users to access 
networked services everywhere and at anytime [1]. It leads to an invisible technology 
that disappears from users’ consciousness, while supporting their daily life routines. 
This challenge requires user centricity, which is about making services and informa-
tion be prepared and delivered in the perspective of users’ goals rather than system 
elements.  

The approach of task-oriented computing supports user centricity. This approach 
realizes the perspective of users by representing their goals in tasks, which are then 
mapped to available services in the Ubicomp environment based on context informa-
tion [2]. The context information characterizes the state of the users and their  
surrounding Ubicomp environment. Therefore, task-oriented computing is about 
bridging the gap between tasks and services, taking into account their different pers-
pectives, granularities and abstraction levels [3], [4]. The research in task-oriented 
computing has tended to focus on selecting and integrating services that meet users’ 
task requirements [5]. Moreover, the research has emphasized statically binding a set 
of services with a task by using predefined rules, thus reacting in the way the rule was 
designed [6].  
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 This paper defines a mediating process composed of three composition layers. In 
the task layer, tasks are defined by a set of coordinated actions, named as an applica-
tion template. In the composition-pattern layer, each action is supported by a configu-
ration of abstract services, represented in a service composition pattern (SCP). A SCP 
maps an action to the service layer, composed of service instances that are tightly 
bound to the local devices and Web-based computational resources.  

Ubicomp environments are highly dynamic due to frequent changes in users’ goals 
and context information, which require a runtime reconfiguration of tasks. Therefore, 
the aim of this paper is in two folds – first, to provide a flexible task selection me-
chanism based on the context information; and second, to provide a reconfiguration 
mechanism based on changing context information. The requirements considered in 
the design of these mechanisms are as follows: (1) the essential characteristics of 
users and a Ubicomp environment need to be reflected in the description of tasks; (2) 
the contextual information gathered from the environment needs to be interpreted in 
terms of the domain characteristics, and (3) changes on context information require 
reconfiguration of tasks during runtime by reconsidering the set of SCPs that support 
their actions. 

In order to meet these requirements, we have developed a semantically-based task 
description model. Essential semantic elements of this model are taken from a real 
dataset, known as a Time-use Study [7]. Partridge et. al. [8] identified an essential set 
of contextual variables, and showed that the use of the Time-use Study data is effec-
tive to recognize significant user activities in 80% accuracy. We have also developed 
a semantic and priority-based task selection algorithm, as well as a pattern-based task 
reconfiguration algorithm based on this model. The algorithms are illustrated by 
showing an example in a Ubicomp home environment. Additionally, experimental 
results over a real Time-use Study dataset show a suitable time overhead of the task 
selection mechanism. 

The plan of this paper is as follows. Section 2 provides a semantic representation 
model of tasks and actions. The mechanisms are explained in detail in section 3. Sec-
tion 4 describes the implementation, experiments with a demo scenario and other 
examples, and a performance evaluation. Section 5 provides related work and section 
6 concludes the paper. 

2   Semantic Representation Model for Tasks and Actions 

Task Properties. Recently the Ubicomp community has realized the potential bene-
fits of supporting task recognition mechanisms by understanding users’ behavior from 
real datasets. During decades humans’ daily tasks have been recorded in publically 
available datasets, named Time-use Studies [7]. These tasks are similar to those we 
consider in our work. Partridge et. al. states in [8] that knowing which variables are 
the best in predicting user activities is important. Based on those essential variables, 
we have designed a model that arranges the generic properties of tasks and actions. 
The model represents three top-level ontologies: the task ontology, the action ontolo-
gy and the SCP ontology, as shown in Fig. 1. 

A task can be executed once, continuously or iteratively, which is captured in the 
execution type property. A task is also described by a low-level context property, 
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which consists of time (day of week, hour of day) and location. The location property 
can be represented in two ways: coordinates (latitude, longitude) and a symbolic loca-
tion (living room, kitchen, bedroom, and other spaces). The user type property de-
scribes information about user status, age group, role and gender. In addition, based 
on the number of users supported for a task, the user interaction type property 
represents single, shared and collaborative tasks. Controllable environmental-factors 
are represented in the environmental information dimension. The primitive properties 
like task name, synonym and URI are not shown in Fig.1 for simplicity. Partridge et. 
al. discovered that there are two essential combinations of variables that are effective 
to recognize user activities. The first combination is composed of the location and the 
hour of the day properties. Another combination is composed of the age group and 
the day of the week properties. We have reflected this result in our task selection algo-
rithm by categorizing the properties into the primary – first combination – and sec-
ondary – second combination – groups. 

 
 

   

      

Fig. 1. Representation of Task, Action and SCP Semantics 

Action and SCP properties. An action has to meet certain pre-conditions to be se-
lected. In addition, execution of an action produces post-conditions that may affect 
the context of its environments. An action has inputs and outputs, which name and 
values are specified via a blank node (bNode). Primitive properties like action name, 
action URI and execution type are also hidden from the figure for simplicity. The 
action ontology also has all the properties in the context information, user type and 
environmental dimensions (these properties are not shown in Fig. 1 for simplicity). 

3   Task Selection and Reconfiguration of Ubiquitous Applications 

Task Selection Algorithm: Semantic Variables for Task Selection, and Matching 
of Properties. Let ܫ be an input from the context manager, ܫ ൌ ሺ݅௥, ݅௦ሻ, with ݅௥  and ݅௦ 
being primary and secondary variables respectively. Analogously, ்ܲ ൌ ሺ݌௥,  ௦ሻ, with݌
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௥݌ ,௦ being primary and secondary task properties respectively. In its turn݌ ௥ and݌ ൌ ൛݌௟ௗ, -௦ be the secondary task ontol݌ Let .݌ݑ݋ݎ݃ ݁݃ܽ and ݇݁݁ݓ ݂݋ ݕܽ݀ ௪௚ represents the݌ properties, and ݕܽ݀ ݂݋ ݎݑ݋݄ and ݊݋݅ݐܽܿ݋݈ ௟ௗ represents the݌ ௪௚ൟ, where݌
ogy properties. The task ontology hierarchy is composed by ܰ nodes, where ݊ de-
notes the ݊௧௛ node. The total semantic matching value between ܫ and ்ܲ  in relation to 
the node n, is defined as ௡ܸሺܫ, ்ܲሻ ൌ ሾ ோܸሺ݅௥, ௥ሻ௡݌ ൈ ோܹሿ ൅ ሾ ௌܸሺ݅௦, ௦ሻ௡݌ ൈ ௌܹሿ.   ோܸሺ݅௥, ,௥ሻ௡ and ௌܸሺ݅௦݌  ௦ሻ௡ are the semantic matching values among the primary and݌
secondary variables respectively. ோܹ and ௌܹ are weights that reflects the significance 
of the variables. ோܹ ൒ ௌܹ, ோܹ ൅  ௌܹ ൌ 1 and ோܹ , ௌܹ א  ሾ0,1ሿ. In its turn, ோܸሺ݅௥, ௥ሻ௡݌ ൌ ∑ ,௡ሺ݅௥݄ܿݐܽܯ ௥ሻ݌ ൈ ሼ௟ௗ,௪௚ሽא௥,௥ݓ  where ݓ௥ א ൛ݓ௟ௗ,  ௪௚ൟ represents theݓ
weight of each primary variable. ݄ܿݐܽܯ௡ሺ݅௥, ሺ݅௥ሻ݁ݑ݈ܸܽ ௥ሻ is equal to 1 if݌ ൌܸ݈ܽ݁ݑ௡ሺ݌௥ሻ, and 0 otherwise. ܸ݈ܽ݁ݑሺ݅௥ሻ is the primary input value and ܸ݈ܽ݁ݑ௡ሺ݌௥ሻ is 
the node ݊ primary property value. When ݄ܿݐܽܯ௡ሺ݅௥, ௥ሻ݌ ൌ 1, ሺ݅׊௥ א ,ሻܫ ሺ݌׊௥ א ்ܲሻ, 
there is total semantic matching for the node ݊. All those nodes included in the set 
denoted by ܯ are selected as candidates, whose secondary matching value ௌܸሺ݅௦,  ௦ሻ௠݌
is then analogously computed, ݉ א  .(see Fig. 2) ܯ

On the contrary, if ݎ׌ א ሼ݈݀, ,௡ሺ݅௥݄ܿݐܽܯ ሽ with݃ݓ ௥ሻ݌ ൌ 0, there is partial match-
ing for the node ݊. Those nodes are proposed to the users for gathering their feedback 
of the selection. The total semantic matching value ௠ܸሺܫ, ்ܲሻ for each ݉ א -is ob ܯ
tained by weighting and then adding the primary and secondary values. Ranking those 
values the biggest one is selected, which corresponds to the selected task ݊כ (see Fig. 
2). For nodes sharing the maximum value, they are compared based on their subsump-
tion relationships, since the task ontology is hierarchically arranged based on tasks 
functionality. The mechanism continues with the SCP brokering process described in 
the next section, which shows how to get the ݏ݊݋݅ݐܿܣሺ݊כሻ for the selected task ݊כ.    

  
 

• Input: A set ܫ ൌ ሺ݅௥, ݅௦ሻ, and a set ்ܲ ൌ ሺ݌௥,    .כ݊ ௦ሻ, output: A selected task݌
  0: for each node ݊ א ܰ and ሺ݅׊௥ א ,ሻܫ ሺ݌׊௥ א ்ܲሻ do    
,௡ሺ݅௥݄ܿݐܽܯ       :1    ;௥ሻ݌
  2:       ோܸሺ݅௥, ௥ሻ௡݌ ൌ ∑ ,௡ሺ݅௥݄ܿݐܽܯ ௥ሻ݌ ൈ ሼ௟ௗ,௪௚ሽא௥௥ݓ ; end for 
  3: if there is not total matching do 
  4:       Users’ feedback of partially matched nodes ; end if 
  5: else do 
  6:       Define the set ܯ of total matched nodes ;     
  7:       ௌܸሺ݅௦, ݉ ,௦ሻ௠݌ א  ;ܯ
  8:       ௠ܸሺܫ, ்ܲሻ ൌ ሾ ோܸሺ݅௥, ௥ሻ௠݌ ൈ ோܹሿ ൅ ሾ ௌܸሺ݅௦, ௦ሻ௠݌ ൈ ௌܹሿ; 
  9:       Rank ௠ܸሺܫ, ்ܲሻ ; 
 10:       Pick up the task ݊כ, where ௡ܸכሺܫ, ்ܲሻ ൌ ሼݔܽ݉ ௠ܸሺܫ, ்ܲሻሽ; end else 
 11:  return ݊כ ;   

Fig. 2. The Task Selection Algorithm 

Reconfiguration Algorithm: Semantic Variables, Matching of Properties and 
Semantic Distance of Actions. Let ݏ݊݋݅ݐܿܣሺ݊כሻ ൌ ሺܽଵ, ܽଶ, … , ܽ௡ሻ be the actions of a 
running task ݊כ, defined in the coordination model specified in the application tem-
plate of n*. ܽ௜ א ݅ Let .ܣ is an action of the action ontology ܣ ′ be a change in any 
input from the context manager. Let ݌௔೔  be the set of properties of an action ܽ௜. The  
 



 A Semantically-Based Task Model and Selection Mechanism 833 

algorithm reported herein is denominated as a SCP brokering process. If כܽ׌ ,ሻכሺ݊ݏ݊݋݅ݐܿܣא ሺ݅݁ݑ݈ܸܽ ݁ݎ݄݁ݓ ′ሻ ്  is reconfigured selecting a new כܽ ,ሻכ௔݌ሺ݁ݑ݈ܸܽ
action that fits well with the new input, by matching ݅ ′ against ݌௔೔  analogously to the 
matching process in the task selection algorithm. 

Let ܳ be the set of total matched actions. Since the reconfiguration is done to pre-
serve the semantics of the task, an equivalent action is selected to reconfigure the 
original action. Thus, a topological semantic distance of ܽכ is computed with all the ܽ௤ א ܳ, which corresponds to the number of edges of the shortest path between them. 
The shorter the distance, the more similar the semantic is, since the action ontology is 
hierarchically arranged. The distances are ranked to select ܽ௤כ, which has the smaller 
distance to ܽכ. In order to get an appropriate SCP from the SCP ontology, the node 
associated to ܽ௤כ is selected, thus reconfiguring the task by ݏ݊݋݅ݐܿܣ൫݊כ, ܽ௤כ൯, i.e, a set 
of actions for task ݊כ including the new action ܽ௤כ supported by its respective SCP. 
Finally, the list of abstract services of the SCP is used to perform a query into the 
service discovery, which is reported in [9]. The service discovery retrieves a list of 
available services, which are bound and executed according to the business process 
embedded into the application template. 

4   Implementation and Evaluation 

4.1   Implementation 

The task selection and reconfiguration algorithms have been implemented for the 
service framework [10] for the Ubicomp middleware called Active Surroundings 
[11], [12]. The algorithms, as well as all the architectural elements of the frame-
work, are implemented in Java, with the following support: (1) Protégé [13] has 
been used to create the task and action ontologies; (2) the Business Process Execu-
tion Language (BPEL) [14] is used to describe the coordination logic of an applica-
tion template and a SCP; (3) the Jena library [15] has been used to implement the 
semantic reasoning algorithm to select tasks; (4) SPARQL [16] is used to define a 
query language and a protocol to access the ontology data represented in OWL [17] 
and (5) the ontology data and the Time-use Studies datasets are stored in a My-SQL 
[18] data base.  

4.2   Experiments with Diverse Applications 

The algorithms have proven to be effective on selecting and reconfiguring tasks by 
real demonstrations implemented in our test bed. An example of these demonstrations 
is the Ubiquitous Disk Jockey (UDJ) application. The goal of this demo is to make a 
Ubicomp environment to be appropriate for the people who dance in a party by play-
ing music and controlling the room lights according to their levels of excitements. In 
order to realize the UDJ demo and other applications, the framework runs on a Win-
dows XP platform on an Intel(R) Core(TM) 2, 1.87 GHz CPU with 2 GB of memory. 
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The test bed is equipped with a real-time location sensor system1 that returns the 
coordinates of each user in the room. The test bed is also equipped to enable the con-
text manager to generate input contextual information about brightness, temperature, 
humidity and several other contexts. 

Each user in this demo carries a Wiimote to sense his/her motion, which is the 
controller for the Nintendo’s Wii console. The context manager interprets each user’s 
Wiimote raw motion data as a user’s level of excitement. The context manager aggre-
gates the individual data to recognize the level of excitement of a group of people, 
which is associated with the users’ status. The result from the context manager in-
cludes the following primary context information and its values: (1) symbolic location 
(dancing area); (2) hour of day (night); (3) day of week (Saturday) and (4) age group 
(Young); and the secondary context information and its values: (1) location (coordi-
nates of the dancing area); (2) users’ interaction type (collaborative) and (3) users’ 
level of excitement (calm). In this example, the value of the users’ interaction type is 
“collaborative” because there are multiple people involved in the situation. The task 
selection algorithm returns the “dancing tasks” as the most appropriate task. By 
matching the above context information against the task properties and by narrowing 
down the matched tasks, the algorithm selects the task “dancing”, in which the appli-
cation template contains the actions “retrieving favorite music contents”, “deploying 
calm music” and “making the room darker”. According to the abstract services of the 
SCPs associated with those actions the service discovery finds the music search ser-
vice, the audio service and the light control service. When users increase their motion 
while dancing, the level of excitement turns to “excited”. When the users’ level of 
excitement changes the task is reconfigured to play different music and to control 
lights to be appropriate to the new situation. The reconfiguration algorithm selects a 
new action by matching the new input with the action ontology properties, and mea-
suring the semantic distance between the candidate actions and the action “deploying 
calm music”. Then, the algorithm returns the new actions “deploying excited music” 
and “making the room lighter” for the task “dancing”. In addition to the dancing party 
scenario explained above, we have produced several other scenarios and tested our 
approach with them (see Table 1 for some examples). 

The major tasks defined for the Ubicomp home environment include metabolic, 
entertainment, sporting, personal care, duties, socializing, and other types of tasks. 
For instance, the task “having breakfast”, a metabolic task, can be selected receiving 
 

Table 1.  Scenario Examples 

 

                                                           
1 Ubisense, based on ultra-wideband (UWB) technology, which delivers 15cm 3D positional 

accuracy of objects in real-time [19]. 

Task Actions 

Having breakfast 
Making the room lighter; deploying calm music; deploying useful information –
showing e-mail, wheatear forecast, e-newspapers front page, personal schedule. 

Watching TV Deploying TV content; controlling TV content access; recommending TV content. 

Making out 
Making sport schedule; monitoring health condition; monitoring sport schedule 
compliance; recommending exercises; recommending medication. 

Having a family party 
Deploying music; deploying a background of family pictures; showing drinks mixing 
recommendations; guiding user for making drinks – showing list of drinks, quantities 
of ingredients, recipes; alarming specific locations – alcohol and snack location.   
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Fig. 3. Action Ontology: Different Actions to Support Tasks 

the context information consisting on kitchen, morning, working day, adult, the coor-
dinates of the kitchen table, and a single user’s interaction type. Table 1 provides a 
detail of the actions included in the templates of those task scenarios. Fig. 3 shows a 
part of the action ontology developed to support those and other tasks. The model and 
algorithms that we developed are general enough to support diverse situations in the 
Ubicomp home environment. 

4.3   Evaluation Results 

The task selection algorithm was evaluated by running it on a Windows XP platform 
with an Intel Pentium 4 (3.33 GHz), and 896 MB of memory. The performance of this 
algorithm depends on the number of nodes in the task ontology. The algorithm was 
tested with different amounts of nodes: 200, 300, 400, 500, 600 and 700 nodes. The 
input data was randomly chosen from 65,635 records of users’ tasks of the 2007 
ATUS Time-use Study [7]. 

The algorithm is compared against the case without discrimination between prima-
ry and secondary properties. Fig. 4 shows that the time overhead is proportional to the 
number of nodes in the task ontology. In addition, this figure shows the effectiveness 
of prioritizing the properties of tasks. The result indicates that the prioritization  
 
  

 

Fig. 4. Performance of the Task Selection Algorithm 



836 A. Jimenez-Molina et al. 

of the properties contributes to decrease the execution time of the algorithm signifi-
cantly. It is because the candidate nodes of the task ontology to consider can be 
 narrowed down quicker by using the primary properties, matching the secondary 
variables with a smaller set of candidates.  

5   Related Work 

Although considerable research has been devoted to accurately and efficiently recog-
nizes tasks based on context information [3], [4], [5], [6], less attention has been paid 
to the selection of coarse-grained tasks based on dynamic context, the reflection of 
users and system perspectives in different abstraction levels and the use of reusable 
composition patterns. The research has tended to focus on fine-grained tasks that do 
not properly realize user centricity. That is the case of the ABC framework, which 
provides a fine-grained tasks, services and data to dynamically adapt tasks to the 
available resources on heterogeneous computing devices [6]. In addition, some re-
searches statically bind user’s information against predefined applications. An exam-
ple is the Gaia project that selects a new application by matching a user’s data against 
a predefined application ontology [3]. Some research has focused on to provide solu-
tions that directly selects and then integrates services that are equivalent to the user’s 
task. An example is the IST AMIGO project, which uses predefined applications 
described as workflows that are directly matched against services, without any me-
diating process and abstract layers [5]. A similar example is the Aura project, which 
dynamically associates tasks to virtual services, but still there is a lack of an interme-
diate layer [4].     

6   Conclusions and Future Work 

In this paper, we tried to leverag the task-oriented computing approach to realize the 
user centricity required by Ubicomp environments. We have developed a semantical-
ly-based task and action description model in the Ubicomp home environment. This 
model is general enough to capture generic properties of tasks and actions. Addition-
ally, this paper proposes a task selection and a task reconfiguration algorithm to 
bridge the gap between tasks and services. They are built on top of three composition 
layers: application templates, service composition patterns (SCPs) and services. The 
task selection algorithm implements a semantic and priority-based approach, and 
reacts to contextual information. The reconfiguration algorithm is designed to reflect 
the changes on context information for a task by using a pattern-based approach.  

We are currently working on automatic service composition and reconfiguration to 
support spontaneous tasks in multi-spaces, especially in urban computing environ-
ments. We are also working on developing a task prediction mechanism based on of 
the Time-use Studies to extract users’ behavioral patterns that can be used to prepare 
a task plan in advance. 
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Abstract. Web data or data originated on the Web contain information and 
knowledge which allows to improve web site efficiency and effectiveness to at-
tract and retain visitors. 

However, web data have many irrelevant data inside. Consequently, it is ne-
cessary to preprocess them to model and understand the web user browsing be-
havior inside them. Further, due to frequent changes in the visitor’s behavior, as 
well as in the web site itself, the discovered knowledge may become obsolete in 
a short period of time. 

In this paper, we introduce a platform which extracts, preprocesses and 
stores web data to enabling the utilization of web mining techniques. In other 
words, there is an Information Repository (IR) which stores preprocessed web 
data and it facilitates the patterns extraction. Likewise, there is a Knowledge 
Base (KB) for storing the discovered patterns which have been validated by a 
domain expert. 

The proposed structure was tested using a real web site to prove the effec-
tiveness of our approach. 

Keywords: Platform, Web mining, Knowledge Base. 

1   Introduction 

Web data let extract information and knowledge that suggests changes to become a 
web site more effective and efficient [8][11]. This potential is determined by a site’s 
content, its design and structure [6]. Indeed, through web log analysis is possible to 
understand the visitor’s behavior, and further, together with web page content 
processing, it is possible extract which the visitor’s content preferences are [9][10]. 

Nevertheless, web data have to be cleaned, consolidated and transformed in an ad-
hoc structure for the application of web mining [1][8]. Particularly, web logs have 
many irrelevant data that should be cleaned; web site text content should be processed 
by removing HTML tags and by taking it to an appropriate structure, for example 
Vector Space Model [5]. As a result, it implies high costs in time and resources. 

In addition, the visitor’s interests change in the time, as well as in the web site it-
self. Furthermore, the discovered knowledge may become obsolete in a short period 
of time [8]. In other words, we periodically have to incur in the cost of preprocess 
web data to analyze the web site. 

The proposed platform allows keeping web data ready to apply web mining. On 
that point, we can extract knowledge whenever we want and without incur in costs 
associated to preprocess web data. 
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2   The Platform 

The proposed platform is formed by different components such as: 
 

- Web site: composed for web logs, web page text content and other objects like 
images, files, etc1. 

- Data Staging Area or DSA: It is the area where web data are cleaned and pre-
processed. For this paper, we use a relational database as DSA. 

- Extraction Process: Through it, the data are periodically extracted from web site 
content and web logs to the DSA 

- Information Repository: it is a repository, built with Data Warehouse architec-
ture[2], where the preprocessed web data are stored. It facilitates the extraction of 
feature vectors which are the input for web mining algorithms. 

- Transformation and Load Process: Corresponds to sessionization process (see 
subsection 3.1) and transformation of web site text content into a Vector Space 
Model (see subsection 3.2). The transformation happen in DSA and the data are 
loaded in Information Repository. 

 

 

Fig. 1. Platform components 

- Web interface to generate vectors: Through them, the data miners can create 
specific vectors for their web mining studies.  

- Web mining algorithms: Corresponds to the techniques used to extract know-
ledge from web data (see subsection 3.5) 

                                                           
1 In order to assure web data provision, we use Plone, a Content Management System, to man-

age the web site content. Indeed, this tool let add metadata to each web object and keep 
records about web site’s changes. 
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- Knowledge Base KB: It is a repository, as Information Repository, where the 
discovered knowledge will be stored. 

- Web interface to register knowledge: The extraction of knowledge is not an 
automatic process because it requires the domain expert’s interpretation and vali-
dation [7]. For this reason, this web interface will let data miners manually regis-
ter the discovered knowledge in KB (see subsection 4.4). 

3   Modeling and Preprocessing Web Data 

In order to apply web mining techniques, web logs and web pages have to be prepro-
cessed by using specific models to representing them. 

3.1   Preprocessing of Web Logs 

For each visitor, it is necessary to determine the sequence of pages during a session 
based on web logs entries. This process is called sessionization[9] and it can be per-
formed by using tables and program filters. We consider a maximum time duration of 
30 minutes per session and we use only web logs registers with non-errors codes 
chose URL parameters link to web page objects. 

3.2   Preprocessing of Web Site 

A good representation to web site text content is the Vector Space Model[5]. Indeed, 
let R be the number of different words in a web site and Q the number of web pages. 
A vectorial representation of the web site is a matrix M of dimension RxQ, ܯ ൌ ൫݉௜௝൯ 
where ݅ ൌ 1, … , ܴ, ݆ ൌ 1, … , ܳ and ݉௜௝ is the weight of the ith word in the jth page. 
To calculate these weights, we use a variant of the tfxidf-weighting[5], defined as 
follows: ݉௜௝ ൌ ௜݂௝൫1 ൅ ሺ݅ሻ൯ݓݏ כ ݃݋݈ ቀ ொ௡೔ቁ                                         (1) 

Where ௜݂௝ is the number of occurrences of the ith word in the jth page, sw(i) is a factor 
to increase the importance of special words and ݊௜ is the number of documents con-
taining the ith word. A word is special if it shows special characteristics, e.g., the 
visitor searches for this word. 

 
Definition 1 (Page Vector). It is a vector ܹܲ௝ ൌ ൫݌ݓଵ௝, … , ோ௝݌ݓ ൯ ൌ ሺ݉ଵ௝, … , ݉ோ௝ሻ 
with ݆ ൌ 1, … , Q, that represent a list of words contained within a web page. It 
represents the jth page by the weights of the words contained in it, i.e., by the jth 
column of M. The angle’s cosine is used as a similarity measure between two page 
vectors: 
,ሺܹܲ௜݌݀  ܹܲ௝ሻ ൌ ∑ ௪௣ೖ೔ ௪௣ೖೕೃೖసభට∑ ቀ௪௣ೖ೔ ቁమೃೖసభ ට∑ ቀ௪௣ೖೕ ቁమೃೖసభ                                    (2) 
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3.3   Modeling the User Browsing Behavior 

Our visitor behavior model uses three variables: the sequence of visited pages, their 
contents and the time spent on each page. The model is based on a n-dimensional 
visitor behavior vector which is defined as follows. 

 

 

Definition 2 (User Behavior Vector UBV). It is a vector  ߭ ൌ ሾሺ݌ଵ, ,ଵሻݐ … , ሺ݌௡, … ,   ,௡ሻሿݐ
where the pairሺ݌௜, ௜݌ ௜ሻ represents the ith page visitedݐ  and the percentage of time spent on it within 
a session ݐ௜, respectively. 

 

3.3.1   Comparing User Behavior Vectors 
Let ߙ and ߚ be two visitor behavior vectors of dimension ܥఈ and ܥఉ, respectively. Let 

 be a function that returns the navigation sequence corresponding to a visitor 

vector. A similarity measure has been proposed elsewhere to compare visitor sessions, 
as follows [9]: ݉ݏሺߙ, ሻߚ ൌ ,ሻߙሺΓሺܩ݀ Γሺߚሻሻ ଵఎ ∑ ߬௞ כ ,ఈ,௞݌ሺ݌݀ ఉ.௞ሻఎ௞ୀଵ݌                          (3) 

where ߟ ൌ min൛C஑, Cஒൟ, and ݀݌ሺ݌ఈ,௞,  ఉ,௞ሻ is the similarity between the kth page of݌
vector ߙ and the kth page of vector ߚ. The term ߬௞ ൌ ݉݅݊൛ݐఈ,௞ ⁄ఉ,௞ݐ , ఉ,௞ݐ ⁄ఈ,௞ݐ ൟ is an 
indicator of the visitor’s interest in the visited pages. The term dG is the similarity 
between sequences of pages visited by two visitors [9]. 

3.4   Modeling the User’s Text Preferences 

A web site keyword is defined as a word or a set of words that makes the web page 
more attractive to the visitor [10]. The task here is to identify which are the most 
important words (keywords) in a web site from the visitor’s viewpoint. This is done 
by combining usage information with the web page content and by analyzing the 
visitor behavior in the web site. 

To select the most important pages, it is assumed that the degree of importance is 
correlated with the percentage of time spent on each page within a session. By sorting 
the visitor behavior vector according to the percentage of time spent on each page, the 
first  pages will correspond to the -most important pages. 

 
Definition 3 ( -most Important Page Vector IPV): It is a vector ߴሺ߭ሻሾሺߩଵ, ,ଵሻݐ … , ሺߩఐ, ,ఐߩఐሻሿ, where the pair ሺݐ  th most importantߡ ఐሻ represents theݐ
page and the percentage of time spent on it within a session.  

3.4.1   Comparing Important Page Vector 
Let ߙ and ߚ be two visitor behavior vectors. A similarity measure between two ߡ most 
important pages vectors is defined as: ݐݏ൫ ,ሻߙఐሺߴ ሻ൯ߚఐሺߴ ൌ ଵఎ ∑ ݉݅݊ ቊఛೖഀఛೖഁ , ఛೖഁఛೖഀ ቋఐ௞ୀଵ כ ,௞ఈߩሺ݌݀  ௞ఉሻ                           (4)ߩ

where the term ݉݅݊ሼ. , . ሽ indicates the visitors’ interest in the visited pages, and the 
term dp is the similarity measure (2) 

(.)Γ

ι ι

ι
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In (4), the similarity of the most important pages is multiplied by the ratio of the 
percentage of time spent on each page by visitors ߙ and ߚ. This allows us to distin-
guish between pages with similar contents, but corresponding to different visitors’ 
interests. 

3.5   Applying Web Mining Techniques 

Due to most of times the visitors are anonymous, there is no previous idea about visi-
tor behavior, and hence clustering techniques are useful [7][10]. In that sense, we use 
2 clustering algorithms to validate the obtained patterns. Moreover, we extract associ-
ation rules to find correlations between the pages visited into a session. 

• Identifying Association Rules: By using the classic algorithm Apriori[4],  we can 
validate or reject the patterns obtained with another technique like clustering 

• Clustering UBV: We apply Self Organizing Feature Maps SOFM and K-means 
on UBV by using the similarity measure (3). Firstly, we use SOFM which requires 
vectors of the same dimension. Let H be the dimension of the UBV. If a user 
session has less than H elements, the missing components up to H are filled with 
zeroes. Else if the number of elements is greater than H only the first H 
components are considered. Later, we use K-means algorithm by setting the 
number of clusters as the amount of validated clusters obtained with SOFM. 

• Clustering IPV: A SOFM y K-means are used to find groups of similar user 
sessions. The most important words for each cluster are determined by identifying 
the cluster centroids. The importance of each word according to each cluster is 
calculated by: 

                                              (5)

 

for , where kw is an array containing the geometric mean of the weights of 

each word (1) within the pages contained in a given cluster. Here,  is the set of 

pages contained in the cluster. By sorting kw in descending order, the most important 
words for each cluster can be selected. 

4   Real-World Application 

The above described methodology was applied to the web site of University of 
Chile’s Web Intelligence Research Group (http://wi.dii.uchile.cl). This site was built 
by using Plone and it is formed by 42 static web pages in Spanish and English, and by 
102 objects as files and pictures. We analyzed 72.481 all the visits done in the period 
from January to May, 2008. Approximately, 80 thousands of raw log registers were 
collected. 

[ ] ip
p

kw i mι
ζ∈

= ∏

1,...,i R=
ζ
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4.1   Knowledge Extracted from Association Rules 

Due to we identify a little amount of sessions, we need to adjust the confidence and 
support levels in order to get interesting association rules. With a confidence level of 
16%, we found high correlation between pages: Bienvenido (Welcome), Estudiantes 
(Students), Investigación (Research) and Investigadores (Researchers). Indeed, three 
of them appear together in 16,1% of sessions. 

4.2   Knowledge Extracted from Visitor Browsing 

After applying SOFM to UBV, five clusters were found. These clusters are presented 
in Table 1. Indeed, the second column of this table contains the centroid (winner 
neuron) of each cluster, representing the sequence of the pages visited. The third  
column contains the time spent in each page and the fourth column, the amount of 
vectors that belongs to each clusters. The last centroid only represents 2 vectors, fur-
thermore, we only considerate four relevant clusters.  

Table 1. Clusters found with SOFM 

 
 

In that sense, we set K-means to obtain the following four clusters: 
 

• Cluster 1: Visitors which were searching information about the members’ 
publications of WI Group. 

• Cluster 2: Visitors which were searching academic information about the 
members of WI Group. 

• Cluster 3: Visitors which were interested on activities of teaching and 
seminars imparted by WI Group 

• Cluster 4: Visitors which were searching information about the studies 
made by WI Group which are of public interest 

4.3   Knowledge Extracted from Visitor Preferences 

After applying the SOFM to the 3-most important pages vectors, five clusters were 
found, however only four clusters were considered. These clusters can be seen in Fig. 
2. Applying (5), we obtained the keywords and their relative importance in each clus-
ter. For example, the cluster 1 = {3, 16, 1}, and ݇ݓሾ݅ሿ ൌ ඥ݉௜ଷ݉௜ଵ଺݉௜ଵయ  with ݅ ൌ1, … , ܴ. By sorting kw[i], the group of most important words for each cluster were 
selected. Some of the keywords found were: web, development, technology, data, 
professor, graduated, information, base, etc. 
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Fig. 2. Identifying clusters by using SOFM 

At the same way and by using the above IPV, we apply K-means to get four clus-
ters (we set it a priori). Some of the keywords found were: information, investigation, 
title, graduated, professor, system, courses, knowledge, intelligent, etc. 

4.4   Loading the Knowledge Base 

Through a web interface, we can introduce the patterns interpreted with the expert 
help. The Knowledge base will be formed by a Fact Table with the studies’ results 
and Dimension tables with attributes which characterize the discovered patterns. In 
that sense, the KB stores the web mining technique used (WMT), the date when the 
technique was applied, the found pattern and its interpretation, etc. For example: 

 
• Time: (2008, July, 23, 05:30 hrs.) 
• Browsing_Behavior: The clusters centroids discovered by the mining 

process. 
• WMT: SOFM with thoroidal neighbor and 32*32 neurons 
• Text_Preference: The keywords context of the discovered clusters. 

 
This information can be used by a human for changes in web site structure and con-
tent and by a system which makes navigation recommendations to the user when they 
present a behavior pattern that coincide with some stored in the repository [8]. 

5   Conclusions 

The proposed platform preprocesses web data periodically in order to always have 
available vectors to enter to web mining algorithms. Moreover it allows storing dis-
covered patterns in a repository, which can be used by a computational system 
through a set of rules that make online navigation recommendations and by humans 
for offline changes in the web site content and structure. Consequently, the web site 
can be modified in order to make it more efficient and effective to attract and retain 
users. In future works, other web mining techniques will be applied in order to pro-
vide new patterns and rules for the KB. 
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Abstract. We work on a Bayesian approach to the estimation of the
specular component of a color image, based on the Dichromatic Reflec-
tion Model (DRM). The separation of diffuse and specular components is
important for color image segmentation, to allow the segmentation algo-
rithms to work on the best estimation of the reflectance of the scene. In
this work we postulate a prior and likelihood energies that model the re-
flectance estimation process. Minimization of the posterior energy gives
the desired reflectance estimation. The approach includes the illumina-
tion color normalization and the computation of a specular free image
to test the pure diffuse reflection hypothesis.

1 Introduction

Works on reflectance map estimation [17,4,10,9,12,1,2] usually need to impose
some assumptions like the knowledge of a color segmentation of the image, the
detection of color region boundaries or color discontinuities, or the knowledge of
the decomposition into linear basis functions of the surface color. The approach
presented here does not impose any such assumption and does not need previous
segmentations of the image. Most of the works in the literature are based on the
Dichromatic Reflection Model (DRM) [8], and we will also follow this model for
the development of our approach. We follow a Bayesian approach [3] to model
the desired result as constraints implemented in an a priori distribution. We
postulate the a priori distribution based on the idea developed in [13] that the
derivatives of the logarithmic images of both diffuse image and specular free
must be equal in order to have pure diffuse pixels.

Section 2 gives the reflection modelling background, section 3 describes our
Bayesian model giving the expressions for the a priori and likelihood energies.
Section 4 presents some experimental results. Section 5 gives some summary
conclusions and ideas for further work.

2 Reflection Modelling

The DRM was proposed by Shafer [8]. It describes the surface reflection of light
in dielectric materials as the sum of two components, the diffuse and specular
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terms. The diffuse reflection component exhibits the color of the material due
to different light wavelengths are more or less absorbed as light is scattered by
the material. The specular reflection component is essentially determined by the
color of incident light. The model of the image taken with a digital camera is as
follows

I(x) = wd(x)
∫
Ω

S(λ, x)E(λ)q(λ)dλ + ws(x)
∫
Ω

E(λ)q(λ)dλ (1)

I(x) = wd(x)B(x) + ws(x)G, (2)

where I = {Ir, Ig, Ib} is the color of an image pixel obtained through a camera
sensor, x = {x, y} are the two dimensional coordinates of the pixel in the im-
age, q = {qr, qg, qb} is the three element vector of sensor sensitivity, and wd(x)
and ws(x) are the weighting factors for diffuse and specular components, re-
spectively, which depend on the geometric structure at location x, S(λ, x) is the
diffuse spectral reflectance, E(λ) is the illumination spectral power distribution
function, which is independent of the spatial location x because we assume a uni-
form illumination color. The integration is done over the visible light spectrum
Ω. We define the following chromatic terms:

– Image chromaticity (normalized RGB space) : Ψ(x) = I(x)
Ir(x)+Ig(x)+Ib(x)

– Diffuse Chromaticity: Λ(x) = B(x)
Br+Bg+Bb

– Specular or Illumination Source Chromaticity: Γ = G
Gr+Gg+Gb

.

The image can be written in terms of diffuse an specular chromaticity I(x) =
md(x)Λ(x)+ms(x)Γ, where md(x) = wd(x) [Br(x) + Bg(x) + Bb(x)] and ms(x)
= ws(x) (Gr + Gg + Gb). We can see that the diffuse chromaticity depends on
the pixel location x, while the specular chromaticity does not, because we assume
a uniform illumination color. Both weighting factors depend on the geometric
structure at location x.

For the ensuing processes, we will be assuming that illumination colors (the
specular component) will be pure white, so that Γr = Γg = Γb. The illumination
corrected image is computed as I′(x) = I(x)

Γest(x) . Where Γ est is the estimation
of the illumination color, that can be estimated by some of the methods pro-
posed in the literature [6,14,15,2]. The quotient is computed as the Hadamard
quotient (applied at each component independently). The normalized image can
be expressed as I′(x) = m′

d(x)Λ′(x) + m′
s(x)
3 , where Λ′ is the illumination color

normalized diffuse chromaticity.
It is possible to obtain an specular free image [17] from the color normalized

image by the following procedure:

1. Compute at each pixel the minimum of all of its three color bands Ĩ(x) =
min{I ′r(x), I ′g(x), I ′b(x)}, therefore Ĩ(x) = m′

d(x)Λ̃(x)+ m′
s(x)
3 , where Λ̃(x) =

min{Λ′
r(x), Λ′

g(x), Λ′
b(x)}.
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2. Compute at each pixel the difference of the normalized image and the one
obtained in the previous step Isf (x) = I′(x)− Ĩ(x) = m′

d(x)
[
Λ′(x) − Λ̃(x)

]
,

so that the specular component dissapears from the image.

2.1 Separation Method

We will base our Bayesian model in the key element of the method proposed in
[11,13]. The pure diffuse pixels can be characterized by the following relation:

�(x) = dlog(I′(x)) − dlog(Isf (x)) = 0, (3)

where dlog(Isf (x)) = ∂
∂x log(Isf (x)) and dlog(I′(x)) = ∂

∂x log(I′(x)), the log-
arithm is computed pixel wise, and the spatial derivative can be computed
in several ways, for instance in [13] it is computed on the scalar value image
given by the summation of the three channels. It can be easily verified that
dlog(I′(x)) = ∂

∂x log(m′
d(x)) = dlog(Isf (x)) for pure diffuse pixels if the diffuse

chromaticity of neighboring pixels is the same. That means that the method
works well inside homogenous color regions, and needs the estimation of color
region boundaries. When �(x) > 0 in eq. 3 and the pixel is not at a color bound-
ary and a pure specular pixel, then it has some specular component that can
be removed to get the diffuse reflectance component. The method proposed in
[13] follows from an heuristic observation about the distribution of pixels in the
maximum chromaticity versus (normalized illumination color) intensity space.
Non diffuse pixels are decreased in intensity iteratively to search for the pure
diffuse pixel value.

3 Bayesian Modelling

Given an image f and a desired unknown response of a computational process
d, Bayesian reasoning gives, as the estimate of d, the image wich maximizes the
A Posteriori distribution P (d|f) ∝ e−U(d|f), where the A Posteriori energy can
be decomposed in to the A Priori U(d) and Likelihood (Conditional) U(f |d)
energies U(d|f) = U(f |d) + U(d). The Maximum A Posteriori (MAP) estimate
is equivalent minimize the posterior energy function

d∗ = arg min
d

U(d|f) (4)

The Likelihood energy U(f |d) measures the cost caused by the discrepancy be-
tween the input image f and the solution d. The A Priori energy U(d) is a
model of the desired solution, usually built as a Random Markov Field (RMF),
so that the A Priori energy can be built up as the summation of the local en-
ergies at the pixels, which are expressed as summations over the set of cliques
including the pixel, weighted by the local potential parameter. A Priori en-
ergy usually incorporates any desired constraint, such as smoothness, into the
model.
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We will assume a Gaussian Likelihood distribution plus a Chromaticity preser-
vation constraint, therefore the Likelihood energy will have the following expres-
sion:

U(d|f) =
m∑
i=1

(fi − di)2

2σ2 +
m∑
i=1

(
Ψfi − Ψdi

)2
,

where fi and di are the RGB pixel values a the i-th pixel position for the observed
and desired image, respectively. Also, Ψfi and Ψdi denote the chromaticity pixels
of the observed and desired image, respectively.

The A Priori energy is built up from two components. The first one is the
Chromaticity continuity:

UΨ (d) =
m∑
i=1

∑
j∈Ni

∑
c∈{r,g,b}

(
Ψdi,c − Ψdj,c

)2
.

The second modelling the estimation of the derivatives in eq. 3 as the cliques of
the RMF. That is, we assume that the local energy at pixel di is defined as

U
 (di) =
(
dlog(di) − dlog(dsfi )

)2
,

where dsfi is the i-th pixel of the specular free image, computed as described
above, and dlog(.) in means the local estimation of the derivative, which is
approximated as follows:

dlog(di) =
1

#N

∑
j∈Ni

log(
I(xj)
I(xi)

),

where Ni is the local neighborhood of pixel di, and #N is its cardinality. After
some manipulations, the local derivative component of the A Priori energy is
derived as:

U
 (di) =

⎛⎝∑
j∈Ni

∑
c∈{r,g,b}

log
dj,cd

sf
i,c

di,cd
sf
j,c

⎞⎠2

.

This local energy is equivalent to the Kuk-Jin ratio criterion [17]. The deriva-
tive component of the A Priori energy is, therefore, the addition of these local
energies:

U
 (d) =
m∑
i=1

U (di) ,

and the A Priori energy is given by the addition U (d) = U
 (d) + UΨ (d).

4 Some Experimental Results

In this section we report some experimental results applying the Bayesian ap-
proach described above. The starting value for the energy minimization process
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Fig. 1. Evolution of the energy function in an instance run of the algorithm

is set to f = d (0) = I′. Each iteration step of the energy minization involves
the computation of the specular free image dsf (t) of the current hypothesis
d (t) of the optimal estimation d∗. Instead of using a Monte Carlo minimization
technique [3], such as Simulated Annealing, we have employed a simple heuris-
tic to determine the new hypothesis d (t + 1), consisting in the reduction of the
intensity of the pixels preserving their chromacity components relative ratios.
Although simple, this strategy does in fact produce a minimization of the en-
ergy function, as can be appreciated in figure 1, where we plot an instance of the
energy function evolution. We have tested our approach on some images already
tested by some authors in the literature i.e. [13,12] among others. Figure 2 shows
the result over a well known test image with two colors and two light sources.
Our algorithm does not include any modelling of the underlying color regions in
the scene, such as in [12], so it can be appreciated that the almost pure specular
pixels can not be corrected, because there almost no chromatic information left
in them. To improve our approach we will be including a color map field in the
model, to be able to assign those pixels the most likely color. The figure 3 shows
a complex geometry image. Our estimation of the diffuse reflectance component
recovers the underlying geometry, with some blurring effects.

Fig. 2. From left to righ, the original image, the estimated diffuse reflection component,
and the estimated especular component
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Fig. 3. From left to righ, the original image, the estimated diffuse reflection component,
and the estimated especular component

5 Conclusions and Further Works

We have presented a Bayesian approach to the problem of reflection component
separation. As in previous works, our approach works with only one image [13]
and does not need any additional assumption, such as models of the colors in
scene o previous color segmentations of the image. We compute the specular
free image, which can be done on the fly for each hypothesis. We have tested the
approach applying a simple heuristic to provide new hypothesis from the previous
iteration, with quite encouraging results. From the experiments we detect the
need to incorporate a color map field in the A Priori model, so that the color
of almost purely specular pixels can be recovered more easily. The problem of
diverse color illumination sources will be dealt with in further works. We will
also extend our works to other imaging models [7,16,5].
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Abstract. Attribute Selection (AS) is generally applied as a data pre-processing 
step to sufficiently reduce the number of attributes in a dataset. This study uses 
six different data mining AS methods to identify a few key driving climate and 
air pollution attributes from small attribute sets (16 attributes) to increase 
knowledge about the underlying structures of acute respiratory hospital admis-
sion counts, because understanding key factors in environmental science data 
helps constructing a cost effective data collection and management process by 
focusing on collecting and investigating more representative and important 
variables. The performance of the selected attribute set was tested with Ant-
Miner and C4.5 classifiers to examine the ability to prediction the admission 
count. Removal of attributes was successful over all AS methods, especially 
TNSU (a newly developed AS method, Tree Node Selection for unpruned), 
which achieved best in removing attributes and some improving the classifica-
tion accuracy for Ant-Miner and C4.5. However, the overall prediction accu-
racy improvements are small, suggesting that AS selects attribute sets suffi-
ciently enough to maintain the accuracy for Ant-Miner and C4.5.  

Keywords: Attribute Selection, Ant Miner, Air pollution, Hospital admission. 

1   Introduction 

Attribute Selection (AS) methods are generally applied to practically reduce computa-
tion time on large data sets, e.g., the thousands of attributes that are often seen in text 
or web mining problems, whereas attribute sets in environmental science can be rea-
sonably small, e.g., from ten to less than hundreds, due to availability and accessibil-
ity, e.g., historically unmeasured variables or limitations in setting up monitoring 
sites. AS acts as a knowledge discovery tool by ranking the importance of attributes 
(ranking filter method) or selecting a subset of attributes (subset evaluator) [1, 2, 3]. 
This study uses four commonly known AS methods in WEKA [4]; Information Gain 
Attribute Ranking (IG) [5], Relief (RLF), e.g., [6], Correlation-based Feature Selec-
tion (CFS) [2], Consistency-based Subset Evaluation (CNS) [7] and a newer AS 
method; Tree Node Selection (TNS) for unpruned (TNSU) and for pruned (TNSP) 
[1], to identify fewer but key climate and air pollution factors to understand the under-
lying structures of acute respiratory hospital admission patterns.  
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Performance of each selected attribute set (input) was then tested with the Ant-
Miner [8] and C4.5 [5] algorithms to observe prediction ability of admission pattern 
(class; yes for two or more admission counts otherwise no, which follows outbreak 
definition [9]). While the acute respiratory admissions are commonly known to be 
affected by changes in various air pollution and climate levels and generally investi-
gated by statistical analysis [10], the goal of this study is to determine key climate and 
air pollution factors for respiratory hospital admissions from applying AS methods 
rather than reducing the attribute dimensions, which is a new approach in studying air 
pollution and health. To the best of our knowledge, these data mining attribute selec-
tion methodologies have not been commonly examined as data pre-processing meth-
odologies or for selection of key attributes to obtain improved results for the  
Ant-Miner classifier. In particular, solving environmental science problems by using a 
combination of Ant-Miner and attribute selection is not yet a common procedure.   

The next method section briefly outlines each AS method, followed by previous 
AS in Ant-Miner, the study data, in addition to introducing the motivation for produc-
ing the admission prediction model for the study site, and how AS methods would 
help. The final two sections present results and discussions, and summarize the find-
ing as conclusions. The aim of this paper is to introduce applications of various AS 
methods with Ant-Miner and C4.5 algorithms for a real environmental science case 
study. The brief descriptions of AS, Ant-Miner and C4.5 algorithms are discussed or 
omitted as details are shown in [1, 2, 4, 5, 8, 11].  

2   Methods 

2.1   Background of Attribute Selection Methods 

Detailed performance of AS methods, e.g., classification accuracy and reduction of 
attributes, that were used in this study were previously investigated by [1] for testing 
IG, RLF, CFS, CNS and wrapper methods to propose TNSP and TNSU, and [2] for 
testing IG, RLF, CNS, principal component analysis and wrapper methods to propose 
CFS, from applying naïve Bayes and C4.5 algorithms on various sized benchmarking 
databases. For example, reference [1] tested 33 benchmark datasets from 4 attributes 
to less than 300 attributes and from 40 to less than 50,000 instances. The selected 
attribute set varies depends on how each algorithm works; see details in [1, 2, 4]. The 
simplest attribute selection method [2] is IG [5], which quickly selects and orders 
attributes by importance by measuring the information gain in respect to the class, 
RLF [6] searches important attributes by repeatedly selecting a randomly selected 
instance from its two nearest neighbours between the same class and others, CNS [7] 
looks for a subset of attributes with the best consistency in class values, CFS [2] 
searches for a good subset of attributes by considering the usefulness of individual 
features at predicting each class, and a newer attribute selection method, Tree Node 
Selection (TNS), identifies a set of attributes using a pre-constructed decision tree as 
an information source by counting numbers of instances that go through nodes and 
classes. For example, the root node of a decision tree tends to be most important as it 
connects to the rest of the nodes to distribute instances to classes, but if the attribute 
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was more frequently used to construct many leaf nodes, then that attribute can also be 
important; see details in [1]. 

From the benchmark experiments, references [1] and [2] found that the wrapper is 
the best AS method, but it is time consuming. Reference [1] found that TNS per-
formed consistently in reduction of attributes and obtained high accuracy over various 
data mining attribute selection approaches, whereas other methods tend to trade off 
performance in reduction of attributes and accuracy. Reference [2] found that CFS, 
CNS and RLS are good overall, but there is a trade off in performance among them. 

2.2   Attribute Selection with Ant-Miner 

The Ant Colony Optimization (ACO) algorithm is a swarm intelligence technique that 
mimics real ant behaviour. Recently, ACO has been used to solve attribute or feature 
selection problems. Reference [12] used ACO in rough set theory [13] to obtain high 
accuracy and minimum sets of features, since ACO finds solutions rapidly with very 
small cardinality during its pheromone update rule and solution construction process. 
Reference [14] developed an ACO feature selection method and tested it on a text 
categorization problem against other data mining and statistical attribute selection 
methodologies, Information Gain (IG), χ2 statistics (CHI) and genetic algorithms 
(GA), by performing nearest neighbour classification. They found that ACO outper-
formed IG and CHI, and GA is almost comparable to ACO in terms of maintaining 
the accuracy and selecting minimum feature subsets. They stated that for datasets with 
more features, ACO has a strong search capability in the problem space, as a search 
continues until the optimal solution is found, whereas GA cannot find a better one 
after finding a sub-optimal solution.  

2.3   Ant-Miner and C4.5 Classifiers  

In order to test performance of attribute sets selected by AS methods, Ant-Miner and 
C4.5 algorithms were used to compare the prediction ability of admission counts 
using the smaller sets of selected attributes. Since this study is a preliminary investi-
gation, the traditional Ant-Miner [8] has been used, because it is still a flexible and 
robust classification mining method which works well [15, 16], even though newer 
Ant-Miner algorithms have been developed, e.g., Ant-Miner 2 [17], ACO-Miner [11] 
and TACO-Miner [16]. In comparison to Ant-Miner, one of the most well known 
classification algorithms, C4.5 [5], was tested because Ant-Miner [8] is similar to a 
decision tree algorithm that discovers classification rules by following a divide-and-
conquer approach: 

IF < term1 and term2 and ...> THEN <class> 

However, the heuristic functions for decision tree algorithms and Ant-Miner differ in 
how they consider the entropy; for the former they are computed for an attribute as a 
whole, but the latter computes them for an attribute-value pair only [8]. For Ant-
Miner and C4.5 used the default parameter setting of Ant-Miner software [8] and 
WEKA [4] respectively was used.  



856 K. Fukuda 

2.4   Attribute Selection Process 

Fig. 1 describes attribute selection steps. Firstly, the entire data (full attribute set) was 
divided into 90% (from the start of the studied period) and 10% (towards the end of 
studied period) to create the training and test set. Ant-Miner and C4.5 classifiers are 
applied on the training set to obtain the original classification accuracy (before the AS 
process) via the 10-fold cross validation process. Secondly, two sets of AS ap-
proaches are carried out. Ranking filter approaches (TNSP, TNSU, IG and RLF) 
ranks each attribute by its importance, i.e., the top labelled rank from “1” indicates the 
most important attribute and so on. Each set of ranked attributes separately runs the 
Ant-Miner and C4.5 classifiers, iteratively removing the least important attribute one 
by one to obtain the classification accuracy and the process continues until a single 
attribute remains. Subset evaluator approaches (CFS and CNS) select the attribute set 
at once, whereas the attribute set that obtained the highest accuracy for the ranking 
filter is used for the prediction process. Ant-Miner and C4.5 are separately run with 
the selected subset of attributes from the training set to extract classification rules. 
The created rules are then tested on the test set (unknown data points, not used to 
select the attribute set) to obtain the prediction accuracy, the final classification accu-
racy, of the respiratory admission pattern.  

To identify key climate and air pollution factors for the admission pattern, the ob-
tained attribute set (with the highest classification accuracy) is examined and com-
pared among AS methods. Here, the top 3 commonly selected attributes throughout 
all AS methods will be summarised as follows. When TNSU ranks TG at rank 1, it 
gives one point to TG. If another AS method ranked TG at rank 2, it adds another 
point to TG. The total points are added up. The attribute that records the highest score 
is considered to be the most frequently selected attribute over all AS methods. Note 
that all points are counted equally as “one point” regardless of rank, i.e., first or third 
rank. 

 
Fig. 1. Attribute selection processes for Ant-Miner and C4.5 classifiers 
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Relative proportion of selected number of attributes (in %) is calculated to compare 
the attribute reduction performance among all AS methods. The two sample means 
(and standard deviation) of the original and final classification accuracy of Ant-Miner 
and C4.5 are calculated to assess how the means of classification accuracy differ 
among classification algorithms.  

2.5   Studied Data 

The study area, Christchurch, New Zealand, suffers from severe air pollution prob-
lems in winter due to domestic heating by burning wood, e.g., [10]. The studied area, 
Christchurch City, is located in the South Island of New Zealand. The main winter air 
pollutants in Christchurch are carbon dioxide (CO2) from domestic heating and motor 
vehicles, particulate matter (PM and PM10, particles of diameter 10 micrometers or 
less) from domestic heating, sulfur dioxide (SO2) from industry, e.g., [10]. Some 
pollutants can record beyond the acceptable air pollution guideline during winter due 
to the heavy use of wood for domestic heating. It is desirable to promote a good pre-
diction method for the outbreak acute admission rate in order to help with the hospital 
care management.  

A total of 16 daily measurements was collected over a four year period (October 
1998-September 2002) from a single air pollution monitoring site, located in a me-
dium-size residential area (see details in [10]) in northern Christchurch City, of air 
pollution and climate is investigated; PM10, SO2, CO2, relative humidity (RH), an 
indication of the temperature inversion formation (calculated from the difference 
between the temperatures at 1m and 10m above the ground, with negative values 
indicating temperature inversion formation, labelled separately as TG, TT and TD), 
wind speed (WS), wind direction (Wdir), atmospheric pressure (P), radiation hours 
(Rad), sunshine hours (Sun), rainfall (Rain), maximum and minimum daily tempera-
ture and the average of these (TMax, TMin and TAv). All air pollution and climate 
data were scaled (no specific units). Over the same period, daily counts of acute hos-
pital admissions due to respiratory system problems (ICD-9: 460-519) were obtained 
for residents domiciled within 2 km (age 0-98 years, n=878 for female, and n=1061 
for male) of the air pollution monitoring site. The studied data contained a maximum 
of about 4% missing values, mainly from SO2 and temperature inversion data points, 
but were separately imputed and did not significantly alter results.  

3   Results and Discussion 

3.1   Key Attributes for the Admission Outbreak 

Table 1 shows a summary of numbers and relative reduction (in %, with higher pro-
portions indicating greater reduction) of selected numbers of attributes. TNSU se-
lected only three attributes (minimum subset and 81.3% reduction) whereas CNS 
selected 11 attributes (maximum subset and 31.3% reduction). TNSU and TNSP se-
lected the smallest numbers of attributes. The rest of the AS methods selected more 
than 7 out of 16, so about half of the attributes were removed. Table 1 also shows a 
summary of selected attributes and an assessment of top 3 selected attributes over all 
AS methods. The TNSU selected TG, CO and RH. The top 3 most commonly  
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selected attributes over all AS methods are CO and RH, which are ranked highest (4 
times) and followed by SO2 and TG (3 times). It could be said that these four attrib-
utes are key factors that can help improving or are underline potential factors of the 
admission prediction. Additionally, all three attributes selected by TNSU are three of 
the four most commonly selected attributes by all other AS methods. 

3.2   Selection of Attributes for Ant-Miner and C4.5 

In Table 2, the means of Ant-Miner and C4.5 from the training sets shows the mean 
of Ant-Miner (µ=65.8) is not significantly larger, or even equal (p=0.05 for one-tailed 
using assuming equal variances, as F-test for equal variances shows p=0.13) to C4.5 
(µ=65.0). While using all attribute sets recorded similar classification accuracies 
(Ant-Miner; 64.5% and C4.5; 63.8%), the removal of attribute was not carried out to 
significantly improve the classification accuracy. However, the proportion of attribute 
removal was significantly successful (up to 81% for TNSU) and the quality of classi-
fication accuracy was maintained, even with much smaller attribute sets. 

Although, overall Ant-Miner classification accuracy (training set) recorded slightly 
higher classification accuracy with the ranking filter approaches; RLF (66.3%), TNSP 

Table 1. Numbers of selected attributes, relative attribute reduction (in %) and a summary of 
selected attributes 

Proportion of original class:     
yes 49%  no 51%

TNSU TNSP RLF IG CFS CNS Full   
Attribute frequency 

(Top 3)

# of selected attributes 3 5 7 9 8 11 16
Reduction of attributes (%) 81.3 68.8 56.3 43.8 50.0 31.3 0.0

Ranking of attributes
1  (most important) TG TG RH TG SO2 SO2 SO2 3

2 CO RH TD TT CO CO CO 4
3 RH CO SO2 Rad RH PM10 PM10 1

4 SO2 TD Tmin TG RH RH 4
5 Tmax Tav TD TD TG TG 3
6 Rad Tmax Rad TT TT 1
7 Tmax Tav Tmax TD TD 1
8 SO2 Tmin Rad WS
9 RH Tmax Wdir

10 Tmin P
11 Tav Rad 1
12 Sun
13 Rain
14 Tmax
15 Tmin

16 (the lowest ranking) Tav

Table 2. Summary of classification accuracy for training and test sets for Ant-Miner and C4.5 
classifiers 

Classification
Full         

(before AS)
TNSU TNSP RLF IG CFS CNS Mean SD

Two-sample means of 
Ant-Miner and C4.5

Ant-Miner (training) 64.5 66.0 66.2 66.3 66.1 64.8 65.5 65.8 0.6
C4.5 pruned (training) 63.8 65.8 65.9 65.9 64.0 64.4 63.8 65.0 1.0

Ant-Miner (test) 54.3 59.3 55.7 55.0 47.9 54.3 56.4 54.8 3.8
C4.5 pruned (test) 54.3 57.9 54.3 55.0 56.4 54.3 54.3 55.4 1.5
Ant-Miner rules 7 7 7 7 7 8 8

C4.5 leaves 7 4 7 3 4 8 7
C4.5 size of tree 13 7 13 5 7 15 13

p =0.37  (one-tail)

p =0.05 (one-tail)
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(66.2%), IG (66.1%) and TNSU (66.0%), compared with the subset evaluator; CNS 
(65.5%) and CFS (64.8%). Similarly, overall C4.5 classification accuracy (training 
set) recorded similar classification accuracies, but also filter AS approaches; RLF and 
TNSP (65.9%), and TNSU (65.8%) except IG (64.0%) performed slightly better than 
subset evaluator approaches CFS (64.4%) and CNS (63.8%). Note that Table 2 also 
shows the information about the constructed rule, e.g., size of tree or number of rules, 
but are not specifically discussed.   

3.3   Testing Prediction Performance with Selected Attributes for Ant-Miner and 
C4.5 

Results of predicted admission accuracy are also summarised in Table 2. The two 
means of Ant-Miner and C4.5 using the test sets suggests that there is no significant 
evidence to say that the mean of C4.5 prediction accuracy (µ=55.4%) over all AS 
methods are higher than or equal to Ant-Miner (µ=54.8%) (p=0.37 for one-tail using 
assuming unequal variances, as F-test for equal variances shows p=0.03). While the 
original class proportion of yes is 49% and no is 51%, it could be said that both classi-
fiers are slightly more effective than just guessing either class, especially TNSU for 
Ant-Miner, which achieved the highest prediction accuracy around 60%. In fact, 
TNSU also obtained the highest prediction accuracy for C4.5 (57.9%). On the other 
hand, IG recorded the lowest prediction accuracy for Ant-Miner (47.9%) and CFS and 
CNS recorded the lowest for C4.5 (54.3%). As previously mentioned, the AS method 
may be slightly more effective on Ant-Miner than C4.5. 

Even though the classification accuracy was not significantly improved with 
fewer attributes, a possible reason why TNSU provides the highest prediction accu-
racy for Ant-Miner over C4.5 can be considered that TNS searches important at-
tributes by assessing the connectivity of adjacent nodes in the decision trees; fre-
quently connected pairs of attributes in the decision tree are more important than 
ones that are not connected. Ant-Miner rules are constructed by pheromone trails, 
which produce high solutions based on a high probability pair of attributes during 
updating pheromone iteratively as ants write, read and estimate the amount of 
pheromone trail to build a good solution [11]. Hence, the attributes that are selected 
by TNS may strengthen the search between attributes for Ant-Miner because Ant-
Miner similarly searches attributes that have higher probability between nodes 
(pheromone trial). Providing fewer but specifically selected representative attributes 
may help increase efficiency in finding a solution in the Ant-Miner in less confus-
ing manners. Whereas IG measures the information gained with respect to class, it 
may not directly consider the strengths between attribute nodes. Surprisingly, CFS 
produced the same classification accuracy regardless of removing or full attributes 
sets for both Ant-Miner (54.3%) and C4.5 (54.5%), even though CFS selects indi-
vidual features at predicting each class along with the level of inter-correlation [2], 
which could strength the path that was taken during the Ant-Miner search. The 
studied data set may not have such good level of inter-correlation. 

4   Conclusions 

This paper examined six different data mining attribute selection (AS) methods, 
TNSU, TNSP, RLF, IG, CNS and CFS, to extract key climate and air pollution factors 
by predicting the acute respiratory admission counts with Ant-Miner and C4.5  
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algorithms. TNSU preformed best to remove up to 80% of the attributes by selecting 
only three attributes; temperature at ground level, carbon monoxide and relative hu-
midity, and obtained a classification accuracy improvement (from 2% to 5%) for both 
Ant-Miner and C4.5. All other AS methods removed approximately half of the attrib-
utes, seem to trade off between attribute reduction performance and maintaining pre-
diction accuracy. This is a preliminary experiment using data mining AS methods on 
environmental and health study with Ant-Miner. It will be expected to keep investi-
gating other newer Ant-Miner algorithms, such as Ant-Miner 2, ACO-Miner, and 
TACO-Miner, with much larger attribute sets in future.  
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Abstract. In the paper a novel method of classification is presented.

It is a combination of unsupervised and supervised techniques. First,

the method divides the set of learning patterns into smaller ones in the

clustering process. At the end of this phase a hierarchical structure of

Self Organizing Map is obtained. Then for the leaves the classification

rules are searched. To this end Bee Algorithm is used. The accuracy

of the method was evaluated in an experimental way with the use of

benchmark data sets and compared with the result of other methods.

1 Introduction

Classification techniques are key elements in solving problems in a number of
disciplines. That is why with the rapid development of computer technology,
many classification methods have been developed and used: SVMs [7], decision
trees [6], neural networks [3], k-Nearest Neighbours (k-NN), Naive Bayes (NB)
[6], rule based classification methods (for instance FOIL)[6] and others. They
differ in the accuracy and ability of explanation of the classification decision.
For numerical attributes some of them are strongly dependent on the discretisa-
tion method applied in preprocessing step. Generally, SVMs and neural networks
tend to perform much better when dealing with multidimensions and continu-
ous features. For these models a relatively large sample size is required in order
to achieve its maximum prediction accuracy whereas NB may need a relatively
small data set. Naive Bayes and the k-NN can be easily used as incremental learn-
ers whereas rule algorithms cannot. Some algorithms, for instances Naive Bayes
is naturally robust to missing values since these are simply ignored in comput-
ing probabilities. On the contrary, k-NN and neural networks require complete
patterns (without missing values in vectors). Moreover, k-NN is generally con-
sidered intolerant of noise because its similarity measure strongly depends on
errors in attribute values, thus leading it to misclassify a new instance on the
basis of the wrong nearest neighbours. Contrary to k-NN, rule based methods
and most decision trees are considered resistant to noise because their pruning
strategies avoid overfitting the data in general and noisy data in particular. More
discussion about virtues and shortcomings of the methods can be found in [5].

In this paper, we have proposed a novel classification method which is a
combination of unsupervised and supervised approaches. Its origin comes from

J.D. Velásquez et al. (Eds.): KES 2009, Part II, LNAI 5712, pp. 861–868, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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obvious assumption that to solve smaller problem is much easier. That is why in
the first phase the clustering is performed giving as the result subsets of patterns
for which supervised classification is performed. The next section gives the gen-
eral view of the method. Its details are presented in the section 3. Experimental
study which aim was to evaluate the method is shown in section 4. The paper
ends with conclusion summarizing the paper and describing the future plans.

2 CUSC Method – General Overview

CUSC is a novel inductive method of building a classifier. It uses both supervised
and unsupervised learning paradigms. The main feature of CUSC is that it
divides set of learning patterns into smaller ones in the clustering process using
approach similar to Self Organizing Map but the structure of the network has
a hierarchical form (a tree). This makes the supervised part of building CUSC
easier, as the process is handling less complex sets at the time step.

A creation of the classifier has two phases. In the first phase a clustering
method is applied. It is performed with the use of hierarchical neural network
which adapts itself to the presented patterns. During training its structure is
hierarchical and dynamic assuming form a tree (Fig.1) which is composed of both
– structural elements that do not directly influence on classification decisions and
leaves that a role is to classify patterns. These classifying elements of CUSC can
be divided into two distinct types called simple form and complex form. The
elements type is defined as a simple form when after building the structure the
training patterns, assigned to it, are belonging to one class only.

The complex form elements after clustering contain the set of patterns from
more than one class. In other words, the simple form classifying elements con-
tain patterns with the label of a single class. For the complex form elements

Fig. 1. The tree structure used in CUSC
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classification proceeds according to the set of conjunctive rules that are searched
in the second phase of the method. This set is used for determining appropriate
label for the pattern that is to be classified after building classifier. The method
of rules extraction for complex form elements in the structure is described in the
subsection 3.2.

When the classifier is trained the process of decision making in CUSC consists
of two stages. The first one needs to find appropriate classifying element in the
tree and in the second one the classification decision is made by the classifying
element chosen in the previous stage. The whole classification process is per-
formed in four steps:

1) Initialization: set Ep as the root node of a tree and as x the pattern to be
classified.
2) If Ep has any descendent nodes go to step 3) otherwise go to step 4).
3) Select a descendent node that presents the highest resemblance to the pattern x
according to the similarity measure (for example the smallest Euclidean distance).
Set as the Ep the selected descendent node and go to step 2).
4) Classify the pattern x and return a label of a class as a result.

The last step, which performs the classification process is dependent on the
type of classifying element that it is applied to. In case of simple form classifying
elements classification is made by returning the label that the element holds.
When the classifying element is of complex form, the classification is performed
by making a decision based on the set of rules in the form of the IF...THEN (eq.
1).

IF prem1 AND prem2 AND ... AND premm THEN ci (1)

where premise premi expresses a condition imposed on the value of attribute xi.
This condition must be satisfied by the pattern to classify it to class ci.

Fig. 2. Strategies of surveying the : A) basic strategy; B) shallow strategy (when A)

fails); C) deep strategy (when A) and B) fail)
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In the case that the set of rules cannot be applied to the pattern (no rule is
fired for it), the CUSC is trying to find the solution in the neighbourhood of the
chosen classifying element. The method applies two strategies of surveying the
neighbourhood: shallow strategy and deep strategy (Fig. 2). The shallow strategy
consists in trying to classify the pattern by the classifying elements that are also
descendent nodes of the parent of classifying element chosen in the sequence. If
the shallow strategy fails in giving the result (lack of classification), the deep
strategy is used. The deep strategy consists in determining the most common
answer that is given by structural elements of the parent of classifying element
chosen in the sequence. The answers given by structural elements are cumulated
(the most common answer is chosen) from the sub-trees of these elements. In
case that both strategies fail, the CUSC returns an empty label meaning that
the classifier doesn’t know the answer.

3 The Method in Detail

The process of creating our hybrid classifier can be divided into two phases:
building a classifier structure, and a searching for a set of classification rules for
complex form elements.

3.1 The First Phase – Building the Structure

This process is unsupervised and proceeds accordingly to the following sequence
of steps:
1. Initialization: set the root of a tree as Ep and the initial learning set as Xp .
2. Check whether Ep is fulfilling the STOP condition. If it is TRUE then go to
second phase, otherwise go to step 3.
3. Perform clustering of the Xp set. Set the acquired clusters as the children nodes
of Ep and assign to them the sub-sets of Xp that they cover. If the clustering results
give one cluster go to second phase.
4. For each of the children nodes of the Ep go to step 2. with treating the child
node as Ep, and assign to Xp the set of training patterns that belong to Ep.

The STOP condition from the step 2. of this algorithm is preventing the over-
growth of the tree structure. To fulfil the STOP condition, the number of patterns
in the learning sub-set assigned to Ep must be smaller than the preset threshold,
which dependent on the number of patterns in the initial learning set.

The clustering in CUSC is performed with the use of Neural Clustering (NC)
method. NC is strongly related to SOM network. However, in contrary to SOM
networks, NC is dynamically building the clusters structure allowing for their
fast growth, and then gradual degradation. In this method the temperature and
the mass of neurons are introduced. They have an influence on similarity and
weight modification functions. With the timestep k the temperature decreases
according to the eq.2.

T (k + 1) = T (k) − 1
2

· 1
σ
√

2π
· e−

(x−μ)2

2σ2 (2)
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where
x =

1
E(k/2) + 1

; E − Entierfunction.

The role of the temperature is to affect an influence between neurons, which
is realized by the weight modification (eq. 6). It enables NC method to create
expanded sets of clusters in the early phase of clustering while the temperature
is high, and allows gradual degradation providing stabilization of clusters in the
final steps of the method.

Each of the structure neurons is characterized by its mass Mn. It assigns the
relative number of patterns clustered by a neuron (a ratio of Zn to Z – which is
the number of all patterns used in the clustering process), eq. 3.

Mn =
card(Zn)
card(Z)

(3)

The neurons mass determines its behaviour in the learning process. The greater
the mass is, the stronger the neuron affects others and it is less affected by
them. Because the structure of clusters is dynamic and the patterns set assigned
to each neuron can change over the time, there is a possibility that neuron mass
will reach 0. In this case the neuron is removed from the structure. This results in
degeneration of the tree. During training process, after each pattern presentation
the distance D between weights wn of n-th neuron and the given pattern x is
calculated according to the eq.4.

D
(
wn(t),x(t)

)
= F

(
wn(t),x(t)

)
− Mn(k)F

(
wn(t),x(t)

)
(4)

where F is an Euclidian distance between the weights wn and the given pattern
x, Mn is a mass of n-th neuron. In case the greatest distance is greater than an
average distance between weights of existing neurons a new neuron is added to
the structure. Its weights are set as equal to the given pattern. Otherwise the
weights of existing neurons are updated. For the winning neuron (the neuron
for which the distance D is the smallest one) the weights ww are changed as
follows:

ww(t + 1) = ww(t) + T (k)
(
x(t) − ww(t)

)(
1 − Mw

)
(5)

The weights of neurons in the neighbourhood are changed according to the eq.
6.

wn(t + 1) = wn(t) +
T (k)

(
x(t) − ww(t)

)(
1 − Mw

)
D
(
wn(t),ww(t + 1)

) (6)

In the next step the mass of the winning neuron is updated. In each epoch during
training the temperature is updated, as well. The end of the first phase results in
the clustered training patterns that create the patterns sets mutually exclusive.

3.2 The Second Phase – Searching for Classification Rules in the
Complex Form Elements

As it was mentioned, the complex form elements cluster patterns that belong to
more than one class. For such cases a set of conjunctive rules in the attributes
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Fig. 3. Bee Miner structure and flow of rules between key elements

logic is searched by a rule extractor (Bee Miner). It is composed of four key
elements (Fig. 3): direction selector, hive, honeycombs, and queen.

The direction finder is used only at the moment of creating new rules. Its task
is to pick an appropriate set of attributes (schema) on which the new rules will be
created. It is realized on the basis of evolutionary algorithm, where rank selection,
mutation and homogenous crossover are applied. A chromosome consists of the
list of attributes. The role of this algorithm is to search for subspaces where
patterns from different classes can be easily separated. Individuals are evaluated
on the basis of the density metrics. To calculate this value the gravity center
for each class must be found and the average distance between patterns of this
class and the center is computed next. Then these values are compared for pairs
of classes in order to determine whether the classes are separated. The fitness
value of an individual is based on the relative number of separated pairs of
classes.

The purpose of a hive is creation and a rough evaluation to which honeycomb
the premise part of a rule fits the best. The premise part is based on the schema
selected in the direction finder mechanism. As the result of this step a list of
input features is obtained in the form of a vector: x=[x1,x2,..., xk] where k <= n
(n is the dimension size for the classification problem). Then the schema is
converted to the premise part of a rule by applying random operator and the
value from the attribute domains. Generally, we can say the i premise has a
form xi R valuek, where xi is a variable representing i-th attribute, R stands
for an operator (R ∈ {<, >, =}) and valuek is one of the possible values for this
attribute. After the process of a rule evaluation the hive transfers newly created
rules to appropriate honeycombs.

Each honeycomb represents one class, for which it tries to find the best set of
rules. The mechanism in honeycomb is realized by a limited queue that gathers
and orders the best rules found by hive. Each rule in the queue has a nomi-
nation counter that informs how many times the rule was in the queue in the
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honeycomb. If the counter reaches the appropriate value, the rule migrates to
the set of nominated rules. These rules are collected by a queen.

The queen is re-evaluating and selecting rules in order to create the set of
rules with the best accuracy. The rules taken to re-evaluation and selection are
from the gathered nominated rules sets and from earlier created set of rules. The
selection process of a new temporal solution relies on the choice of rules that are
characterized by the highest accuracy.

4 Experimental Study

The classifier evaluation is based on the prediction accuracy (the percentage of
correct predictions divided by the total number of predictions). The experiments
were performed for four benchmark data sets taken from [1]. The results are
compared with SVM and C4.5 results published at [2].

The characteristics of the applied data sets are presented at the bottom part
of Table 1. As it can be noticed they contain a various number of attributes
and a number of classes. At the top part of this table the results are shown.
They represent an average from ten runs performed with the use k cross vali-
dation method with k=10. Throughout testing of the CUSC method two sets
of parameters were used. The first one supported rules extraction (LGT set) by
limiting the growth of CUSC structure. It increased the number of patterns for
each single extraction. The second set of parameters (ETS set) limited rules ex-
traction by building expanded tree structure. The research have shown that the
quality of CUSC method results is strongly dependent on the parameter set. The
differences between the results with the use GTS and ETS sets were reaching
up to 8%. The best presented example are the results acquired for classification
of Iris set. In that case the usage of ETS leads to creating structures without
any classification elements in complex form. It effected in giving 97 % accuracy,
while when the ETS set of parameters were used the accuracy reached only 90
%. On the other hand the situation of performing classification for the Wine
data was opposite. In this case GTS set of parameters has given better results.

Table 1. The classification accuracy for CUSC and other methods for benchmark data

sets; (WBC) is the abbreviation from Wisconsin Breast Cancer

Comparison with other methods in terms of accuracy

(WBC) Sonar Wine Iris

CUSC 0.95 (ETS) 0.82(ETS) 0.94(LGT) 0.97(ETS)

SVM 0.97 0.82 0.97 0.96

C4.5 0.95 0.76 lack of data 0.95

data sets characteristics

Pattern number 683 208 178 150

Class number 2 2 3 3

Attribute number 9 60 13 4



868 U. Markowska-Kaczmar and T. Switek

5 Conclusion and Future Work

For the tested data sets the results included in Table 1 show that CUSC has
accuracy similar to SVM, and better than C4.5 classifier. But the key question
when dealing with machine learning classification is not whether a learning algo-
rithm is superior to others, but under which conditions a particular method can
significantly outperform others on a given application problem. For this reason
there is a need for more experimental study with the method. Nonetheless the
results acknowledge relevance of the further works on CUSC.

However the current version of our classifier does not give uniform representa-
tion of all decision nodes the original goal was to obtain classification rules for all
leaves. This assumption will be realized in the future. The further development
of the method will be focused on decreasing a complexity of the method and
on adjusting mechanisms of rules improvement in the Bee Miner method. Ad-
ditionally, mechanism of local improvement of sub-trees is under development.
Its purpose is to change or re-assemble those parts of tree structure that have
negative influence on the classification accuracy.
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Śluzek, Andrzej II-143
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