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Abstract. In this paper we describe the application of an architecture for an en-
semble neural network for Complex Time Series Prediction.  The times series we 
are considering are: the Mackey-Glass, Dow Jones and Mexican Stock Exchange 
and we show the results of a set of trainings with the ensemble neural network, 
and its integration with the methods of average, weighted average and Fuzzy Inte-
gration. Simulation results show very good prediction of the ensemble neural 
network with fuzzy logic integration. 

1   Introduction 

Time series predictions are very important because we can analyze past events to 
know the possible behavior of futures events and thus can take preventive or cor-
rective decisions to help avoid unwanted circumstances. 

The choice and implementation of an appropriate method of prediction has al-
ways been a major issue for enterprises that seek to ensure the profitability and 
survival of business. The predictions give the company the ability to make deci-
sions in the medium and long term, and due to the accuracy or inaccuracy of data 
could mean predicted growth or profits and financial losses.  

It is very important for companies to know the behavior that will be the future 
development of their business, and thus be able to make decisions that can im-
prove the company's activities, and avoid unwanted situations which in some 
cases can lead to the company’s failure. 

2   Time Series and Prediction 

A time-series is defined as a sequence of observations on a set of values that takes 
a variable (quantitative) at different points in time. The time series are widely used 
today because organizations need to know the future behavior of certain phenom-
ena in order to plan, prevent, and so on, their actions. That is, to predict what  
will happen with a variable in the future from the behavior of that variable in the 
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past [1]. The data can behave in different ways over time, this may be a trend, 
which is the component that represents a long-term growth or decline in value 
over a period of time high. You can also have a cycle, which refers to the wave 
motion that occurs around the trend, or may not have a defined or random manner; 
there are seasonal variations (annual, biannual, etc.). , which is a behavior pattern 
that is repeated year after year at a particular time. [2]. 

The word “prediction” comes from the Latin prognosticum, which means I 
know in advance. Prediction is to issue a statement about what is likely to happen 
in the future, based on analysis and considerations of experiments. Making a fore-
cast is to obtain knowledge about uncertain events that are important in decision-
making [3]. Time series prediction tries to predict the future based on past data, it 
take a series of real data  and then obtains the 

prediction of data . The goal of time series predic-
tion or a model is to observe the series of real data, so that future data may be 
accurately predicted. [4] 

3   Neural Networks  

Neural networks are composed of many elements (Artificial Neurons), grouped 
into layers and are highly interconnected (with the synapses), this structure has 
several inputs and outputs, which are trained to react (or give values) in a way you 
want to input stimuli (R values). These systems emulate in some way, the human 
brain. Neural networks are required to learn to behave (Learning) and someone 
should be responsible for the teaching or training (Training), based on prior 
knowledge of the environment problem [5]. 

Artificial neural networks are inspired by the architecture of the biological 
nervous system, which consists of a large number of relatively simple neurons that 
work in parallel to facilitate rapid decision-making [6].  

A neural network is a system of parallel processors connected as a directed 
graph. Schematically each processing element (neuron) of the network is repre-
sented as a node. These connections establish a hierarchical structure that is trying 
to emulate the physiology of the brain as it looks for new ways of processing to 
solve real world problems. What is important in developing the techniques of NN 
is if its useful to learn behavior, recognize and apply relationships between objects 
and plots of real-world objects themselves. In this sense, artificial neural networks 
have been applied to many problems of considerable complexity. Its most impor-
tant advantage is in solving problems that are too complex for conventional tech-
nologies, problems that have no solution or that the algorithm of the solution is 
very difficult to find [5]. 

4   Methods of Integration 

There exists a diversity of methods of integration or aggregation of information, 
and we mention some of these methods below: 
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Integration by average: this method is used in the ensembles of networks. This 
integration method is the simplest and most straightforward, consists in the sum of 
the results generated by each module divided by the number of modules, and the 
disadvantage is that there are cases in which the prognosis is not good. 

Integration of Weighted Average: this method is an extension of the integration 
by average, with the main difference that the weighted average assigns importance 
weights to each of the modules. These weights are assigned to a particular module 
based on several factors; the most important is the knowledge product of experi-
ence. This integration method belongs to the well known aggregation operators. 

Fuzzy logic was proposed for the first time in the mid-sixties at the University 
of California Berkeley by the brilliant engineer Lotfi A. Zadeh. Who proposed 
what it’s called the principle of incompatibility:  "As the complexity of a system 
increases, our ability to give precise instructions and build on their behavior de-
creases to the threshold beyond which the accuracy and meaning are mutually 
exclusive characteristics." Then introduced the concept of a fuzzy set (Fuzzy Set), 
under which lies the idea that the elements on which to build human thinking are 
not numbers but linguistic labels. Fuzzy logic can represent the common knowl-
edge that natural of language is mostly qualitative and not necessarily quantitative 
in a mathematical language by means of fuzzy set theory and function characteris-
tics associated with them. [7]. 

Fuzzy Set: Let  be a space of objects and  be generic element of . A classi-
cal set ,  is defined as a collection of elements or objects  such that 
each  can either belong or not belong to the set A. By defining a characteristic 
function for each element  in , we can represent a classical set  by a set of 
ordered pairs  which indicates or respectively. 
Unlike the aforementioned conventional set, a fuzzy set expresses the degree to 
which an element belongs to a set. Hence the characteristic function of a fuzzy set 
is allowed to have values between 0 and 1, which denotes the degree of member-
ship of an element in a given set. The basic structure of a fuzzy inference system 
consists of three conceptual components: a rule base, which contains a selection of 
fuzzy rules; (or dictionary), which defines the membership functions used in the 
fuzzy rules; and a reasoning mechanism, which performs the inference produce 
(usually the fuzzy reasoning). [8]. 

5   Genetic Algorithms 

Genetic algorithms were introduced by the first time by a professor of the Univer-
sity of Michigan named John Holland [9]. A genetic algorithm, is a mathematical 
highly parallel algorithm that transforms a set of mathematical individual objects 
with regard to the time using operations based on evolution. The Darwinian laws of 
reproduction and survival of the fittest can be used, and after having appeared of  
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natural form a series of genetic operations between(among the object) that stands 
out the sexual recombination [10,11]. Each of these mathematical objects is in the 
habit of being a chain of characters (letters or numbers) of fixed length that adjusts 
to the model of the chains of chromosomes, and one associates to them with a cer-
tain mathematical function that reflects the fitness. 

6   Problem Statement and Proposed Method 

This paper is concerned with the study of a fuzzy integration method that can be 
applied to ensemble neural networks with applications to complex time series, in 
addition to developing alternative methods for the integration of ensemble net-
work, such as the average and weighted average. Figure 1 shows the general archi-
tecture used in this work. 

 

Fig. 1. General Architecture of the ensemble neural network. 

Historical data of the Mackey-Glass time series was used for the ensemble 
neural network trainings, where each module was fed with the same information, 
to find a suitable architecture for a module of the ensemble will be same or very 
similar to the other modules, unlike the modular networks, where each module is 
fed with different data, which leads to architectures that are not uniform. Integra-
tion by the average method was very easy to implement, just joining the results of 
each module and the result was divided by the number of elements, the main 
problem of this method is that if one of the modules produces an unfortunate 
result, it can greatly affect the result the integration. Integration by weighted 
average includes assigning values from 0 to 1, where the module that has the best 
prediction is the one that will have a greater weight. The network consists of 
three modules, the allocation of weights we used is 0.50 for the module that pro-
duces better results, 0.30 for second best and 0.20 for the worst module, we do 
this only if the three modules meet the above conditions. Fuzzy integration for 
the Mackey-Glass time series was implemented in a system of traditional Mam-
dani fuzzy inference, which consists of three input variables (the results of each 
module of our ensemble network) and one output variable  (the result of integra-
tion), is shown in Figure 2. 
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Fig. 2. Fuzzy Inference System. 

To Optimize the Fuzzy System for Integration of the Mackey-Glass, Dow Jones 
and the Mexican Stock Exchange time series we implemented a genetic algorithm 
to optimize the membership functions and rules of the fuzzy system. Where the 
objective function is defined to minimize the prediction error: 

 
 

 
 

 
 

 
 

(1) 
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Where  correspond to prediction1, prediction2 and prediction3, 

respectively; these are used as inputs for the fuzzy integration system, repre-

sents real data, ,  and  calculates the error of module1, module2, mod-

ule3 respectively and  is the total prediction error,  is the number of rules  
generated by the genetic algorithm, the possible number of  27 rules and 100 to 
assign more weight to the  error of prediction. 

The corresponding chromosome structure is shown in Figure 3. 

 
Fig. 3. Chromosome Structure 

 

Fig. 4. Series data Mackey-Glass. 

Data of the Mackey-Glass time series was generated using equation (1). We are 
using 800 points. We use 70% of the data for the ensemble neural network train-
ings and 30% to test the network. 
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The Mackey-Glass Equation is defined as follows: 

 

Where it is assumed x (0) = 1.2,  t = 17, and x (t) = 0 for t <0. Figure 4
shows a plot of the time series for these parameter values. 

(2)

 

This time series is chaotic, and there is no clearly defined period over time. The 
series does not converge or diverge, and the trajectory is extremely sensitive to  
the initial conditions. The time series is measured in number of points, and we 
apply the fourth order Runge-Kutta method to find the numerical solution of the 
equation [12]. 

Data of the Dow Jones time series: We are using 800 points that correspond 
from 11/03/05 to 01/08/09.  We used 70% of the data for the ensemble neural 
network trainings and 30% to test the network [13]. 

Figure 5 shows a plot of the time series for these parameter values. 

 

Fig. 5. Series data Dow Jones. 

Data of the Mexican Stock Exchange time series: We are using 800 points that 
correspond from 11/09/05 to 01/15/09. We used 70% of the data for the ensemble 
neural network trainings and 30% to test the network [14]. We show in Figure 6 
the plot of this time series. 
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Fig. 6. Mexican Stock Exchange. 

7   Simulation Results 

In this section we show results for the three time series using the Ensemble NN 
with fuzzy Integration. 

7.1   Simulation Results for the Mackey-Glass Time Series 

The architecture of the ensemble network that produced the best results is shown 
in Figure 7 for the Mackey-Glass Time Series [14]. 

 

 

Fig. 7. The best Network Architecture for Mackey-Glass. 
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In this architecture we used two layers in each module. In module 1, in the first 
layer we used 15 neurons and 13 neurons in second layer. In module 2 we used 15 
neurons in the first layer and 13 neurons in the second, and in module 3 we used 16 
neurons in the first layer and 13 neurons in the second. The training method used 
was the Levenberg-Marquardt (LM); we also applied 3 delays to the network. 

The best training was the one shown in row number 3,  using 1 layer in each of 
the modules of the ensemble network, implementing  3 delays in the network, the 
training method used was Levenberg-Marquardt (LM), (as shown in Table 1) 
where the total error of this training was: 0.1296. 

Table 1. Results of Training using 1 layer for  Mackey-Glass. 

 

The best training was the one shown in row number 5 using 2 layers in each of 
the modules of the ensemble network, implementing  3 delays in the network, the 
training method used was Levenberg-Marquardt (LM), (as shown in Table 2) 
where the total error of this training was: 0.01396.  

Table 2. Results of Training  using 2 layers for  Mackey-Glass. 
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The best training was the one shown in row number 5 varying between 1 and 2 
layers in each of the modules of the ensemble network, implementing  3 delays in 
the network, the training method used was Levenberg-Marquardt (LM), (as shown 
in Table 3) where the total error of this training was: 0.01396.  

Table 3. Results of Training  using 1and 2  layers for  Mackey-Glass. 

 

The result is training number 3 (as shown in Table 4), where the integration 
method used was average integration; and we obtained an error of 0.025, with 
weighted average integration we obtained an error of 0.0461,  with fuzzy integra-
tion we obtained an error of 0.0789 and with optimized fuzzy integration we ob-
tained an error of 0.038131. 

The best method of integration for this architecture was the average integration 
with an error of 0.0205. 

Table 4. Results of the Integration Methods with 1 layer  for Mackey-Glass. 

 

The best result is training 5 (as shown in Table 5), where the integration method 
used was average integration; we obtained an error of 0.0106, with weighted  
average integration we obtained an error of 0.0126, with fuzzy integration we  
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Table 5. Results of the Integration Methods with 2 layers  for Mackey-Glass. 

 

obtained an error of 0.0708 and with  optimized fuzzy integration we obtained an 
error of 0.023317. 

The best result is training 5 (as shown in Table 6), where the integration 
method used was average integration; we obtained an error of 0.0241, with 
weighted average integration we obtained an error of 0.0348, with fuzzy integra-
tion we obtained an error of 0.0751 and with  optimized fuzzy integration we 
obtained an error of 0.023317. 

Where the best method for this architecture was the average integration with an 
error of 0.0241. 

Table 6. Results of the Integration Methods with 1 and  layers  for Mackey-Glass 

 

The best result obtained for the Mackey-Glass time series was  number 5 using 
2 layers  in each of the modules of the ensemble network, implementing  3 delays, 
the training method used was the Levenberg-Marquardt (LM), (as shown in  
Table 2 and in Figure 8).  
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Fig. 8. Simulation results of training 5 for Mackey-Glass. 

Table 7. Genetic algorithm results for training 5 for Mackey-Glass. 

 
 

Table7 shows the genetic algorithm results for training 5 (as shown in Table 2 
and in Figure 9). Where the prediction error is of 0.023372. 

The fuzzy integration system generated by the genetic algorithm is represented 
in figure 10: 

Comparing Figure 2, which belongs to the base fuzzy integrator (not optimized) 
with Figure 9, which belongs to the fuzzy integrator generated by the genetic 
algorithm, it can be seen that the parameters of membership functions are  
different, the number of rules obtained are 20  and this helps to improve the pre-
diction error. 
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Fig. 9. Fuzzy system generated by genetic algorithm for Mackey-Glass. 

 

Fig. 10. Rules Fuzzy system generated by genetic algorithm for Mackey-Glass. 

7.2   Simulation Results for the Dow Jones Time Series 

The architecture of the ensemble network that produced the best results for Dow 
Jones Time Series is shown in Figure 11. 

In this architecture we used one layer in each module. In module 1, in the first 
layer we used 37 neurons in module 2 we used 38 neurons in the first layer and in 
module 3 we used 38 neurons in first layer. The training method used was the 
Levenberg-Marquardt (LM); we also applied 3 delays to the network. 
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Fig. 11. The Best Network Architecture for Dow Jones. 

The best training was the one shown in row number 4,  using 1 layer in each of 
the modules of the ensemble network, implementing  3 delays in the network, the 
training method used was Levenberg-Marquardt (LM), (as shown in Table 8) 
where the total error of this training was: 0.00000886.  

Table 8. Results of Training using 1 layer for Dow Jones. 

 

The best training was the one shown in row number 1 using 2 layers in each of 
the modules of the ensemble network, implementing  3 delays in the network, the 
training method used was Levenberg-Marquardt (LM), (as shown in Table 9) 
where the total error of this training was: 0.00018046. 
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Table 9. Results of Training using 2 layers for  Dow Jones. 

 

The best training was the one shown in row number 4 varying between 1 and 2 
layers in each of the modules of the ensemble network, implementing  3 delays in 
the network, the training method used was Levenberg-Marquardt (LM), (as shown 
in Table 10) where the total error of this training was: 0.00008543.  

Table 10. Results of Training using 1 y 2 layers for  Dow Jones. 

 

The result is training number 4 (as shown in Table 11), where the integration 
method used was average integration; and we obtained an error of 0.0053, with 
weighted average integration we obtained an error of 0.0060,  with fuzzy integration 
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we obtained an error of 0.0194 and with optimized fuzzy integration we obtained an 
error of 0.006863. 

The best method of integration for this architecture was the average integration 
with an error of 0.0053. 

Table 11.  Results of the Integration Methods with 1 layer for Dow Jones. 

 

The best result is training 1 (as shown in Table 12), where the integration 
method used was average integration; we obtained an error of 0.0208, with 
weighted average integration we obtained an error of 0.0406, with fuzzy integra-
tion we obtained an error of 0.0315 and with  optimized fuzzy integration we 
obtained an error of 0.008987. 

The best method of integration for this architecture was the optimized fuzzy In-
tegration with an error of 0.008987. 

Table 12. Results of the Integration Methods with  2  layers  for  Dow Jones. 

 

The best result is training 4 (as shown in Table 13), where the integration 
method used was average integration; we obtained an error of 0.0069, with 
weighted average integration we obtained an error of 0.0098, with fuzzy integration 
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we obtained an error of 0.0455 and with  optimized fuzzy integration we obtained 
an error of 0.008387. 

The best method of integration for this architecture was the average integration 
with an error of 0.008387. 

Table 13. Results of the Integration Methods with 1and 2  layers  for  Mackey-Glass. 

 

The best result obtained for the Dow Jones time series was  number 4  using 1 
layer  in each of the modules of the ensemble network, implementing  3 delays, 
the training method used was Levenberg-Marquardt (LM), (as shown in Table 13 
and in Figure 12).  

 

Fig. 12. Simulation results of training 4 for Dow Jones time series. 
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Table 14. Genetic algoritm results for training 4 for the Dow Jones time series. 

 

Table14 shows the genetic algorithm results for training 4 (as shown in Table 
13 and in Figure 12) where the prediction error is of 0.006863. 

The fuzzy integration system generated by the genetic algorithm is represented 
in Figure 13 and the fuzzy rules in Figure 14. 

Comparing Figure 2, which belongs to the base fuzzy integrator (not optimized) 
with Figure 13, which belongs to the fuzzy integrator generated by the genetic 
algorithm, it can be seen that the parameters of membership functions are differ-
ent, the number of rules obtained are 22  and this helps to improve the error  
prediction. 

 

Fig. 13. Fuzzy system generated by the genetic algorithm for the Dow Jones time series. 
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Fig. 14. Rules of the Fuzzy system generated by genetic algorithm for Mexican Stock 
Exchange. 

7.3   Simulation Results for the Mexican Stock Exchange Time Series 

The architecture of the ensemble network that produced the best results for Mexi-
can Stock Exchange Time Series is shown in Figure 15. 

 

Fig. 15. The Best Network Architecture for Mexican Stock Exchange. 

In this architecture we used one layer in each module. In module 1, in the first 
layer we used 52 neurons in module 2 we used 51 neurons in the first layer and in 
module 3 we used 52 neurons in first layer. The training method used was the 
Levenberg-Marquardt (LM); we also applied 3 delays to the network. 
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The best training was the one shown in row number 4,  using 1 layer in each of 

the modules of the ensemble network, implementing  3 delays in the network, the 
training method used was Levenberg-Marquardt (LM), (as shown in Table 15) 
where the total error of this training was: 0.00015.  

Table 15. Results of Training  using 1 layer for  Mexican Stock Exchange. 

 

The best training was the one shown in row number 1 using 2 layers in each of 
the modules of the ensemble network, implementing  3 delays in the network, the 
training method used was Levenberg-Marquardt (LM), (as shown in Table 16) 
where the total error of this training was: 0.000195.  

Table 16. Results of Training  using 2 layers  for  Mexican Stock Exchange. 

 

The best training was the one shown in row number 5 varying between 1 and 2 
layers in each of the modules of the ensemble network, implementing  3 delays in 
the network, the training method used was Levenberg-Marquardt (LM), (as shown 
in Table 17) where the total error of this training was: 0.00016.  
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Table 17. Results of Training  using 1and 2 layers  for  Mexican Stock Exchange. 

 

The result is training number 4 (as shown in Table 18), where the integration 
method used was average integration; and we obtained an error of 0.0479, with 
weighted average integration we obtained an error of 0.0519,  with fuzzy integra-
tion we obtained an error of 0.1094 and with optimized fuzzy integration we ob-
tained an error of 0.045848. 

The best method of integration for this architecture was the optimized fuzzy in-
tegration with an error of 0.045848. 

Table 18.  Results of the Integration Methods with 1 layer  for  Mexican Stock Exchange 

 

The best result is training 1 (as shown in Table 19), where the integration 
method used was average integration; we obtained an error of 0.0815, with 
weighted average integration we obtained an error of 0.0926, with fuzzy integra-
tion we obtained an error of 0.1286 and with  optimized fuzzy integration we 
obtained an error of 0.05337. 
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The best method of integration for this architecture was the optimized fuzzy in-
tegration with an error of 0.05337. 

Table 19. Results of the Integration Methods with 2 layers  for  Mexican Stock Exchange 

 

The best result is training 4 (as shown in Table 20), where the integration 
method used was average integration; we obtained an error of 0.0458, with 
weighted average integration we obtained an error of 0.0529, with fuzzy integra-
tion we obtained an error of 0.1023 and with  optimized fuzzy integration we 
obtained an error of 0.046131. 

The best method for this architecture was the average integration with an error 
of 0.0458. 

Table 20. Results of the Integration Methods with 1y 2  layers  for  Mexican Stock Ex-
change 

 

The best result obtained for the Mexican Stock Exchange Time Series. was  
number 4  using 1 layers  in each of the modules of the ensemble network, imple-
menting  3 delays, the training method used was Levenberg-Marquardt (LM), (as 
shown in Table 20 and in Figure16).  

 



An Ensemble Neural Network Architecture with Fuzzy Response Integration  107
 

 

Fig. 16. Simulation results of training 4 for the Mexican Stock Exchange. 

Table 21. Genetic algoritm results for training 4 for Mexican Stock Exchange. 

 

Table 21 shows the genetic algorithm results for training 4 (as shown in Table 
20 and in Figure 16) where the prediction error is of 0.045848. 

The fuzzy integration system generated by the genetic algorithm is represented 
in Figure 17 and the fuzzy rules in Figure 18. 

Comparing Figure 2, which belongs to the base fuzzy integrator (not optimized) 
with Figure 17, which belongs to the fuzzy integrator generated by the genetic 
algorithm, it can be seen that the parameters of the membership functions  
are different , the number of rules obtained are 22 and this helps to improve the 
prediction error. 
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Fig. 17. Fuzzy system generated by genetic algorithm for Mexican Stock Exchange. 

 

Fig. 18. Rules of the Fuzzy system generated by genetic algorithm for Mexican Stock  
Exchange. 

8   Conclusions 

The best result obtained for the Mackey-Glass series training was using the 
ensemble neural network architecture with 2 layers using 3 delays. The error 
obtained by the average integration was 0.0106, the error obtained by the aver-
age weighted integration was 0.0126 and the error obtained by the fuzzy integra-
tion was 0.0708. The best result obtained for the Dow Jones series training was 
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using the ensemble neural network architecture with 1 layer using 3 delays. The 
error obtained by the average integration was 0.0053, the error obtained by the 
average weighted integration was 0.0060 and the error obtained by the fuzzy 
integration was 0.0194. The best result for the Mexican Stock Exchange series 
training was obtained using an ensemble neural network architecture with 1 
layer using 3 delays. The error obtained by the average integration was 0.0479, 
by the average weighted integration was 0.0519 and by the fuzzy integration 
was 0.1094, respectively.  

Since the results were not satisfactory with the fuzzy integration system, it was 
decided to implement an evolutionary approach to optimize the membership func-
tions and rules of this system. The method chosen to optimize this integration 
system was a genetic algorithm. After applying the genetic algorithm we were 
able to obtain an error of 0.023317 for the Mackey-Glass Series, an error of 
0.006863 for the Dow Jones time series and an error of 0.045848 for the Mexican 
Stock Exchange time series, with this improving the results obtained with respect 
to the non optimized system. 

Acknowledgment 

We would like to express our gratitude to the CONACYT, Tijuana Institute of 
Technology for the facilities and resources granted for the development of this 
research.  

References 

[1] Vásquez, G., Muñoz, Tapia, J.: “Series de Tiempo” Catholic University of the Holy 
Concepción, Chile (2001), http://zip.rincondelvago.com/?00033622 
(December 05, 2008) 

[2] Arellano, M.: Introduction to time series analysis (2001),  
http://ciberconta.unizar.es/LECCION/seriest/100.HTM (Septem-
ber 06, 2008) 

[3] Davey, N., Hunt, S., Frank, R.: Time Series Prediction and Neural Networks, Univer-
sity of Hertfordshire, Hatfield, UK (1999) (December 04, 2008) 

[4] Plummer, E.A.: Time series forecasting with feed-forward neural Networks: uidelines 
and limitations. University of Wyoming (July 2000),  
http://www.karlbranting.net/papers/plummer/ 
Paper_7_12_00.htm (January 20, 2009) 

[5] Neural Network Tutorial, http://www.answermath.com/ 
neural-networks/tutorial-esp-2-concepto.htm (December 05, 2008) 

[6] Multaba, I.M., Hussain, M.A.: Application of Neural Networks and Other Learning. 
Technologies in Process Engineering. Imperial Collage Press (2001) (December 03, 
2008) 

[7] Basic Concepts of Fuzzy Logic, 
http://www.tdx.cbuc.es/TESIS_UPC/AVAILABLE/ 
TDX0207105105056//04Rpp04de11.pdf (September 10, 2008) 



110 M. Pulido, A. Mancilla, and P. Melin 
  

[8] Jang, J.S.R., Sun, C.T., Mizutani, E.: Neuro-Fuzzy and Soft Computing. Prentice 
Hall, New Jersey 

[9] Holland, J.: Adaptation in natural and artificial systems. University of Michigan Press 
(1975) 

[10] Golberg, D.: Genetic Algorithms in search, optimization and machine learning. Addi-
son Wesley, Reading (1989) 

[11] Yen, J., Langari, R.: Fuzzy Logic: intelligence, control and Information. Prentice 
Hall, New Jersey (1999) 

[12] MATLAB, Historical Mackey Glass data (2007) 
[13] Dow Jones Indexes, http://www.djindexes.com (September 5, 2008)  
[14] Mexico Bank, http://www.banxico.org.mx (December 10, 2008) 


	An Ensemble Neural Network Architecture with Fuzzy Response Integration for Complex Time Series Prediction
	Introduction
	Time Series and Prediction
	Neural Networks
	Methods of Integration
	Genetic Algorithms
	Problem Statement and Proposed Method
	Simulation Results
	Simulation Results for the Mackey-Glass Time Series
	Simulation Results for the Dow Jones Time Series
	Simulation Results for the Mexican Stock Exchange Time Series

	Conclusions
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




