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Abstract. Constructive neural network algorithms suffer severely from overfitting
noisy datasets as, in general, they learn the set of available examples until zero error
is achieved. We introduce in this work a method for detect and filter noisy examples
using a recently proposed constructive neural network algorithm. The new method
works by exploiting the fact that noisy examples are in general harder to be learnt
than normal examples, needing a larger number of synaptic weight modifications.
Different tests are carried out, both with controlled and real benchmark datasets,
showing the effectiveness of the approach. Using different classification algorithms,
it is observed an improved generalization ability in most cases when the filtered
dataset is used instead of the original one.

1 Introduction

A main issue at the time of implementing feed-forward neural networks in classifi-
cation or prediction problems is the selection of an adequate architecture [1, 2, 3].
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Feed-forward neural networks trained by back-propagation have been widely used
in several problems but still the standard approach for selecting the number of lay-
ers and number of hidden units of the neural architecture is the inefficient trial-by-
error method. Several constructive methods and pruning techniques [1] have been
proposed as an alternative for the architecture selection process but it is a research
issue whether these methods can achieve the same level of prediction accuracy. Con-
structive algorithms start with a very small network, normally comprising a single
neuron, and work by adding extra units until some convergence condition is met
[4, 5, 6, 7, 8]. A totally opposite approach is the used by pruning techniques, as
these methods start with large architectures and work by eliminating unnecessary
weights and units [9].

Despite the existence of several constructive algorithms, they have not been ex-
tensively applied in real problems. This fact is relatively surprising, given that they
offer a systematic and controlled way of obtaining a neural architecture together
with the set of weights, and also because in most cases they offer the possibility of
an easier knowledge extraction procedure. In a 1993 work, Smieja [10] argued that
constructive algorithms might be more efficient in terms of the learning process but
cannot achieve a generalization ability comparable to back-propagation neural net-
works. Smieja arguments were a bit speculative rather than based on clear results,
but nevertheless might explain the fact that constructive methods have not been
widely applied to real problems. In recent years new constructive algorithms have
been proposed and analyzed, and the present picture might have changed [8, 7].

One of the problems that affects predictive methods in general, is the problem of
overfitting [11, 12]. The problem of overfitting arises when an algorithm specializes
in excess in learning the available training data causing a reduction on the general-
ization ability, computed on unseen data. In particular, overfitting affects severely
neural network constructive algorithms as they, in general, learn towards zero error
on the training set. One of the strategies used in constructive algorithms for avoid-
ing overfitting is the search of very compact architectures, as models with fewer
number of parameters may suffer less from overfitting. Other standard methods to
avoid overfitting, like early stopping using a validation set or weight decay, can also
be applied to constructive methods but they tend to be computationally costly and
sometimes difficult to adapt to work in conjunction with some constructive algo-
rithms. When the input data is noisy, as it is normally the case of real data, the
simple use of compact architectures is not enough to avoid overfitting as it will
be shown later in this chapter. A possible solution to this problem might be the
implementation of methods that exclude noisy instances from the training dataset
[13, 14, 15, 16, 17, 18], in a process that is usually considered a pre-processing
stage. In this work, we refer to the whole problem of learning and filtering noisy
examples as “Active learning”, as we considered both stages together in an on-line
procedure in which noisy instances are eliminated during the learning procedure.
Nevertheless, we also show in this work that the new introduced filtering process
can be applied as a separate stage and the selected instances used later with any
available predictive algorithm. The usual name given to the process of selecting or
filtering some examples from the available dataset is “Instance selection” and we
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refer to [19] for previous work on the field. Instance selection can be also used for
reducing the size of the dataset in order to speed up the training process and can be
also lead to prototype selection when the selected data are very much reduced. The
approach taken in this chapter is to use the proposed instance selection method as a
pre-processing step , as way of improving the generalization ability of predictive al-
gorithms. The method is developed inside a recently introduced constructive neural
network algorithm named C-Mantec [20] (Competitive MAjority Network Trained
by Error Correction) and leads to an improvement in the generalization ability of the
algorithm, permitting also to obtain more compact neural network architecures. The
reduced, filtered, datasets are also tested with other standard classification methods
like standard multilayer perceptrons, decision trees and support vector machines,
analyzing the generalization ability obtained. This chapter is organized as follows:
Next we give details about the C-Mantec constructive neural network algorithm and
in Section 3 the method for eliminating noisy instances is introduced, to follow with
some experiments, results and conclusions.

2 The C-Mantec Algorithm

The C-Mantec algorithm is a constructive neural network algorithm that creates ar-
chitectures with a single layer of hidden nodes with threshold activation functions.
For the most general case of input data comprising 2 output classes, the constructed
networks have a single output neuron computing the majority function of the re-
sponses of the hidden nodes (i.e., if more than half of the hidden neurons are ac-
tivated the output neuron will be active). The case of multiclass classification will
be considered separately below. The learning procedure starts with an architecture
comprising a single neuron in the hidden layer and as the learning advances more
neurons are added every time the present ones are not able to learn the whole set of
training examples. The synaptic weight modification rule used at the single neuron
level is the thermal perceptron learning rule proposed by Frean [5, 21]. The thermal
perceptron rule is a modification of the standard perceptron rule [22] that incorpo-
rates a modulation factor that makes the perceptron to learn only inputs that are
similar to the already acquired knowledge, as the introduced factor limits the value
of the modifications of the synaptic vector. The idea behind the thermal perceptron
is to introduce stability to the standard perceptron for the case of non-linearly sep-
arable tasks and this is achieved by permitting large changes of the synaptic vector
only at the beginning and later on only allow small modifications.

We consider neurons with a threshold activation function receiving input signals
ψi through synaptic weights wi that are active if the synaptic potential, φ is larger
than zero. The synaptic potential is defined as:

φ = (∑
i

ψi ∗wi)−b. (1)

Note that the definition of the synaptic potential includes the value of the thresh-
old or bias, b, as this will be useful because for wrongly classified inputs the
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absolute value of the synaptic potential, |φ |, quantifies the error committed as it
gives the distance to the bordering hyperplane dividing the classification regions.

The neuron model used is a threshold gate where the output of the neuron, S, is
given by a step function depending on the value of the synaptic potential.

S = f (p) =
{

1 if p ≥ 0
0 otherwise

(2)

As said above, the synaptic modification rule that is used by the C-Mantec al-
gorithm is the thermal perceptron rule for which the change of the weights, δwi, is
given by the following equation:

δwi = (t −S) ψi
T
T0

exp{−|φ |
T

} , (3)

where t is the target value of the example being considered, S represents the ac-
tual output of the neuron and ψ is the value of the input unit i. T is a parameter
introduced in the thermal perceptron definition, named temperature, T0 the starting
temperature value and φ , the synaptic potential defined in Eq. 1. For rightly classi-
fied examples, the factor (t −S) is equals to 0 and then no synaptic weight changes
take place. The thermal perceptron rule can be seen as a modification to the standard
perceptron rule where the change of weights is modified by the factor, m, equals to:

m =
T
T0

exp{−|φ |
T

} . (4)

At the single neuron level the C-Mantec algorithm uses the thermal perceptron
rule, but at a global network level the C-Mantec algorithm incorporates competition
between the neurons, making the learning procedure more efficient and permitting
to obtain more compact architectures [20]. The main novelty introduced in the new
C-Mantec algorithm is the fact that once a new neuron is added to the network,
the existing synaptic weights are not frozen, as it is the standard procedure in con-
structive algorithms. Instead, after an input instance is presented to the network all
existing neurons can learn the incoming information by modifying its weights in
a competitive way, in which only one neuron will learn the incoming information.
The norm in standard constructive algorithms is to freeze weights not connected to
the last added neurons in order to preserve the stored information, in the C-Mantec
algorithm this is not necessary as the thermal perceptron is a quite conservative
learning algorithm and also because the C-Mantec algorithm incorporates a param-
eter g f ac that further controls the size of the allowed changes in synaptic weights,
in particular when the Temperature is large when this large changes are allowed at
the single neuron level by the thermal perceptron.

The C-Mantec algorithm generates architectures with a single hidden layer of
neurons. The output neuron of the network computes the majority function of the
activation values of the hidden units and thus the set of weights connecting the
hidden neurons with the output are fix from the beginning and not modified during
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1. Start a network with one hidden neuron and one output
neuron.
2. Input a random training example and check the output of
the network.
3. If the input example is not rightly classified then:

3a. Compute the value of φ for all existing hidden neurons
that wrongly classify the input example.

3b. Modify the weights of the neuron with the smallest
value of φ, provided that the value of the factor m is larger
than the value of the parameter g f ac. Lower the internal
temperature of the modified neuron.

3c. If there is no neuron with a value of m larger than g f ac
then introduce a new neuron that learns the incoming example.
4. Go to instruction 2 until all examples are classified
correctly.

Fig. 1 Pseudocode of the C-Mantec algortihm

the learning procedure. As the output neuron computes the majority of the hidden
layer activations, a correct functioning of the network is a state in which for every
instance in the training set the output of more than half of the hidden units coincides
with the respective target value of the instances.

As mentioned before, the algorithm also incorporates a parameter named grow-
ing factor, gfac, as it adjustment affects the size of the resulting architecture. Once
an instance is presented and the output of the network does not coincide with the
target value, a neuron in the hidden layer will be selected to learn it if some con-
ditions are met. The selected neuron will be the one with the lowest value of φ
among those neurons whose output is different from the target one, but only if the
value of m (see Eq. 4) is larger than the gfac value, set at the beginning of the
learning process. Thus, the gfac parameter will prevent the learning of misclassified
examples that will involve large weight modifications, as for high values of T the
thermal perceptron rule would not avoid these large changes, that can cause insta-
bility to the algorithm. After a neuron modifies it weights, its internal temperature
value is lowered. In the case in which for a wrongly classified instance there are
no neurons available for learning, a new neuron is added to the network and this
unit will learn the current input, ensuring the convergence of the algorithm. After a
new unit is added to the network the temperature, T , of all neurons is reset to the
initial value T0 and the learning process continues until all training examples are
correctly classified. In Fig. 1 a pseudocode of the algorithm is shown, summarizing
the most important steps of the C-Mantec algorithm and in Fig. 2 a flow diagram of
the algorithm is shown.

Regarding the setting of the two parameters of the algorithm, T0 and gfac, sev-
eral experiments have shown that the C-Mantec algorithm is quite robust against
changes of these two parameters and the finding of some optimal values is not diffi-
cult. The parameter T0 (initial temperature) ensures that a certain number of learn-
ing iterations will take place, permitting an initial phase of global exploration for
the weights values, as for high temperature values larger changes are easier to be
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NO

NO
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Output = Target ?

Fig. 2 Flow diagram corresponding to the C-Mantec constructive algorithm.

accepted. The value of the parameter g f ac affects the size of the final architecture,
and it has been observed that different values are needed in order to optimize the
algorithm towards obtaining more compact architectures or a network with a better
generalization ability.

The convergence of the algorithm is ensured because the learning rule is very
conservative in their changes, preserving the acquired knowledge of the neurons
and given by the fact that new introduced units learn at least one input example.
Tests performed with noise-free Boolean functions using the C-Mantec algorithm
show that it generates very compact architectures with less number of neurons than
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existing constructive algorithms [20]. However, when the algorithm was tested on
real datasets, it was observed that a larger number of neurons was needed because
the algorithm overfit noisy examples. To avoid this overfitting problem the method
introduced in the next section is developed in this work .

3 The “Resonance Effect” for Detecting Noisy Examples

We introduce in this section a method designed to eliminate instances considered
noisy, as a way to increase the classification ability of predictive algorithms. It is
worth mentioning that deciding whether an input example is a true input datum or a
noise-contaminated one is a difficult issue that can in principle be carried out only
if one knows a priori the level of noise present in the system. However, a reason-
able approach is to discard suspicious noisy inputs and test the generalization ability
obtained, without making claims about whether the eliminated instances are noise
or not. The filtering method to be introduced is developed from an effect observed
during the application of the C-Mantec algorithm to real datasets. The effect, named
“resonance effect” can be exemplified by the picture displayed in Fig. 3, where an
schematic drawing shows the effect that is produced when a thermal perceptron tries
to learn a set of instances containing a contradictory pair of examples. In Fig. 3, the
set of “good” examples is depicted in the left part of the figure, while the contradic-
tory pair is on the right. When a single neuron tries to learn this set, the algorithm
will find an hyperplane from a beam of the possible ones (indicated in the figure)
that classifies correctly the whole set except for one of the noisy examples. Further

P2

P1

C1

C2

Fig. 3 Schematic drawing of the “Resonance effect” that occurs when noisy examples are
present in the training set. A thermal perceptron will learn the “good” examples, represented
at the left of the figure, but will classify rightly only one of the noisy samples. Further learning
iterations in which the neuron tries to learn the wrongly classified example will produce
an oscillation of the separating hyperplane. The number of times the synaptic weights are
adjusted upon presentation of an example can be used to detect noisy inputs.
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Fig. 4 The effect of adding attribute noise. Top: Generalization ability as a function of the
level of attribute noise for the “modified” Pima indians diabetes dataset for the C-Mantec
algorithm applied with and without the filtering stage. Bottom: The number of neurons of the
generated architectures as a function of the level of noise. The maximum number of neurons
was set to 101.

learning iterations produce a resonant behavior, as the dividing hyperplane oscillates
trying to classify correctly the wrong example. Eventually, the iterations will end as
the whole set cannot be learnt by a simple perceptron and a new neuron will be
added to the network. It was observed that these noisy examples make the network
to grow in excess, degrading the generalization ability. The filtering method works
by counting the number of times each training example is presented to the network,
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Fig. 5 The effect of adding class noise to the dataset. Top: Generalization ability as a function
of the level of class noise for the modified Pima indians diabetes dataset for the cases of
implementing the filtering stage and for the case of using the whole raw dataset. Bottom:
The number of neurons of the generated architectures for the two mentioned cases of the
implementation of the C-Mantec algorithm.

and if the number of presentations for an example is larger by two standard devia-
tions from the mean, it is removed from the training set. The removal of examples is
made on-line as the architecture is constructed and a final phase is carried out where
no removal of examples is allowed.

To test the new method for removal of noisy examples a “noise-free” dataset is
created from a real dataset, and then controlled noise was added to the attributes (in-
put variables) and to the class (output), in separate experiments to analyze whether
there is any evident difference between the two cases [23]. Knowing the origin of
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the noise is an interesting issue with practical applications, as it can help to de-
tect the sources of noise and consequently help to eliminate it. The dataset chosen
for this analysis is the Pima Indians Diabetes dataset, selected because it has been
widely studied and also because it is considered a difficult set with an average gen-
eralization ability around 75%. To generate the “noise-free” dataset, the C-Mantec
algorithm was run with a single neuron that classified correctly approximately 70%
of the dataset, and then the “noise-free” dataset was constructed by presenting the
whole set of inputs through this network to obtain the “noise-free” output. Two
different experiments were carried out: in the first one, noise was added to the at-
tributes of the dataset and the performance of the C-Mantec algorithm was analyzed
with and without the procedure for noisy examples removal. In Fig. 4 (top) the gen-
eralization ability for both cases is shown for a level of noise between 0 and 0.8 and
the results are the average over 100 independent runs. For a certain value of added
noise, x, the input values were modified by a random uniform value between −x
and x. The bottom graph shows the number of neurons in the generated architec-
tures when the filtering process was and was not applied as a function of the added
attribute noise. It can be clearly seen that the removal of the noisy examples helps
to obtain much more compact architectures while a better generalization ability is
observed. The second experiment consisted in adding noise to the output values and
the results are shown on Fig. 5. In this case the noise level indicate the probability
of modifying the class value to a binary value, chosen randomly between 0 or 1.

From the experiments carried out with the two types of noise introduced to the
Diabetes dataset we can observe that the resonance effect helps to detect and elimi-
nate the noisy instances in both cases, helping to increase the generalization ability,
even if the change is not enough to recover the generalization ability obtained in
the noise-free case. It can also be observed that the size of the neural architectures
obtained after the removal of the noisy instances is much lower than the size of the
architectures needed for the noisy cases. Also, it has to be said that the experiments
did not lead to a way of differentiating the sources of noise, as the results obtained
for the two noise-contaminated datasets considered were not particularly different.

4 Experiments and Results on Public Domain Datasets

We tested the noise filtering abilities of the method introduced in this work using
the C-Mantec constructive algorithm on a set of 11 well known benchmark func-
tions [24]. The set of analyzed functions contains 6 two-classes functions and 5
multi-class problems with a number of classes up to 19. The C-Mantec algorithm
was run with a maximum number of iterations of 50.000 and an initial temperature
value (T0) equals to the number of inputs of the analyzed functions. It is worth not-
ing that different tests showed that the algorithm is quite robust to changes on these
parameter values. The results are shown in Table 1, where it is shown the number
of neurons of the obtained architectures and the generalization ability obtained, in-
cluding the standard deviation values, computed over 100 independent runs. The
last column of Table 1 shows, as a comparison, the generalization ability values
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Table 1 Results for the number of neurons and the generalization ability obtained with the
C-Mantec algorithm using the data filtering method introduced in this work. The last column
shows the results from [25] (See text for more details).

Function Inputs Classes Neurons Generalization Generalization
C-Mantec NN [25]

Diab1 8 2 3.34±1.11 76.62±2.69 74.17±0.56
Cancer1 9 2 1±0.0 96.86±1.19 97.07±0.18
Heart1 35 2 2.66±0.74 82.63±2.52 79.35±0.31
Heartc1 35 2 1.28±0.57 82.48±3.3 80.27±0.56
Card1 51 2 1.78±0.87 85.16±2.48 86.63±0.67

Mushroom 125 2 1±0.0 99.98±0.04 100.00±0.0
Thyroid 21 3 3±0.0 91.91±0.59 93.44±0.0
Horse1 58 3 3±0.0 66.56±5.08 73.3±1.87
Gene1 120 3 3.03±0.22 88.75±1.07 86.36±0.1
Glass 9 6 17.84±1.19 63.75±6.38 53.96±2.21

Soybean 82 19 171±0.0 91.63±1.89 90.53±0.51
Average 50.27 4.18 18.99±0.43 84.21±2.03 82.50±0.63

obtained by Prechelt [25] in a work where he analyzed in a systematic way the
prediction capabilities of different topologies neural networks. The size of training
and test sets were chosen in a similar way in both compared cases: the training set
comprises 75% of the total number of instances and the remaining 25% was used
for testing the generalization ability. The results obtained with the C-Mantec algo-
rithm outperforms the ones obtained by Prechelt in 6 out of 11 problems and on
average the generalization ability is 2.1% larger. Regarding the size of the networks
obtained using the new method introduced, the architectures are very small for all
problems with 2 or 3 classes, for which the architectures contain less than 4 neurons.
For multi-class problems the algorithm generates networks with a larger number of
hidden neurons but this is because of the method used to treat multiclass problems
that will be reported elsewhere [20].

A further set of experiments was carried out using as classification algorithms
other standard methods in machine learning. Three different available algorithms
were used and tested on the original datasets and on the filtered dataset where the
noisy examples were eliminated. The three algorithms used were standard mul-
tilayer perceptrons (MLP) trained by backpropagation, Support Vector Machines
(SVM) [27] and the C4.5 algorithm based on decision trees (C4.5) [26], all imple-
mented under the WEKA package ([28]) using the default parameter settings. The
results are presented in table 2 where the generalization ability obtained for six dif-
ferent datasets are shown for the two cases considered: filtered and original datasets.
It can be observed that when multilayer perceptron are used, in all analyzed cases
the generalization ability obtained with the filtered dataset was larger than with the
original set and the difference was on average larger by a 1.31%, with values in
some cases as large as 2.32%. For the case of the C4.5 algorithm the results with
and without filtering instances were similar with an average difference of 0.18% in
favor of the filtered case. When the support vector machines were tested with both
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Table 2 Results for generalization ability obtained using standard multilayer perceptrons
(MLP), decision trees (C4.5) and support vector machines (SVM) algorithms using both the
filtered and original datasets (See the text for more details).

Filtered data Original data
MLP C4.5 SVM MLP C4.5 SVM

Diab1 75.63 ± 4.21 75.21 ± 2.85 76.36 ± 3.43 74.58 ± 2.36 73.54 ± 2.78 77.81 ± 1.57
Cancer1 95.06 ± 0.78 93.91 ± 2.05 95.63 ± 1.00 94.84 ± 1.28 93.93 ± 1.83 95.90 ± 0.95
Heart1 82.49 ± 2.87 79.44 ± 1.15 81.80 ± 2.70 80.17 ± 2.23 78.70 ± 2.94 81.74 ± 2.38
Heartc1 83.20 ± 4.43 78.13 ± 3.22 82.13 ± 4.58 81.05 ± 2.70 79.47 ± 5.23 84.74 ± 4.21
Card1 85.81 ± 2.50 85.81 ± 3.68 86.74 ± 2.71 83.72 ± 1.81 85.93 ± 2.55 86.05 ± 1.90

Mushroom 100.00 ± 0.00 99.95 ± 0.05 100.00 ± 0.00 100.00 ± 0.00 99.86 ± 0.07 100.00 ± 0.00
Average 87.04 ± 3.65 85.41 ± 3.99 87.11 ± 3.69 85.73 ± 3.95 85.23 ± 4.09 87.71 ± 3.48

datasets, the generalization ability observed decreases with the filtered instances in
average by approximately 0.61%, but noting that in 2 out of the 6 cases considered
the prediction improved.

Regarding the generalization ability obtained by the different methods, we first
note that the average generalization ability for the 6 functions shown in table 2
is of 87.29± 3.72 for the C-Mantec algorithm with the active learning procedure
incorporated. Thus, the best method with these limited set of 6 functions turns out
to be the SVM approach, close followed by the constructive C-Mantec algorithm
and by the MLP; while the C4.5 came last with a lower generalization ability.

The number of instances in the filtered datasets was on average 2.73% smaller
than the original sets, being the smaller ones found in those for which the gener-
alization ability was lower, as for Diabetes dataset. The standard deviation of the
results shown in tables 1 and 2 is computed over 5 randomly selected datasets, us-
ing 75% of the examples for training the models and the remaining 25% for testing
the generalization ability.

5 Discussion

We introduced in this chapter a new method for filtering noisy examples using a
recently developed constructive neural network algorithm. The new C-Mantec al-
gorithm generalizes very well on free-noise dataset but have shown to overfit with
noisy datasets and thus, a filtering scheme for noisy instances have been imple-
mented. The filtering method devised is based on the observation that noisy ex-
amples needs more number of weights updates than regular ones. This “resonant
effect” observed, permits to distinguish these instances and eliminate them in an
on-line procedure. Simulations performed show that the generalization ability and
size of the resulting networks are very much improved after the removal of the
noisy examples. A comparison of results was done against previous reported val-
ues obtained using standard feed-forward neural networks [25] and showed that the
generalization ability was on average a 2.1% larger, indicating the effectiveness of
the C-Mantec algorithm implemented with the new filtering stage. The introduced
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method of data selection can also be used as a pre-processing stage for other pre-
diction algorithms, and for this reason a second comparison was carried out using
three well known predictive algorithms: MLP, C4.5 decision trees and SVM. The
results obtained and shown in table 2 indicate that the instance selection procedure
appears to work quite well with MLP and less with the other two algorithms. It
might be possible, given the neural nature of the C-Mantec algorithm, that the fil-
tering stage developed works better with neural-based algorithms but further studies
might be needed to extract a final conclusion. Overall we have observed that the ac-
tive learning procedure implemented using the new C-Mantec algorithm is working
very efficiently in the task of avoiding overfitting problems and that comparable re-
sults to those obtained using MLP’s and SVM’s can be obtained with a constructive
neural network algorithm.
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