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Preface

Welcome to the proceedings of the 4th European Conference on Smart Sens-
ing and Context hosted by the Centre for Communication Systems Research,
University of Surrey, in Guildford, UK.

Smart sensing and context are the key enablers for effective autonomous
systems, providing transparent technologies to realize the vision of ubiquitous
computing, intelligent services and networking. (Wireless) Sensor and actuator
networks, tightly integrated into the structure of the Internet provide the under-
lying manifestation of the physical world into the Internet of Things. Networked
sensors can infer context from raw data and capture user and application needs to
provide smart adaptive services. Higher-level context can be deducted locally or
remotely by combining and abstracting information from smart sensors. The 4th
European Conference on Smart Sensing and Context explored new techniques,
algorithms and architectures on utilizing context and context-aware services and
their applications. The conference builds on the success of the past editions held
in Zürich, Switzerland in 2008, in Kendal, UK in 2007 and in Enschede, The
Netherlands in 2006. EuroSSC is a forum to exchange ideas and to discuss the
most recent developments in smart sensing and context field. It explores the
latest findings and state-of-the-art developments in technology, covering human
and user aspects. The main topics discussed this year focused on embedded ap-
plications, context-aware platforms, context processing, semantic technologies,
mobile platforms and real-world deployment and exploitation scenarios. The de-
velopment of integrating sensor and actuator networks and context-platforms in
a wider scale setting has added a new dimension to global networks and has en-
abled users and applications to interact with the physical world more efficiently.
The vision of integrating millions of interconnected resources which are accessible
through different services to intermediate interaction between the physical world
and the digital world will form the structure of the future Internet and services
and will create a platform for networked knowledge. At the conference and also
during the poster and demo session research outcomes were presented with this
vision in mind. We hope the presented work and demonstrated systems will help
researchers and developers in this field to discuss and exchange innovative ideas
and plans. A total of 16 full papers were accepted to the conference. Each paper
received at least three peer reviews. The Program Co-chairs selected the accepted
papers based on their technical merit and the review reports. The conference
and proceedings were structured into six main tracks which discussed the key
themes addressed by EuroSSC 2009: activity recognition, information aspects
of context-aware sensor and actuator systems, context-aware service platforms,
Context processing, reasoning and fusion, real-world experiences with deployed
systems, and context-aware frameworks in mobile environments.



VI Preface

Amit Sheth from Kno.e.sis Center, Wright State University, and Marimuthu
Palaniswami from ARC Research Network on Intelligent Sensors, Sensor Net-
works and Information Processing (ISSNIP), the University of Melbourne, were
invited to give keynote speeches. Amit Sheth’s keynote was entitled “Comput-
ing for Human Experience: Semantics-Empowered Sensors, Services and Social
Computing on Ubiquitous Web.” He discussed how sensing, semantics, and social
computing work in concert to enrich the Web-based interactions; multisensory
devices, computing and ubiquitous connectivity involving multimodal informa-
tion engage transparency in human activities to enrich them in ways not possible
before. Marimuthu Palaniswami’s talk focused on “Large-Scale Sensor Network
Deployment: Research Challenges and Opportunities.” Marimuthu Palaniswami
presented different issues regarding deployment of large scale sensor networks—
making the transition from the lab to the real world—through case studies in
environmental monitoring and healthcare.

EuroSSC 2009 was sponsored by the EU FP-7 project SENSEI and also
had technical co-sponsorship by the IEEE United Kingdom and Ireland section.
We are thankful to the Centre for Communication Systems Research (CCSR)
at the University of Surrey, the Springer LNCS staff, the University of Surrey
Conference Office and the Wearable Computing Lab at ETH Zürich for their
help in organizing this conference.

We owe special thanks to the 90 contributing authors and to the Technical
Program Committee members and reviewers of the papers. We would also like to
thank Safa Sway, who helped with the local arrangements and who worked hard
to make everything run smoothly and pleasantly. Our gratitude also extends to
numerous volunteers who helped us during the organization and running of this
conference.

September 2009 Payam Barnaghi
Klaus Moessner

Mirko Presser
Stefan Meissner
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Episode Segmentation Using Recursive  
Multiple Eigenspaces  

Aziah Ali1, Surapa Thiemjarus2, and Guang-Zhong Yang1  

1 Department of Computing, Imperial College London, UK  
2 School of Information, Computer and Communication Technology,  

Sirindhorn International Institute of Technology, Thailand 
aali@doc.ic.ac.uk 

Abstract. Activity recognition is an important application of body sensor net-
works. To this end, accurate segmentation of different episodes in the data 
stream is a pre-requisite of subsequent pattern classification. Current techniques 
for this purpose tend to require specific supervised learning, thus limiting their 
general application to pervasive sensing applications. This paper presents an 
improved multiple eigenspace segmentation algorithm that addresses the com-
mon problem of under-segmentation in episode detection. Results show that the 
proposed algorithm significantly increases the segmentation accuracy when 
compared to existing methods.  

Keywords: Episode segmentation, multiple eigenspaces. 

1   Introduction 

In recent years, Body Sensor Networks (BSNs) have made a marked impact on a 
variety of applications, ranging from healthcare to sports and well-being monitoring 
[1]. One important aspect of BSN is context-aware sensing, which requires human 
activity recognition based on the BSN data. 

For most activity recognition systems, correctly labeled sequence of activities (epi-
sodes of activities) are required before subsequent recognition algorithm can proceed. 
Accurate determination of activity boundaries, however, is challenging due to a num-
ber of inter-related factors [2]. Firstly, the activity boundaries are highly subjective 
and can vary in different trials of the same subject. Typically, a set of manually anno-
tated markers are used to segment different episodes of activities, but this can be labor 
intensive, especially when large datasets are involved [6]. Furthermore, manual  
segmentation involves significant intra- and inter-observer variabilities [7]. To cir-
cumvent these problems, a number of studies have been proposed for episode seg-
mentation. Kang and Ikeuchi [3] used temporal segmentation of grasping task  
sequences based on hand motion using fingertip polygon area, a sensing glove and 3D 
tracking. While the study shows good results, it requires rather complex sensing de-
vices. The activities segmented were also limited. Hierarchical activity segmentation 
was proposed in a study to segment dance sequence videos, however, it requires train-
ing models from human observers and the method only predicts how each observer 
would segment the video sequence [2]. Two studies have proposed the use of Hidden 
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Markov Models (HMMs) for episode segmentation, where Feng and Mohamed [4] 
applied threshold-based HMMs to segment video sequences of four activities, but the 
activity models needed to be pre-trained to determine the thresholds. In the other 
study by Hudntofte et al [5], activities were segmented and modeled as gestemes, 
which are defined as small segments of a certain task. These gestemes were then used 
to build a task vocabulary that can later be used for task recognition.   
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Fig. 1. Top: Example of under-segmentation problems with MES applied to a data of activities 
of daily living (Blue horizontal lines-Ground Truth, Red horizontal lines-MES segments). 
Bottom: Raw data (5 accelerometer signals) with manual markers for activity 1 to 14 where 1) 
entering room and going out of the room, 2) sitting on chair and getting up, 3) slicing bread, 4) 
preparing tea, 5) eating, 6) getting dressed, 7) talking on the phone, 8) reading, 9) lying on bed 
and getting up, 10) lying down, 11) walking, 12) running, 13) walking with sway, and 14) 
falling down). Blue-shaded regions indicates segments with activities. 

An automatic method for the discovery of structures in activity data was reported 
in [6], which applied a statistical-based method, namely Multiple Eigenspaces (MES) 
originally proposed by Leonardis et al [8]. It used features from acceleration data to 
segment and classify walking and ball-juggling activities. In [7], MES has been used 
for laparoscopic task segmentation combined with HMM recognition. 

An example of segmentation results obtained from applying MES on daily activi-
ties dataset is shown in Fig. 1. The bottom figure illustrates the segmentation results 
with blue lines representing the ground truth, i.e., manually annotated markers for the 
activities (14 in this example where activity 1 to 14 were marked with odd numbers 
from 1 to 29 respectively), and red lines representing the segments discovered by 
MES algorithm. It can be seen that the algorithm inadvertently grouped more than one 
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activity into a single segment, as in the first two activities for example. This occurred 
in a number of occasions which could be due to the presence of significantly higher 
number of activity types in longer duration. This problem of under-segmentation 
could adversely affect the subsequent step of activity recognition.  To address this 
issue, an improved MES episode segmentation method is proposed in this paper. The 
method incorporates a recursive process to further divide a segment into multiple 
episodes. We will first introduce the method - MES and recursive MES, followed by 
the experimental setup for daily activities dataset, results and finally discussion and 
conclusions. 

2   Method 

2.1   Data Preprocessing 

Before analyzing the data, three preprocessing steps were applied to the data, namely 
feature extraction, filtering and normalization. Long datasets can significantly increase 
computational time and cost, thus in this study features were extracted using sliding 
window of varying sizes from a lab collected activities dataset which typically involve 
150000 samples each. Two types of simple features were extracted: the mean and stan-
dard deviation of the 3-axis acceleration data over window sizes of 64, 128 and 512 
samples. A fixed window shift of 64 samples was used for all feature extraction window 
sizes to preserve uniform data length when different feature windows are used. Median 
filtering was applied on the features to remove noisy spikes.  All the extracted features 
were then normalized before being sent to the MES algorithm for segmentation. 

2.2   Multiple Eigenspaces 

An eigenspace is defined as the set of all principal components or eigenvectors from a 
data vector that shares a same eigenvalue. In many sensor datasets, the variability of 
activities or episodes recorded could lead to multiple variations in one continuous 
data. In these cases, a single eigenspace may not be sufficient to represent the inherent 
structure of the data. It would be more appropriate to divide the data into smaller data 
vectors and then calculate the eigenspaces for sufficiently correlated data vectors. 

Consider a continuous data stream divided into a set of data vectors 

1, 2
{ ,..., }

m
G x x x= . MES solves the problem of finding sets jG G∈ , eigenspaces 

( )
j j
E G  and data dimensions 

j
p  so that each data vector 

i j
x G∈   can be approxi-

mated by its projection  

                0
1

jp

i j kj kj
k

x e y e
=

= +∑                                        (1) 

where 
0 j
e is defined as the mean of all 

i j
x G∈  and 

1 2
, ,...,
j j pj
e e e  as the eigenvectors 

corresponding to the p  largest eigenvalues of the covariance matrix of the vectors in 
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j
G . The final output of the algorithm is a set of significantly correlated subsets, which 

are represented by the corresponding eigenspaces. 
In the first step of MES algorithm, called eigenspace initialization, the data is  

divided into same-sized data vectors, referred to as segments in this paper. Small 
subsets of these segments are then chosen to become the ‘seeds’ for the next step - 
eigenspace growing. The seeds can be selected using clustering algorithms. In the 
worst case scenario, all the segments can be selected as seeds. The eigenspace for 

each subset is then calculated and its dimension 
j
p  is set to zero, i.e., the eigenspace 

equals the mean of the segment.  
In the eigenspace growing step, each subset is grown by adding other subsets from 

the data vectors that share the same eigenspace as the initial seed subset. This growing 

process is determined by three threshold values, 
t
δ , 

1t
ρ  and 2tρ  where 

t
δ  relates to 

the reconstruction error of a single segment when projected onto an eigenspace while 

1t
ρ  relates to sum of reconstruction errors of all segments in an eigenspace before 

dimension increase and 2tρ  relates to sum of reconstruction errors of all segments in 

an eigenspace after dimension increase [8]. 
Once each of the initial seeds is fully grown, i.e., there are no more subsets that 

could be added to it, the final step called eigenspace selection is performed. In this 
step, an eigenspace that best represents each highly correlated subset is chosen. This 
is necessary since the eigenspace growing process can result in overlapping and  
redundant sets of eigenspaces. An optimization procedure, for example Minimum 
Description Length  (MDL) algorithm [8], can then be applied to find the subset of 
eigenspaces that best represents the data while minimizing redundancy. A more  
detailed description of MES algorithm can be found in [8]. 

2.3   Recursive MES 

In order to solve the problem of under-segmentation for MES, a recursive MES is 
proposed. In the original version of MES given in [8], the threshold parameters for 
eigenspace growing step were set to different multiples of per-pixel standard devia-
tion of images, as shown in in [8].  In the proposed algorithm, the three thresholds, 

denoted by 
t
δ , 

1t
ρ  and 

2t
ρ  are set to averaged standard deviation of segments, de-

noted by 
t

∂ . This eliminates the need to empirically determine the values of three 

different multipliers for eigenspace growing thresholds. 
In the new algorithm, the lengths of every resulting segment are checked against a 

threshold length, denoted by 
t

SL  after performing the first stage of MES on the data-

set. The threshold (
t

SL ) is determined empirically and is selected as the average 

length of the different episodes in the recorded data. MES is performed again on 

every segment with length greater than 
t

SL ;  this time, with the size of the segments 

in the MES initialization step and the threshold involved in eigenspace growing 

phase, 
t

∂  halved. With a smaller segment size, more detailed description of the data 
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nth

 

Fig. 2. Flowchart illustrating the proposed recursive MES algorithm, with additional steps 
highlighted in dashed box 

could be captured, thus improving segmentation. Figure 2 illustrates the key steps 
involved in the proposed algorithm. 

3   Experimental Setup 

To validate the proposed method of two-stage MES, an experiment involving six 
subjects in a laboratory setting was carried out for the assessment of activities of daily 
living. An e-AR sensor (ear-worn Activity Recognition sensor [9]) was used for this 
purpose. It collects data at 50Hz and then transmits it over wirelessly to a receiving 
workstation for further analysis. The e-AR sensor contains a BSN node [9], consisting 
of microcontroller, radio communication chip, flash memory, antennae and a 3-axis 
accelerometer.  

Datasets of the six subjects performing 14 different activities were collected in a 
laboratory simulating a home environment. The 14 activities chosen were mostly 
daily activities a person would normally perform in his/her home. Subjects were re-
quired to wear the e-AR sensor while performing these activities in similar sequence: 
1) entering room and going out of the room (3 times), 2) sitting on chair and getting 
up (5 times), 3) slicing bread, 4) preparing tea, 5) eating, 6) getting dressed (shirt 
provided to be worn and taken off 5 times), 7) talking on the phone (3 minutes), 8) 
reading (1 minute), 9) lying on bed and getting up (5 times), 10) lying down, 11) 
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Fig. 3. Experimental setup a) e-AR sensor worn by a subject, b) a subject lying on bed,  
c) reading and d) eating 

walking (2 minutes), 12) running (2 minutes), 13) walking with sway (2 minutes), and 
14) falling down (3 times). A set of corresponding markers were manually annotated 
during data collection to be used as the ground truth. Figure 3 shows the experimental 
setting for some of the activities recorded. The data collected from six subjects was 
then used for feature extraction. Features were then filtered using median filter and 
then normalised, as described earlier. For feature extraction, no overlapping was ap-
plied between moving windows through the time-series data. The datasets will  
be referred to as DS64, DS128 and DS256 for feature window of 64, 128 and 256 
samples respectively for the rest of the paper. 

4   Results and Discussion 

To compare the relative performance of the original MES and the proposed algorithm, 
both methods were tested on the all three datasets. The segments detected by MES are 
labeled according to the ground truth label with the most overlap. MES segments that 
fall entirely in between activities are assigned the label zero. Since both high preci-
sion and recall are desirable in segmentation, the average of precision and recall rate 
is used as segmentation evaluation metric to compare the performance of both algo-
rithms, which can be formulated as follows:  

( ) ( )
%

2

tp tp
tp fp tp fn

Accuracy
+

+ +=                           (2) 
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where tp is defined as true positives, i.e., number of MES segments with non-zero la-
bels that overlap with the ground truth segments. In Eq. (2), fp represents false positives, 
i.e., number of segments that are detected in MES segments (non-zero labels) but not in 
ground truth (zero labels) and finally fn as false negatives, i.e., the number of ground 
truth segments (non-zero labels) that are not detected by MES segments (zero labels).  

In Figure 4, an example segmentation result using both the one-stage and recursive 
MES on the DS64 dataset is illustrated. The blue lines in the graphs represent the activity 
markers which were manually annotated, whereas the red lines represent the segments 
resulting from MES. From this figure, it can be seen that the results for the original MES 
algorithm consist of several long segments with under-segmented episodes (e.g. the first 
three activities highlighted in the figure). For the new algorithm, however, they were accu-
rately divided into individual segments. The segmentation accuracy as defined in Equation 
2 was calculated for all datasets and illustrated in Figure 5. 
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Fig. 4. a) Sample segmentation results for 1-stage MES and  b) recursive MES on same data 
(Blue-Ground Truth, Red-MES segments). Blue-shaded regions highlight the improvement in 
segmentation with recursive MES. 

It is evident that recursive MES performed better than the 1-stage MES in all 
cases. Highest accuracy is 86.38%, achieved by performing recursive MES on DS64, 
almost 10% higher than the result for 1-stage MES. High accuracy is achieved with 
dataset using smallest feature extraction window, i.e. DS64, for both 1-stage and 
recursive MES. This is due to the higher number of feature samples in each individual 
MES segments with smaller feature window size, thus providing more information for 
the same length of data in DS128 and DS256. For example, 640 raw data samples will 
give 10 feature samples for DS64, 4 feature samples for DS128 and only 2 feature 
samples for DS256. 
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Fig. 5. Segmentation accuracy for one-stage MES  and recursive MES for data with feature 
window of 64 (DS64), 128 (DS128) and  256 (DS256), respectively 

A similar trend for recursive MES against 1-stage MES can also be observed in 
per-subject accuracy of the segmentation output, as illustrated in Figure 6. 

 

Fig. 6.  Per-subject segmentation accuracy for one-stage MES and recursive MES for data with 
feature window of 64 (DS64) 

As described earlier, in the initialization phase of the MES algorithm, data was di-
vided into small same-sized segments, referred to as MES segment size in Figure 2. 
To examine the effect of the size of these segments on segmentation results, different 
MES segment sizes were used on DS64. In all previous analysis, the number of MES 
segments is fixed to 100, thus the MES segment size is determined by dividing the 
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feature samples with 100. By varying the fixed number of MES segments, the seg-
ment size was correspondingly varied. Results of performing recursive MES on DS64 
with MES segment number of 50, 100 and 150 segments are presented in Table 1.  

By comparing the results for segmentation with different number of MES seg-
ments, i.e., 50, 100 and 150, recursive MES performed slightly better when MES 
segment number is higher. However, the computational time increased significantly 
when the number of segment is higher, where only 181 seconds were taken to perform 
MES with 50 segments, but by increasing it to 150 segments the time taken was in-
creased to 1190 seconds. This suggests that using smaller number of MES segments, 
while only slightly decreasing the overall segmentation accuracy, does significantly 
decrease computational time and cost, provided the number of MES segments used 
are sufficiently large. 

Table 1. Segmentation accuracy for different number of MES segments (%) 

MES segment 
number 

Segmentation 
Accuracy (%) 

Computational 
Time (seconds) 

50 86.10 181 

100 86.38 577 

150 88.16 1190 

5   Conclusions 

In this paper, an improved MES segmentation algorithm is proposed. The results 
show that by recursively performing MES, the problem of under-segmentation can be 
significantly reduced. This is important when data are segmented prior to recognition, 
ensuring reliable overall recognition system. This work also demonstrates that in 
general, different numbers of MES segments tend not significantly affect the segmen-
tation accuracy, but computational time is significantly increased when the number of 
MES segments is increased. The proposed recursive MES can generally be used in 
detecting boundaries in time-series data, but in this paper the objective was to detect 
activity boundaries in data collected from body sensor networks. The output of seg-
mentation algorithm will then be used for activity recognition, for example in daily 
activity monitoring system or surgical workflow analysis. 

In future work, the effect of simultaneously varying threshold parameters on seg-
mentation accuracy will be analyzed for datasets involving a variety of activities. In 
addition, combining segmentation with recognition would lead to a better understand-
ing of individual activities as well as the analysis of inter-activity transitions. 
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Abstract. Because health condition and quality of life are directly influ-
enced by the amount and intensity of daily physical activity, monitoring
the level of activity has gained interest in recent years for various medical
and wellbeing applications. In this paper we describe our experience with
implementing and evaluating physical activity monitoring and stimula-
tion using wireless sensor networks and motion sensors. Our prototype
provides feedback on the activity level of users using a simple colored
light. We conduct experiments on multiple test subjects, performing mul-
tiple normal daily activities. The results from our experiments represent
the motivation for and a first step towards robust complex physical ac-
tivity monitoring with multiple sensors distributed over a person’s body.
The results show that using a single sensor on the body is inadequate in
certain situations. Results also indicate that feedback provided on a per-
son’s activity level can stimulate the person to do more exercise. Using
multiple sensor nodes and sensor modalities per subject would improve
the activity estimation performance, provided that the sensor nodes are
small and inconspicuous.

1 Introduction

In recent years, monitoring the level of daily human activity has gained interest
for various medical and wellbeing applications. It has been shown that health
condition and quality of life are directly influenced by the amount and inten-
sity of daily physical activity [1]. This is particularly relevant to persons with
chronic conditions, such as Chronic Obstructive Pulmonary Disease (COPD),
asthma and diabetes. The reason is that persons suffering from chronic con-
ditions enter a vicious circle, in which being active causes discomfort, making
them progressively more sedentary, and deteriorating their health. Monitoring
the daily activity can stimulate people to perform exercises and to be more active
in general by providing feedback and assistance to better manage the physical
condition. Apart from medical applications, daily activity monitoring can also
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be useful for healthy users that want to assess and improve their overall fitness
level. Activity monitoring systems can remind, stimulate and motivate people to
be more active, especially when used within groups with a competitive nature.

The activity level of a person is best assessed in terms of energy expenditure [2].
This is a relatively complex and intrusive process, because the rate of human
metabolism needs to be measured. As an alternative, we can estimate the energy
expenditure rather than measuring it explicitly. Estimation can provide an unob-
trusive alternative, which assesses the level of activity without affecting the sub-
ject’s wellbeing and freedom of movement. The energy expenditure is commonly
estimated by measuring the amount of motion a person performs during daily life.
A proven method [2] is to use an accelerometer to record the bodily motion, which
can provide a measure that usually correlates well with the actual energy expen-
diture. This solution is limited to a single acceleration sensor mounted near the
center of mass of the subject, e.g. worn at the waist of the person.

However, the quality of this accelerometer-based activity measurement method
is not always optimal. People are engaged in many more activities than those usu-
ally considered in current activity monitoring and recognition research. In this
paper we show that some activities, such as skiing, do not cause much net acceler-
ation, although the amount of effort involved in these activities can be significant.
This causes a discrepancy between the estimation and the actual energy expendi-
ture. Using more than a single sensor node for the estimation could improve the
quality of the estimation. However, there exists a trade-off between the number
of sensors spread across the user’s body and the system’s unobtrusiveness. There-
fore, activity monitoring applications are usually limited to only one sensor. The
experiments outlined in this paper represent the motivation for and a first step
towards robust complex activity monitoring with multiple sensors distributed in
a wireless sensor network.

Concretely, the contributions of this paper are as follows:

– We show that it is feasible to implement activity monitoring on resource-
constrained wireless sensor nodes, which provides the basis for having activ-
ity monitoring on distributed nodes, making the system better suited for a
large diversity of activities.

– Using practical experiments, we show that the estimation of energy expendi-
ture using only one sensor node with an accelerometer is not always adequate
and is sensitive to context dependencies.

– We investigate the feasibility of simple and intuitive feedback devices, such
as ambient light, in order to make the system accessible to non-technical
users.

– We conduct a usability study to evaluate whether:

1. Users are more willing to be active when they get feedback on their
activity level and when they compete with other people wearing sensors.

2. Users are willing to wear multiple sensor nodes to monitor their activity
levels.

3. Users are prepared to share activity data with others or have privacy
concerns.
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2 Related Work

The state-of-the-art electronic method to assess physical activity is to use an in-
tegral of three-dimensional acceleration measurements. For instance, Bouten [2]
provides a solution for activity monitoring called the Tremor, describing a
method that uses a three-dimensional accelerometer to estimate metabolic en-
ergy expenditure. It uses the integral of the modulus of bodily acceleration,
referred to as the IMA value, as measure for physical activity. Bouten pro-
vides validation for this method by establishing the correlation between the true
metabolic energy expenditure and the IMA result using two laboratory experi-
ments and one field experiment. In a later publication [3], Bouten et al. explore
the effects of orientation and placement of the sensor on the resulting IMA value.
This yields the conclusion that the sensor is best placed near the waist at the
lower back. Bouten also recognizes that static exercise can cause discrepancies
between the IMA value and the actual energy expenditure. Later work by Steele
et al. [4] and Fujiki [5] et al. use a different integration algorithm than IMA, but
in essence the methods are similar. Fujiki [5] et al. also provide further insight
in the effect of sensor placement on the activity estimation.

Alternatively, pedometers can be used to estimate physical energy expendi-
ture. However, pedometers are only capable of detecting step counts and not the
true intensity of the activity. This is particularly a problem for slow-walking pa-
tients. According to Pitta et al. [1], multiaxial accelerometers can provide more
detailed information on activity patterns, time and intensity of activities. In
comparison to pedometers, accelerometers have good sensitivity to low-intensity
activities and the small activity variations seen in relatively inactive, i.e. seden-
tary, populations.

Also, subjective methods like questionnaires can be used to quantify physical
activity. The work by Pitta et al. [1] provides a survey and a comparison of the
subjective methods and the methods involving motion sensors. It concludes that
subjective methods do not provide an accurate means to assess physical activity
quatitatively, showing large variation among different subjects.

Recently, physical activity monitoring has gained interest also for the con-
sumer market. FitBit [6] is a commercial product to monitor and review one’s
fitness and quality of sleep. Data is collected continuously and uploaded to a
website to provide feedback. ActiSmile [7] is another commercial wearable de-
vice to estimate the physical activity level. It first classifies the type of activity
among sitting/lying, walking and running, then it uses this result to assess the
level of activity and it provides feedback on the display using a smiley face.

With respect to the related work, we focus in this paper on three important as-
pects. First, we claim that users are involved in more types of physical activities
than typically considered and that one sensor node may not be enough to assess
energy expenditure in all situations. Second, we implement and test the IMA
algorithm on resource-constrained wireless sensor nodes, which creates the basis
for having activity monitoring on distributed nodes, and thus being better suited
for a large diversity of activities. Third, we implement and evaluate the usability
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of light-based feedback, taking therefore the computer out of the loop and making
the system accessible to also non-technical users.

3 System Description

In this section we provide an overview of all system components, describing how
our system operates, the hardware involved, the user interface and the algorithms
we use to assess energy expenditure.

3.1 System Overview

The core of our system is represented by wireless sensors nodes that monitor
the users’ daily activities. The nodes include an accelerometer and are capable
of processing the accelerometer samples into a measure of activity. This activity
level is stored internally and can be communicated to a local user interface
when the user wants to review his or her current daily or hourly activity. For the
evaluation presented in this paper, the sensors also log the last day of activity
measurements with a granularity of one hour. This enables us to compare the
daily activities reported by our test subjects to the logged activity levels.

The subjects wear the sensors on their pant belt. Earlier research [3] has shown
that the center of mass, i.e. the waist, is a sensible position for wearing such a
sensor, being less prone to bias towards particular activities. For example, when
the sensor were located on an arm it would show high levels of activity when
the person is sitting somewhere and waving his arms, which does not correspond
well with the amount of activity actually involved.

The user interface of our system is a spherical LED lamp, also referred to as
Orb, that lights up in different colors. Using a color in between red and green,
the user can get a rough idea of the level of activity in the last 60 minutes and

Fig. 1. An overview of the activity monitoring prototype
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Fig. 2. ProMove inertial sensor board

the last 24 hours. The user can send commands to the user interface by tapping
the sensor node.

Figure 1 shows an overview of the system. The sensor node is worn on the
user’s belt. When it is tapped by the user, it sends a message to the gateway
containing the daily and hourly activity statistics. The gateway interprets the
data and controls the orb to change its color accordingly.

3.2 Hardware

We use the ProMove [8] wireless inertial sensor nodes for our activity monitor-
ing application. The ProMove board shown in Figure 2 features a three-axial
accelerometer, a two-axial gyroscope and a three-axial digital compass. For this
application, we only use data from the accelerometer sampled at a frequency
of 100Hz. These inertial sensors are sampled through a low-power MSP430 mi-
crocontroller [9], which communicates the data wirelessly through the CC2430
radio [10]. The radio is IEEE 802.15.4-compatible and transmits at 2.4 GHz.
A useful feature of the CC2430 is that it combines an 8051 CPU with a radio
pheripheral. This allows us to implement our system in a two-tiered fashion: per-
forming data processing on the MSP430 and wireless networking on the CC2430.

As shown in Figure 1, we use a CC2430EB evaluation board from Texas
Instruments [10] as gateway for our nodes. These boards only have the CC2430
radio processor and are equipped with an RS232 serial interface, that we use to
connect to the orb (see Figure 1).

3.3 Assessing Energy Expenditure

We use the accelerometer of the ProMove sensor nodes to assess a person’s energy
expenditure. We implement the IMA algorithm described by Bouten [2] on the
ProMove nodes. The accelerometer signal is first high-pass filtered to remove
the gravity component of the accelerometer signal. The resulting acceleration
signal is then integrated according to Equation 1 to obtain the IMA value. The
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integral produces a value that correlates with the signal energy over the three
axes, which is a good measure for the intensity of the measured motion. The
integration time T is set to one minute. To calculate the IMA value for one hour
or one day, the IMA minute values are averaged over the period involved.

IMA =

t0+T∫
t=t0

|ax(t)| dt +

t0+T∫
t=t0

|ay(t)| dt +

t0+T∫
t=t0

|az(t)| dt (1)

3.4 User Interface

We use the Ambient Orb [11] as our user interface. This is a LED-based light
housed in a diffuse glass orb. It contains the necessary control electronics to make
the orb light up in many different colors. The device has a serial RS232 interface
through which it accepts simple commands to change the color of the light. The
color can either be selected from a table of pre-defined colors or custom colors
can be composed by specifying the required RGB color channel values.

As shown in Figure 1, we connect the Orb to one of our CC2430 evaluation
boards using its serial interface. This evaluation board acts as an IEEE 802.15.4
coordinator and listens for incoming commands from the user nodes. Currently,
two commands are distinguished: display the activity level of the last 24 hours
and display the activity level of the last 60 minutes. The user can issue these
commands by tapping the sensor node, by tapping it twice or three times respec-
tively. When the hourly activity level is requested, the orb first becomes white
and then glows towards the activity level represented as a color between red and
green. To distinguish the daily activity level display, it is indicated by a bright
blue initial color instead of white.

Multiple users can interact with the orb simultaneously. Each sensor node has
an internally stored identifier code that is displayed as a two-color sequence on
the orb when a user first interacts with it. Each time a different user interacts
with the node, his identifier is shown on the node first, followed by the activity
level display after a short pause.

The tap commands are picked up by the accelerometer of the sensor node.
A tap causes high-frequency vibration, which is picked up as a high frequency
acceleration pulse by the accelerometer. The actual tap instances are detected by
high-pass filtering the signal with a cut-off frequency of 35 Hz, then rectifying the
signal and finally low-pass filtering the result to obtain a signal that correlates
with the amount of high-frequency vibration. The actual tap detection uses
thresholds to mark the onset and end of a tap. The main advantage of this
technique is that the sensor nodes do not need additional hardware to receive
user commands.

3.5 Energy Saving

The sensor nodes that are attached to the users need to monitor activity for
several days. Energy conservation is therefore an important aspect. The main
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power drain on the sensor nodes is the activity of the radio. The sampling process
on the MSP430 draws about ten times less current, thus it is imperative to turn
off the radio when it is not needed. Since our sensor nodes do not need to
communicate unless the user tries to interact with the orb, the radio is turned
on only when the user taps the sensor. If the user does not issue any commands
for 30 seconds, the radio is turned off by putting the CC2430 chip in deep sleep
mode. In this situation the whole ProMove board consumes only 7.2 mW, mainly
for sampling the accelerometer.

4 Experiments

4.1 Method

The normal mode of operation of the system is to report the activity level in the
last 24 hours or the last 60 minutes to the person wearing the hardware. However,
for our experiments the system needs to log the activity during a longer period
of time at multiple instances. To achieve this, the software is amended with a
storage subsystem that logs the hourly activity levels into the controller’s flash
memory. It can store the activity of the last 36 hours. The radio protocol is
adjusted as well, making it send the full data log each time the user issues one
of the tap commands. A separate CC2430EB evaluation board listens for the
transmitted data and forwards it to a computer through its serial link.

The hourly recording yields a relatively low data granularity. Consequently,
the boundaries between successive activities can fall in the middle of a recorded
hour, which makes it difficult to infer to what extent the recorded activity value
corresponds to which of the two activities. To mitigate this problem, our current
approach is to only consider those hourly data points that pertain to only a
single activity.

4.2 Tests

To obtain a view on how well the IMA value maps to the energy expenditure of
a particular person, we conduct tests with multiple subjects performing various
activities of interest. The tests are performed in the course of several experiments.

Office. The main and longest experiment is performed by nine members of our
department. This includes the daily office and home activities. The sensors are
worn the whole day, except during sleep. The experiment lasts three days.

As the nodes can only record 36 hours, the logs are collected each day during
a collective meeting in the afternoon. The subjects keep a coarse log of what
they have been doing all day. These logs are evaluated during the meeting and
compared to the logged hourly activity levels.

The recorded activities include the normal office activities, home activities
and transportation.
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Fig. 3. Subject wearing the ProMove node and receiving feedback on the Orb

Ski. Two sensor nodes are taken on a skiing holiday in the mountains. The two
subjects keep a coarse log of their daily activities, including skiing, resting and
driving the car.

Sports. Four separate experiments are performed in which the subjects are
engaged in sports: tennis, badminton, volleyball and cycling. Tennis is performed
by two persons, volleyball is performed by four persons and cycling is performed
by three persons at the same time. The badminton experiment is spread over
multiple parallel matches involving four subjects. Each experiment lasts more
than an hour to record only the activity of interest.

5 Results

Table 1 shows the average IMA value for various activities. Because the sensor
nodes log the activity level on a per-hour basis, the presented values are the
hourly averages of the same activity performed by multiple persons at multiple
time instances. The table also shows how many hours of data are involved in
computing the average and how many subjects were involved in a particular
activity. Since activities do not necessarily change on the hour boundaries, the
IMA averages are solely based on those hours during which only one activity
was performed with certainty.

The recorded activities are as follows:

– Not worn: the sensor node is not worn by anyone and just lies stationary
somewhere.
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Table 1. Activity recording results

Activity Recorded Hours Persons Involved IMA

Not Worn 129 9 373
Home Activities 33 6 1581
Office Activities 58 9 1144
Sitting 25 6 1120
Walking 4 2 7767
Cycling 3 3 6466
Tennis 2 2 11411
Badminton 6 4 10874
Volleyball 4 4 9464
Skiing 40 2 1496
Driving a Car 31 2 827
Presenting 1 1 2655

– Home activities : the subject is engaged in the typical home activities, such
as cooking, washing, childcare etc.

– Office activities : the subject is engaged in the typical office activities, which
mainly consist of sitting, but also intermittent walks between offices and
fetching coffee.

– Sitting, walking: the subject is continuously sitting or walking respectively.
– Tennis, Badminton, Volleyball, Cycling: the subject is playing tennis, playing

badminton, playing volleyball or riding a bicycle respectively.
– Skiing: the subject is skiing downhill.
– Driving in a car : the subject is driving in a car.
– Presenting : the subject is giving a presentation during a meeting.

Figure 4 graphically illustrates the difference between the activities in terms
of the measured IMA value. We notice that the results show that the IMA value
always greater than zero, even when the sensor is not worn, due to the integration
of accelerometer noise.

The results show that home activities produce higher activity values than
office activities. The reason is that in the office people barely leave their desk for
hours. At home, activities such as doing laundry, cleaning etc. contribute to a
higher activity level. It is interesting to see that what people describe as sitting
matches well with the office activities.

The activity value for cycling is the average of the IMA value from three
persons making a bicycle trip. For this test the activity results vary wildly, with
values ranging from 5635 to 7542. These differences are probably caused by
differences in the bicycles, the exact path taken on the road and the way the
subjects ride their bicycle.

The results for tennis and badminton are very similar, since these two sports
and the movements involved therein are very similar as well. Volleyball produces
lower activity values. This is due to two main reasons: more people are involved
in the ball game, spreading the activity over more persons, and the game is
interrupted for longer periods of time.
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Fig. 4. IMA values for various activities

The most interesting data results from the skiing activity. Although skiing
is certainly not an activity with a low energy expenditure, the sensors show a
low activity value. This value is lower than walking, even though skiing is much
more exhausting. The reason is that during skiing the amount of variation in
the acceleration of the person is relatively limited in comparison to walking. The
regular motion of the gait of walking is not present when sliding down a hill on
skis. The energy expenditure from skiing is more the result of the act of leaning
in the bends and keeping ones legs steady.

According to the results displayed in Figure 4, walking is more active than
riding a bicycle, but the spread in the activity values is relatively large. This is
unexpected, since the walking experiments were conducted with a normal walk-
ing pace, whereas the cycling experiments were performed at speed. Therefore,
we would expect to see a higher activity result for the cycling experiments. We
attribute this discrepancy to the same effect as for the skiing experiments.

The ski experiment also shows that the orientation and the way sensor is
mounted influences the result. After in the middle of the experiment, the pouches
in which the sensors are worn were exchanged between the subjects. The persons
kept their own sensor. During the week, the recorded activity values were similar,
with the trend that one was reported to be more active than the other most of the
time. After the exchange of the pouches, this trend inverted. The main observable
difference between these pouches is the fact that one is worn vertically and the
other horizontally.

Figure 5 shows an example of an activity log for two subjects. For most of
the day, these subjects were together and engaged in the same activities. The
graph shows a clear correlation between the two subjects. At 19:00 they played
a tennis match for one hour, which is much more active than anything else
recorded during the experiment. Between 23:00 and 7:00 the sensors were not
worn. As shown, the IMA values are constant in stationary conditions.

Results indicate that the use of a single accelerometer is not always adequate
to accurately and consistently estimate the level of physical activity. Also, the
orientation and way the sensor is mounted on the subjects have an influence on
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Fig. 5. Example activity values recorded during 27 hours from two subjects

the measurements. However, the activity measurements do correlate well between
subjects that are engaged in identical activities.

5.1 Usability

To evaluate usability aspects of the system, the nine test subjects filled in a
questionnaire. The questions target the wearability and unobtrusiveness of the
system, the feedback quality of the user interface, the effectiveness of the activity
stimulation that the users percieve, and the privacy concerns users may have.

Wearability and Unobtrusiveness. The first question pertains to how sub-
jects feel while wearing the sensor node. Most subjects (78 %) are not constantly
aware that they are wearing a sensor node or they are not bothered by its pres-
ence. One subject indicates that it is unpleasant to wear, mainly due to its size
but also due to its looks. Another subject notices that a relatively large belt-
mounted device can be annoying when sitting in a chair, lying somewhere or
when doing sports. All subjects agree that the sensor node should be smaller
than it is now.

We also ask how many sensor nodes subjects are prepared to wear. Most
subjects (67 %) answered that they would accept wearing two or three sensors.
Two subjects are prepared to wear more than three sensors and one user accepts
only one sensor. However, the subjects indicate that the limit on the number of
nodes is inversely proportional to its size. The intended mounting positions and
the type of sensors have an influence on the acceptable number of sensors, such
that the integration of very small sensors into clothing would be preferred.

Feedback Quality. To assess the feedback quality of our visual user interface,
the users are asked about their opinion on the Orb light interface. Most subjects
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(67 %) find the interface appealling, but not too intuitive. One subject likes
it unconditionally. Two other subjects have a very hard time interpreting the
colors, especially when multiple subjects are interacting with the Orb. In fact,
most subjects are initially confused by the display of the user identifier and
struggle to distinguish between the hourly and daily activity display. It should
be clear without much explanation what the color sequences mean, but that
turns out to be more difficult than expected.

Activity Encouragement. The first question regarding activity encourage-
ment is whether subjects feel motivated to be more active by wearing the sensor
node. Most subjects (67 %) indicate that wearing the sensor stimulates them to
be more active. Three subjects did not really feel motivated to do more exercise
and regarded the sensor to be just a monitoring device.

The second question extended this assessment to include the possibility that
the competitive nature of a group could further stimulate users to be more active.
We ask whether subjects feel motivated to be more active when their results are
compared to others. Most subjects (67 %) do feel that this competitive property
of the system further stimulates their activity. The same three subjects that
were not motivated as much by the sensor alone were also not impressed by the
competitive stimulation.

Privacy Concerns. We ask whether subjects would be prepared to share their
activity results with others, e.g. on a website. Most subjects (67 %) would be
prepared to do so to some extent, but only with friends. Three subjects see no
merit in doing so and wonder who would be interested in this information.

Conclusion. Even though our prototype sensor node is not very small (see
Figure 3), most subjects are not bothered much by its presence. However, there
is the consensus that it needs to be smaller and this is one of our goals for future
work. Depending on the form factor, most subjects would be willing to wear
more sensors spread across the body.

The light interface needs improvement. The distinction between the hourly
and daily display is not intuitively clear and the display of a user’s personal color
sequence is sometimes confusing.

The opinion about whether the system encourages activity varies among the
subjects of the questionnaire. Most subjects are encouraged to be more active,
but others only recognize the system as an activity monitor. This is also true for
the envisioned competitive encouragement.

6 Conclusions

We described in this paper our experience with implementing and evaluating ac-
tivity monitoring in wireless sensor networks. The results from our experiments
represent the motivation for and a first step towards robust complex activity
monitoring with multiple sensors distributed in a wireless sensor network. Wire-
less sensor networks create a promising basis for achieving distributed activity
recognition and monitoring for a large diversity of physical activities.
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In our experiments, multiple subjects were monitored during their daily activ-
ities (both at home and at the office) and additionally while performing sports
such as badminton, tennis, volleyball, cycling and skiing. The results show that
the recorded values correspond to the expected intensity for some of the per-
formed activities, but certain activities, such as skiing and cycling, produce lower
activity measurements than expected. Using multiple sensor nodes and sensor
modalities per subject would improve the activity estimation performance, pro-
vided that the sensor nodes are small and inconspicuous, as indicated by the
results of our usability study.

The usability study indicates two other directions of future work. First, sim-
ple feedback with an ambient light is appreciated by the users, but it is not
considered to be intuitive enough. The capabilities of the feedback device should
allow for faster user identification and provide more granular information on
the activity level. Second, the competitive nature of group interaction should be
better exploited to motivate and stimulate users to increase their level of daily
physical activity.
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Abstract. Several navigation situations can be imagined where visual
cueing is not practical or unfeasible, and where the hands are required
exclusively for a certain task. The utilization of the sense of touch, as
relatively new notification modality, should provide sufficient possibilites
to cope with this issue.

The focus in this research work is on two questions (i) how the dis-
tance encoding schemas affects the overall navigation speed (or in more
detail to what level the time lag contributes to the navigation precision)
and (ii) if, beside the vibro-tactile stimulation, the transmission of the
noise generated by the individual vibration elements influences the speed
and/or precision of route guiding. To deal with these questions we have
defined and conducted three waypoint following experiments with two
different tactor activation methods, one without and the other two with
the distance encoded in the vibration patterns. Additionally, we did stud-
ies where we masked the noise of the vibration elements and compared
the results against the general setting where masking was not applied.

Our results shows that notification latency led to an increasing num-
ber of walking anomalies and consequently affects the walking precision
and time to a high degree. Furthermore, we could not find evidence that
multimodal stimulation with both vibration force and vibration “noise”
tends to result in an increased system performance compared to the
system with unimodal feedback using vibrations only.

Keywords: Time-lag, Indoor Navigation, Human Perception, Vibro-
tactile Notification, Space Awareness, Stimulation Patterns, Vibration
Noise, Reaction Latency.

1 Introduction and Motivation

The sensory modalities seeing and hearing utilized in traditional human-computer
interaction have limited information capacity [1], [2], [3, p. 44], [4, p. 242], [5] so
that visually or auditory delivered navigation information (or more precarious
alerts) tend to fail to raise the required user attention. The sense of touch which
is a“private”medium and operates hands, eyes and ears-free is attributed to offer
potential to assist the highly charged eyes and/or ears in information transmission.

P. Barnaghi et al. (Eds.): EuroSSC 2009, LNCS 5741, pp. 24–37, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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In special situations the visual and auditory channels are actually unfeasible
to be used for notifications – mention for instance a fire figther in action, escaping
from a loud, smoky factory building. A second issue which probably could be
resolved by utilizing vibro-tactile feedback systems (or more general the sense
of touch) is the difficulty of navigation for disabled (blind) people, particularly
in unfamiliar places like public authority offices, on the university campus or on
airports – they cannot just unfold the map of the region and orientate themselves.

1.1 Research Hypotheses

Under consideration of the above discussed visual and auditory limitations the
following hypotheses have guided our work in order to improve vibro-tactile
directed navigation.

(i) Encoding of distance information into vibro-tactile messages will allow per-
sons to find waypoints faster. However, latency in the notification loop affects
the speed of waypoint finding: a larger time lag results in a longer timespan
to find a certain destination point. This is due to the drift between a person’s
actual position and the original position the notification is based on.

(ii) A navigation performance degradation is expected when removing the au-
ditory sensory channel as information carrier (blanking the noise caused by
the vibration elements). This is motivated from earlier work, e. g. [6, p. 225],
where it has been found that the noise generated by vibration elements
provided an additional information source.

2 Related Work

In recent years, researchers have investigated the potential of vibro-tactile dis-
plays in human-machine interfaces. Through the skin vibrations can be felt on
the whole body, however, the focus in this work is on two-dimensional naviga-
tion in indoor walking scenarios, thus the center of interest is related work from
experiments with tactile waistbelt or torso displays1.

2.1 Vibro-Tactile Information Presentation

In order to enhance navigation in 2D spaces with vibro-tactile assistance systems
it would be a good choice to place the system around the waist so to get a direct
orientation mapping.

Jones et al. [8] tested a wirelessly controlled tactile display (built up from a
4 by 4 array of vibrating motors, and mounted on the lower back) for assisting
navigational tasks. The evaluation of the vibro-tactile display regarding outdoor
navigation confirmed, that the interpretation of presented vibration patterns for
directional or instructional cues performs almost perfect. A further experiment

1 A tactile torso display conveys information by presenting localized vibrations to the
torso [7].
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showed that the ability to recognize vibro-tactile stimulation on the back was
superior as compared to the forearm.

Lindeman et al. [9] used a vibro-tactile system built up from a matrix of 3
by 3 tactor elements mounted on the back to investigate visual and vibro-tactile
stimulations. They reported that the performance increase was most significantly
enhanced by visual cueing, however, haptic cues alone (unimodal feedback) pro-
vided a lower significant performance increase as well. Under consideration of
these results, they suggested to use vibro-tactile cues in situations when vi-
sual cueing is not practical. Jan van Erp [10] investigated the direction in the
horizontal plane using a linear tactor display with fifteen vibro-tactile elements
(oscillating frequency fixed to 250Hz) placed on the torso of test persons. Results
confirm that people have the ability to indicate a direction that matches a vibro-
tactile point stimulus on the torso. Van Veen et al. [7] have investigated whether
a tactile torso display can help to compensate for degraded visual information.
A tactile display consisting of up to 128 vibrating elements (arranged in twelve
columns and five rows) attached to a vest was developed. Their results showed
an observable performance increase for tactile display variants compared to op-
eration without tactile displays. Lindeman et al. have developed a body-worn
garment to deliver haptic cues to the whole body. First evaluations regarding
vibro-tactile navigation for collision avoidance or obstacle detection in real or
virtual worlds have been presented, e. g. in [11] or [12], however, no qualita-
tive statements about the usability and accuracy of the system, compared to
“traditional navigation” approaches, have been given so far.

2.2 Hands- and Eyes-Free Walking Navigation

The guidance system proposed within this work is designed with the aim to
relieve cognitive load from the eyes and ears, so it would be unfeasible to charge
them with vibro-tactile information.

Elliott et al. [13] investigated tactile waistbelts for the transmission of navi-
gational information in order to leave eyes and hands free for other tasks. The
utilized tactile display was expected to reduce the high visual and cognitive
workload of persons by reason of Wicken’s Multiple Resource Theory (MRT)
[14]. The results of their experiments showed that tactile navigation achieved
best accuracy, followed by navigation with a GPS device, and by navigation
with an ordinary compass. Duistermaat et al. [15] evaluated the performance
of navigation and target detection tasks in night operation with a vibro-tactile
waistbelt compared to a GPS device and a head-up navigation device. They
found that the tactile system was rated higher than the GPS system in all test
cases, and higher or as high as the head-up navigation system in many or most
cases. Tsukada and Yasumara [16] developed a wearable tactile display called
“ActiveBelt” for the transmission of directional cues and found that it is more
desirable to activate the vibration elements only when users get lost in their
navigation task rather than activating them constantly, and that the disposition
of four tactors would be enough for accurate “walking navigation”. Erp et al.
[17] investigated the feasibility of navigation information presented on a tactile



Time-Lag as Limiting Factor for Indoor Walking Navigation 27

display instead of using a common visual display. Results of their studies us-
ing a vibro-tactile waistbelt indicated that both the vibro-tactile and the visual
display perform with a similar reaction time.

2.3 A Basic Waistbelt Display

Ferscha et al. [18] presented a belt-like vibro-tactile notification system for as-
sistance in raising users’ attention, however they used simple activation patterns
and the developed system featured a high latency between position detection and
the corresponding notification. Riener and Ferscha described in [19] the results
of a distance estimation experiment with different parameters of vibro-tactile
stimulation.

2.4 Summary

Research on vibro-tactile stimulation, particularly for application in navigational
scenarios, has increased considerably in the last years. Most of the reported work
deals with outdoor navigation, often in combination with GPS position tracking.
The reason for this is that (i) outdoor route-guiding operates acceptably accurate
even with imprecise (tactile) feedback and (ii) a detected time lag has only little
influence on the navigation quality and/or positioning precision due to the long
distances to walk.

However, with technology advances in both position tracking (e. g. Ubisense
7000 series2 or Intersense IS-9003 Wireless Inertial Position and Orientation
Tracking System for Real-time Location Sensing) and vibro-tactile feedback sys-
tems (for instance EAI C2-tactors4 as used in this work), directed and accurate
indoor route guiding might still come true.

Nevertheless, a number of issues still remain open and have to be considered,
e. g. (i) the prevention or compensation of latency times or (ii) the definition
of vibro-tactile notification patterns for precise route-guiding. The results of the
authors’ earlier work (as for example described in [18] or [19]) have provided
a basis for determining an appropriate set of parameters for the investigations
conducted in the frame of this work.

Outline

The rest of the paper is organized as follows. Section 3 describes the hard-
ware setting used in the studies including placement and variation parameters
of the vibro-tactile elements. Furthermore, definitions as well as a short char-
acterization for the conducted experiments are given. In Section 4 the results
2 Ubisense Platform Homepage, URL: http://www.ubisense.net/content/8.html,

last retrieved March 20, 2009.
3 Intersense Inc. IS-900 Systems, URL: http://www.intersense.com/

IS-900_Systems.aspx, last retrieved March 20, 2009.
4 Engineering Acoustics Inc., URL:http://www.eaiinfo.com/TactorProducts.htm,

last retrieved March 21, 2009.

http://www.ubisense.net/content/8.html
http://www.intersense.com/IS-900_Systems.aspx
http://www.intersense.com/IS-900_Systems.aspx
http://www.eaiinfo.com/Tactor Products.htm
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of evaluations regarding latency and stimulation parameters are presented and
discussed. Section 5 concludes the work and gives some suggestions for future
improvements.

3 Experimental Design

For the studies conducted within this work a vibro-tactile waist belt – built
up from eight high-precision C-2 tactor elements creating a strong, punctuated
vibration force – has been used (see Fig. 1). Each of the tactor elements has
a diameter of 30.48mm, a height of 7.87mm, and uses electromechanical voice-
coils to generate vibrations with a resonance frequency in the range between
200 and 300Hz. In order to allow precise delivery of orientation information the
vibration elements have to be spaced equally. Considering this quality issue we
used two differently sized belts, one with a length of 720mm and one with a
measure of 850mm, to be able to process the experiments with test participants
with different waist girths (in the range of 75cm to 100cm).

Fig. 1. The waist-belt system consisting of the vibro-tactile belt, the Intersense
transceiver, and the belt controller, a detail view of the waist belt, a participant wear-
ing the belt and the headphones in a two-dimensional indoor navigation experiment
(from left to right)

3.1 Parameter Definition

Tactor Placement: As described by Cholewiak et al. [20] vibro-tactile per-
ception is insusceptible to the vertical alignment of actuators on the body in
the region from hip to chest, even if the underlying tissue (Epidermis) touched
by a certain tactor varies widely and consists either of tendons, bones, mus-
cles, etc. Instead, perception of vibrations is highly influenced by the position of
tactor elements around the waist, for instance higher perception is reported for
tactors positioned on the anatomical keypoints navel and spinal column, lower
perception for vibration elements placed on the sides.

Position Tracking: For high-precise and accurate indoor position and orienta-
tion tracking of“navigating”test persons an Intersense IS-900 6-DOF5 ultrasonic
5 Degrees of Freedom.
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positioning system was used. The wireless tracker, which had to be carried along
by the candidates, was mounted on top of closed-back headphones (type AKG
K55), worn throughout all experiments and playing “masking music” during the
two experiments 1 and 3.

Vibro-Tactile Stimulation: In the different experiments, as described in Sec-
tion 3.2 below, a combination of frequency and amplitude variation was used to
notify test persons about distance and orientation.

(i) Frequency Range: We used frequency variation in the range from 200 to
300Hz, since it is known to be perceived best by the Pacinian Corpuscles
(PC) (see for instance Cholewiak et al. [20] or Riener [6, p. 115f]). Initial
studies conducted on higher and lower frequencies confirmed that using fre-
quencies below approximately 150Hz or above 350Hz are difficult to perceive
and thus should not be used in Tactograms6

(ii) Amplitude/Gain Variation: For notifications using different vibration in-
tensities the full range offered by the tactor system has been utilized. The
overall range encompasses 24dB, fragmented into 256 intensity levels. The
linear mapping between distance and corresponding intensity level results in
a logarithmic sensation.

Fig. 2. The left image shows a navigation track (combination of thick, straight lines)
with the overlayed trace of one test participant (thin solid line). Overlayed traces of all
test persons on the same track indicate a rather good navigation precision, however,
with several outliers (right image).

Route Design: For each of the three processed experiments a different course,
as exemplarily shown in Fig. 2, was defined. The illustration shows a top view
6 The notion of Tactograms for describing vibration patterns has been introduced in

[6, p. 123f].
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of our laboratory room with a tile size of 60 by 60cm and an overall room size
of 730 by 745cm. The light-shaded area was accessible for test participants (and
limited by the coverage area of the Intersense tracking system7).

To guarantee comparability between the different courses they have been de-
signed according to the following properties, equal for any experiment.

(i) Entire walking distance: 18.0m

(ii) Waypoints: 13
(iii) Distance between waypoints: 1.50m

(iv) Track sections:
(a) A nearly straight part consisting of 3 track sections (defined by 4 points),

+15◦ and −15◦ angles.
(b) One 170◦ U-turn.
(c) Two consecutive angles of 90◦ each.
(d) A zig-zag path, +160◦ and −160◦ angles.
(e) The four remaining angles were 16◦, 40◦, 117◦, and 127◦.

3.2 Definition of Experiments

Before conducting the actual experiments, test participants had to perform a
short familiarization experiment. It consisted of five waypoints and should help
participants to get used to the system and the notification behavior of the tactor
belt, particularly to the distance encoding scheme and its variation parameters
vibration amplitude and frequency. They got no instructions at all on how the
systems works or that distance is coded into vibrations – the only information
they got was that (i) they had to walk along a route with several waypoints and
(ii) a simultaneous pulsation of all vibration elements for one second means that
a waypoint has been reached.

Experiment 1: Fixed Frequency/Gain with Auditory Masking

The results of this most trivial test case conducted at first for all test attendees
were used as “baseline” for further investigations. The distance and direction
mapping for this experiment was as follows. The two vibro-tactile elements on the
waist belt closest to the destination (waypoint) were activated with the highest
possible vibration amplitude and a fixed frequency of 250Hz, thus there was no
notification about the actual distance to the next waypoint. If a participant was
more than 1.9m away from the next Point of Interest (POI), the tactor element
with shortest distance to this POI was activated in a 180ms pulse, 180ms pause
pattern in order to guide the person to that waypoint. However, since the distance
between waypoints was specified to be exactly 1.5m, this pattern was only used
in very rare occasions, namely when a test person completely got lost.
7 The routes for all the experiments have been defined with respect to fit into the

Intersense coverage area.



Time-Lag as Limiting Factor for Indoor Walking Navigation 31

Reaching a Waypoint: If a POI was reached, all tactor elements were acti-
vated in a 100ms pulse - 100ms pause pattern for 1 second, to clearly notify
the walking person about its arrival at a waypoint. Immediately after this noti-
fication pattern the direction to the next waypoint was delivered. The covered
path as well as the time required for approaching each waypoint were recorded
and later used as reference values to evaluate the performance of the other two
experiments featuring frequency and gain variation.

Masking Vibration Noise: For the purpose of auditory masking the noise
generated by vibrating tactors a harmonic title of drone music [21] was played
at such a person dependent volume, that the person could no longer hear the
vibration source.
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Fig. 3. Encoding schemes for the three experiments. Constant vibration intensity (peak
value, 0dB attenuation) and frequency (250Hz) has been used in experiment 1, for the
experiments 2, 3 a variation of vibration intensity (0dB to -24dB attenuation) and
frequency (300Hz to 200Hz) depending on the distance (0.0m to 1.9m) has been utilized

Experiment 2: Frequency/Gain Variation without Auditory Masking

In this test case the distance of the test person to the next waypoint was encoded
using vibration frequency and amplitude variation as follows. If a participant



32 A. Riener, M. Straub, and A. Ferscha

enters a freely configurable area around a Point of Interest (in all of the presented
and discussed test sets a circle with a radius of 1.9m has been utilized) the
parameters described in the paragraph “Vibro-tactile Stimulation” above were
linearily mapped to the distance by increasing both frequency and amplitude
with decreasing distance to the waypoint. Beyond the defined area directional
notifications were given as described in the baseline test above.

Experiment 3: Frequency/Gain Variation with Auditory Masking

This experiment was similar to the previous one with the only difference that
auditory vibration information was masked with music as described and used in
the first experiment.

4 Evaluations

The experiments were conducted with 11 voluntary male test persons, aged be-
tween 23 and 32 years with an average age of 25.7 years, sized between 174 and
194cm with an average height of 181.7cm, weighted from 65 to 104kg with an
average weight of 78.5kg, and with abdominal girths around the navel from 75 to
100cm with an average of 85.6cm. Three of the participants were staff members,
the remaining eight were computer science students.

As it has been evidenced that there is a strong gender dependent difference in
reaction speed and navigation precision (e. g. in Kosinkski [22], Dane et al. [23],
Der and Deary [24], Surnina et al. [25]), thus only male persons were allowed to
take part in the experiments.

4.1 Notification Latency

The time lag from Intersense, sensing a person’s movement, until the vibro-tactile
waist belt emitted the corresponding tactile notification consisted of around
10ms for the acquisition of position data via the Intersense server (WLAN delay),
added by another 180ms for sending one command to the tactor controller (more
precisely, the tactor controller’s microcontroller needs approximately 180ms to
process a command, thus one command can be sent only once every 180ms).

For the first experiment only one command was required for changing vi-
bration patterns (Tactograms), the time lag is therefore 10ms+180ms=190ms.
However, for the second and third experiment three commands were needed, the
latency calculates to 10ms + 3 × 180ms = 550ms.

4.2 Interviews and Observations

In general, the reaction from test attendees on the experiments and the vibro-
tactile navigation was quite positive. Even though 73% of the participating per-
sons had no experience with this kind of notification, they stated that (i) the
belt-type navigation system was intuitively useable for navigation and (ii) they
could imagine being guided by such a system in the real. More specifically, fol-
lowing conclusions can be drawn from observations and interviews following the
user tests.
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(i) Latency: Some of the test candidates quickly learnt how to compensate the
indicated time lag. They seldomly turned around their own axis, but tended
to step sidewards and backwards. 55% (6) of the test candidates explicitly
complained about the latency of the system and that this made it particularly
difficult to navigate efficiently when being close to a waypoint.

(ii) Tactor placement: Three test participants felt the strongest vibrations on
the frontmost tactors, two persons had problems in feeling vibrations on
the tactile element placed nearby the navel, one felt that the vibration el-
ements placed left/right on his sides provides best vibration feedback. 45%
(5) complained about a generally low vibration intensity on the back. Even
if Cholewiak et al. [20] stated that belly and back are two anatomical ref-
erence points where vibrations are sensed better than on the sides, this did
not hold true in our experimental setup, presumably caused by the fact that
the tactor elements on the back were only pressed against the skin with low
force.

(iii) Masking vibration noise: A piece of music delivered via headphones was
used to mask the vibration noise in two of the three experiments. This was
regarded as a good option by four participants (36%) – they stated that the
masking helped them to focus their attention on the vibro-tactile sensations.
One person missed the noise and felt less capable of precise navigation, the
other six participants felt indifferent to the music.

(iv) Vibration amplitude: 73% (8) test persons noted that in some cases the
vibration signal was not strong enough, which was obviously caused by the
applied distance coding scheme used in the experiments two and three. 64%
(7) participants perceived the changed distance coding scheme between the
first and the other two experiments, and furthermore found the distance
dependent variation of frequency and gain a useful addition to the first
experiment.

4.3 Walking Traces

All participants successfully accomplished the three navigation (or waypoint find-
ing) experiments. The only briefing carried out just before conducting the tests
was a a short training with five waypoints, in order to get familiar with the
system. In the course of the experimental processing three “walking anomalies”
recurred again and again, namely (i) extensive zig-zaging when approaching a
waypoint, and then passing by, (ii) revolving around the waypoint, and (iii)
make a fast beeline to a waypoint, missing it, and come back again, see Fig. 4
(from left to right).

Both the boxplots in Fig. 5 and Table 1 show that the performances of the sec-
ond and third experiment were significantly worse compared to that of the first
one, thus hypothesis 1 cannot be accepted. This result holds true for the number
of occured anomalies as indicated in the righthand plot of Fig. 5. The number of
anomalies was significantly lower for the first experiment (e. g. on average 2.18
compared to 4.73 for the second experiment), the result for the third experiment
is slightly better than for experiment two.
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Fig. 4. Walking anomalies (from left to right). Zig-zaging before, revolving around,
and passing by a waypoint. The bigger circle represents the vibration belt with eight
tactors, the actual destination to be reached is the intersection point of the two straight
lines.

Table 1. The walking distance is on average 27.64% (20.23%) higher for the second
(third) experiment compared to the first one. This relationship holds true for the walk-
ing time and the counted anomalies (p<0.05).

Walking Time (sec.) Walking Distance (cm) Anomalies (quantity)
Attribute Exp. 1 Exp. 2 Exp. 3 Exp. 1 Exp. 2 Exp. 3 Exp. 1 Exp. 2 Exp. 3

Min. (xmin) 7.44 7.91 8.61 217.00 221.61 251.49 0 2 1
Median (x̃) 8.81 12.31 10.75 264.50 357.56 305.92 2 5 4
Max. (xmax) 10.31 13.69 13.27 301.81 399.16 410.11 6 7 7
Mean (x) 9.64 12.43 11.74 285.00 363.77 342.65 2.18 4.73 4.27
SD (σx) 1.86 2.12 1.76 41.88 62.20 63.34 1.83 1.74 1.85

One of the main reasons for this performance degradation between the first ex-
periment and experiments 2 and 3 originates from the increased time lag (550ms
for the second and third, 190ms for the first experiment). However, this seems
not to be the only cause as (i) the kind of notification (or vibro-tactile message)
changed from experiment 1 to the experiments 2, 3 and (ii) 73% (8) of the test
persons noted that the vibration intensity was partly too low for the experiments
2 and 3 (particularly at higher distances).

Hypothesis 2, which states that a test person will perform faster and/or better
in experiment 2 than in experiment 3 by reason of multimodal instead of uni-
modal feedback have to be rejected, the results even show that it is rather the
other way round (see Table 1). All individual results, the walked distance, the
duration required for completing a trace and the number of anomalies are lower
for the third experiment than for the second (however, statistically not signifi-
cant). This result can be explained by the fact that the multimodal stimulation
(vibration noise from a tactor element and the vibration itself) confuses and
distracts a test person – 36% of the test participants noted that using a masking
music during the experiment helped them to improve their concentration on the
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Fig. 5. Boxplots indicating the overall walking time, walking distance, and the number
of anomalies (from left to right)

main task. Additionally, a learning effect from experiment 2 to experiment 3,
although different route traces have been used, cannot be ruled out definitively.

5 Conclusions and Further Work

In this paper we have described a belt-type body-worn indoor navigation system.
Both the findings from the questionnaires and the empirical results confirmed
that latency (or time lag) negatively affect precise and fast route guiding.

The proposed distance encoding scheme (varying both vibration frequency
and amplitude) missed its expected performance. This result can at least be
partly explained by observations from several test participants, who noted that
sometimes vibrations were very difficult to sense. From combining these state-
ments with our observations while conducting the experiments it became clear
that the occurence of this problem correlates with high waypoint distances – and
therefore low vibration amplitudes – during experiment 2 and 3. On the other
hand, the positive feedback from other test persons with respect to the distance
depending encoding model motivates further research on distance encoding.

The hypothesis on a noticeable performance degradation when blanking the
noise generated by the vibration elements, and thus reducing the feedback dimen-
sionality from bimodal to unimodal, has to be rejected. Test persons reported
that the masking of vibration sound leads to a higher focus on the vibration
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force, the empirical results also showed an improvement in navigation speed
and/or precision.

Further research questions relate to the interrelationship of performance degra-
dation and (i) notification latency or (ii) distance depending variation of vibration
intensity.
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Abstract. Sensor networks generate a compact form of data in order to
efficiently use the available power of the device. Query engines require a
richer form of this data in order that users can express meaningful and
useful queries. This enrichment of the sensor stream leads to an inevitable
increase in the volume of data transported across the network. If this data
is enriched and stored in a database on the same server and used only
for offline queries, matters such as enrichment time and increased data
volumes can usually be managed quite efficiently. However, when there
is a requirement to query sensor output in real time, the time required
to enrich data and increased data volumes lead to slow query response
times. In this research, we present the liveSensor system which offers
the benefits of an enriched sensor stream, providing a high level query
interface to the user. However, it delays the enrichment of sensor data
until after query results have been generated and thus, maintains a high
level of performance by processing raw sensor streams.

1 Introduction

Flexible or freeform queries over wired and wireless sensor networks are generally
difficult to achieve due to the minimalist nature of sensor data. It generally
requires some form of data enrichment (with semantics) to provide the query
language with sufficient expression and variables to extract the required result.
This assumes that data has been captured, harvested and enriched before storage
inside a database management system. Querying live data streams presents a
further set of problems due to the dynamic nature of streaming data. The basic
characteristic of stream processing is that the data must be processed in a single
pass and in the order in which it is received. Values may be temporarily stored in
buffers but this becomes increasingly less practical as the size of the data stream
increases, particularly due to the fact that the total size of the data stream may
exceed the storage capacity of the machine performing the query processing.

The second problem is that sensors will generate data in a proprietary for-
mat, requiring constant redevelopment of systems that require new drivers and
processors each time a new sensor is deployed. While the eXtensible Markup
Language (XML) can provide a basic framework for interoperability and some
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of the additional services can be provided by efforts such as the Open Geospatial
Consortium[12], this approach is not without issues, as we shall demonstrate in
the following section.

The research carried out in this paper is part of a collaboration between a
team of information management specialists and a group of sports scientists
monitoring the performance of top class athletes. In a series of sports-based
experiments, participants wear heart rate sensors that broadcast heart rates,
timing based data and additional contextual data, with the requirement that
specialists can monitor and adapt the behaviour of athletes according to the
results of queries. Using a team-based system of Polar devices [13] and building
a software layer to the base station, we have developed a proof of concept system
to demonstrate the usability and range of queries that are possible. This type of
sensor network is similar to the system described in [2] where wearable devices
are used to stream data to a base station (RFID reader) before being presented,
together with other contextual data, to the user or specialist through a dedicated
interface. In our system, the contextual data describes both participants and the
type of activity in which they are involved.

1.1 Motivation and Contribution

There are many advantages to storing sensor data in an XML format: a canonical
model for representing sensor data, interoperability between disparate sensor
devices, a combined format for representing both content and structure and
the provision of standard querying capabilities. The OGC [12] have expanded
on the usage of XML to provide a suite of services and workflow to track and
detail sensor interaction and output. However, the XML format is not without
its disadvantages. Converting a flat-text sensor stream into an XML format will
have a significant impact on network transmission times and the performance of
queries.

A good example of this is the system described in [1], where they present
a method for enriching raw sensor data into an XML format and storing it in
an XML database, from which it can be queried using XPath or XQuery. The
resulting XML files were larger than the raw sensor files by a factor of six, on
average. This increase in file size has significant effects on both storage require-
ments and query response times, especially as XML has an inherent problem
with query performance [8].

Thus, while we favour the approach of XML enrichment in order to provide
the user with the required semantics to express powerful queries, it is this en-
richment process that will have a negative side effect on query performance. Our
contribution in this paper is a system for querying raw sensor data streams using
a standard XML query language.

Our solution combines the advantages of the XML format while avoiding the
disadvantages of increased data volumes and reduced query performance caused
by the enrichment process.

This is achieved by using XML metadata to describe the data stream and
provide the user with an interface to accept XML queries. Queries are then
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transformed from XML to lower level primitives that execute on raw sensor
streams. Our metadata-based approach ensures that the deployment of new sen-
sors requires no changes to the system programs or processes: merely the addition
of a new entry to the Metabase.

This paper is structured as follows: §2 describes the system architecture in
terms of processors and the importance of metadata constructs; §3 provides a
detailed case study demonstrating the operational workflow of the system; §4
describes the experimental setup used to evaluate our system and provides a
discussion of the experimental results; §5 examines other approaches to similar
problems and, finally, §6 concludes and describes future research.

2 Query Processing Architecture

In this section, we describe the system architecture necessary to query raw sen-
sor data using an XML language interface. The system is comprised of a series
of processors, each responsible for different aspects of query transformation and
execution. In addition to the processors, there are a number of metadata con-
structs that provide extensibility and interoperability, allowing new sensors to
be processed by the system.

2.1 Metadata Constructs

There are two categories of metadata constructs: persistent constructs that are
stored in the system’s Metabase and transient constructs that are created during
query processing and deleted after the results are passed to the user. There are
four persistent metadata constructs, all of which are XML documents:

1. Templates. Templates describe a sensor and provide information on how
to parse the output generated by the sensor. Each sensor device type must
have a corresponding Template so that the system can process and query
its output. In turn, each Template file is associated with a single Schema
construct as illustrated in figure 1. A Template contains mappings to the
Schema, providing a means of converting raw sensor data and storing data
in databases or generating query results. These mappings are implemented
in two stages:
(a) The Template file splits the sensor data stream into one or more sections.

Each section is associated with a particular node or subtree of a Schema
file and thus the sensor data stream can be mapped to a particular
subtree of the Schema.

(b) Within each section, the Template also specifies a number of unique vari-
ables. Each variable represents an XML element (such as an attribute
or node text) that will contain sensor data. Each variable is associated
with some information for processing the sensor data stream. This in-
formation will be used to build a parser for the sensor data stream and
the resulting tokens from this parser are therefore mapped to a specific
element within a subtree of the Schema.
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Fig. 1. Metadata Interaction

2. Schemas. The Schema construct provides both structure for storing sensor
data and an interface for users to interact with and query sensor data.

3. Contexts. Sensors are generally deployed in a specific context (health and
fitness monitoring, environmental monitoring, etc.) with a specific interac-
tion between objects in the sensor network. Context information is used to
provide additional semantics for transforming and querying the sensor data.
It is used to enrich Schema objects to provide new knowledge or information
that is stored in the sensor database. While the same Heart Rate monitor
is interpreted by a single Template, it may be used in a number of different
contexts: a laboratory, football or tennis match, training exercise, and may
be worn by different genders or age groups. Each Context object is associated
with the particular session during which the Heart Rate monitor generated
data. For the live query processing described in this paper, the Context

Fig. 2. The Bangsbo Context
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can be used to plot or section streaming values. The sporting activity that
provided the context for this sensor network is the Bangsbo test [7] with the
main objects and their relationships illustrated in figure 2. Contextual data
is optional but will allow for queries with much richer semantics.

4. Rules. Rules, together with Contexts are used to transform the data stream
of a specified sensor. This is part of ongoing research and is currently only
used to detect outlier or erroneous sensor data,

There are three transient metadata constructs, all of which are closely linked (see
the case study in §3). Unlike the previous constructs, these are tree structures.

1. Query Tree. The Query Tree is used to model the user query. The structure
of the Query Tree will be used to identify those sections of the sensor data
stream that are relevant to the query. This is achieved in conjunction with
the Template, which maps specific subtrees of the Schema (and therefore
the user query which is formulated for the Schema) to specific sections of
the sensor data stream. Filters in the XPath query which require an element
to have a specific value, conform to a certain range, etc. are modelled as
variables which are stored in the relevant nodes of the Query Tree.

2. Extended Query Tree. This tree is derived from the Query Tree. Two
things happen when creating this tree: the first is that any wild cards in the
XPath query are resolved and all possible paths are added to the Extended
Query Tree; the second is that the root node of the result set is identified and
all the nodes in its subtree are added to the Extended Query Tree from the

Fig. 3. Metadata Driven System Architecture
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Schema. As these nodes are added, any associated mappings (Templatebased)
are added as variables, to be populated with data during query execution.

3. Result Tree. The Result Tree will contain the final result set. As the
Extended Query Tree is populated with data from the sensor data stream it is
checked to see if the data satisfies the query. When a suitable subtree matches
the query requirements, it is moved to the Result Tree. The final result is
transformed (Processor P5) to the XML format expected by the user.

2.2 Query Processors

The system processors are the components that transform queries from the high
level XPath language into low level primitives that manipulate the sensor data.

– P1. Query Interface. The role of the Query Interface is to retrieve the
XML Schema from the Metabase and present it to the user. The Schema is
used to express queries against the sensor data. This is not a major part
of this research as it requires some means of transforming the natural lan-
guage queries of non-IT users into XML languages XPath or XQuery. For
the purpose of this paper, we assume that the user can express XML queries.

– P2. Query Transformation. The role of the Query Transformation pro-
cessor is to convert an XML query into a set of Java-based primitives. The
output from this processor is the Query Tree structure shown in figure 1.
An example of a query tree in figure 4 is discussed in detail in the following
section.

– P3. Query Execution
The Query Execution Processor takes as input the Query Tree structure
and creates the Extended Query Tree. It then populates this tree with val-
ues from the sensor data stream according to the mappings stored in the
Template. Data that will not form part of the final result set is removed
from the tree structure during query processing. Effectively, this means that
there are two cursors operating on the Extended Query Tree: one pointing
to the top of the data stack, and the second pointing to the top of the veri-
fied data stack. Depending on the query type or user interaction, the verified
data stack is emptied into the Result Tree structure and passed to the next
processor.

– P5. Results Transformation. This processor takes as input, the Results
Tree, tranforms the data into an XML document that conforms with the
Schema representation, and returns the query result to the user.

– P4. Stream Analysis. The Stream Analysis processor is optional. Where
appropriate, it retrieves a Context from the Metabase and uses it to parse
and section the sensor stream.

3 Heart Rate Sensor Case Study

In section 4, we will describe the results from a set of queries executed on the
sensor streams. Before this, we use this section to describe the operational sce-
nario using one of the queries from this set. In this query, the coach wants to
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Fig. 4. Query Tree and Extended Query Tree

see if any of his players reaches their maximal heart rate during the opening 10
minutes (600 seconds) of activity. This maximal value is stored as VO2Max in
Context data, while the time and heart rate values are part of the continuous
data stream.

Example 1. Search for Maximal Heart Rate Figure
//sensorData[parameters/parameter[key=V02max]/value[text()=202]]
/measurements/measurement[@offset=600000]

The Query Interface receives a query from the user requesting a subject’s heart
rate after 600 seconds of activity. The subject must also have a VO2Max value
of 202. The XPath expression is shown in Example 1.

Once the query is received by this Transformation processor, it is converted
into the Query Tree structure shown in figure 4a.

The Query Execution stage comprises two steps: generating the Extended
Query Tree and processing the sensor stream. The Extended Query Tree is
built by adding information from the Template and the Schema to the Query
Tree. Wildcards are evaluated by analysing the Schema and adding all possible
paths that could be used by the query. This can be seen in figure 4b by the
addition of the healthSense node to the tree. Any other nodes that will be
required to populate the Result Tree are then identified in the Schema and
added to the tree. This results in the addition of measurement and value to
the tree.

The Template is examined for mappings to any of the nodes in the Extended
Query Tree. Mappings for the key, value and offset variables specified in
the query are located. In addition, a mapping corresponding to the text of the
value node is identified and the appropriate variable ($value) is added to the
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Fig. 5. Template Mapping Between the Data Stream and Extended Query Tree

tree. These mappings are then used to create a parser for the sensor data stream,
which is now split into sections, each of which is associated with a specific subtree
of the Schema. Figure 5 shows how the Templatemaps values to specific elements
of the Extended Query Tree according to these sections.

For section 1, the corresponding subtree of the Extended Query Tree con-
tains the requirements expressed in the query. The stream is processed until the
token V02Max=202 is evaluated as true against the query. Sections 2-8 are not
relevant to this query and are ignored.

Section 9 values are evaluated against the offset query parameter. How-
ever, the offset variable is not part of the data stream and must be com-
puted for each value according to the specifications of the Template. Further,
section 9 has an uninstantiated variable added from the Template ($value)
which represents an element that will be populated with data from the sensor
stream.

The data stream continues to be processed until the offset matches the
requirements of the query, as illustrated in figure 5. At this point, the $value
variable is instantiated to 157 and, as all requirements are satisfied, the relvant
nodes are moved to the Result Tree. At some point specified by the user or
query, the Result Tree is transformed to XML and returned to the user. The
XML output illustrated in figure 6 can be displayed as a table, graph or web
interface, depending on the user’s requirements. This is one of the major benefits
of using a highly interoperable interface format such as XML.
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Fig. 6. Results Tree and XML Output

4 Experimental Evaluation

As part of our research programme, we developed a system using the compo-
nents described in section 2 which we have called liveSensor as it operates on
live streaming data. In order to evaluate the effectiveness of our approach, we
compared our system with an existing query engine for XML streaming data.
While our system has a working prototype with both XML query interface and
a query execution module for the sensor stream, existing systems require sen-
sor data to be converted to XML. Thus, two existing applications were used to
build a comparable system. The HealthSense application [1] is used to convert
any sensor stream to XML and YFilter [5] is used to run queries. YFilter is
one of the leading XPath query engines. It optimises a number of user-specified
queries for a specific data stream. It was chosen from the available streaming
XPath engines as it provided a working implementation and was shown to have
the greatest coverage of query types [11].

4.1 Experimental Setup

All experiments were performed on an Intel(R) Core(TM) 2 Duo CPU E6750 pro-
cessor at 2.66GHz with 3.4 GB of RAM, running the Java Virtual Machine 1.6.0 on
the Ubuntu 8.10 operating system. The sensor network is formed by a group of ath-
letes wearing Polar Heart Rate monitors [13] while all athletes are subject to the
Bangsbo test [7], which is described by the appropriate Context in the Metabase.
In this test, athletes perform a series of tests without stopping and the test (and
sensor network) will terminate when the last athlete drops out.
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Our collaborators in Sports Science specified queries 1 to 5 for this experiment
while query 6 is a system query to capture all data generated by the sensor
network.

1. At what times did the user generate a heart value greater than 150?
– /healthSense/sensorData/measurements/measurement[reading/
value[.>150]]/reading/value

2. What was the heart rate value after 15 minutes of activity?
– /healthSense/sensorData/measurements/measurement[@offset=
900000]/reading/value

3. What is the subject’s resting heart rate value?
– /healthSense/sensorData/parameters/parameter[key[text()=
"restHR"]]/value

4. What is the heart rate value after 10 minutes for a user with a V02max value
of 202?
– /healthSense/sensorData[parameters/parameter[key=V02max]/
value[text()=202]]/measurements/measurement[@offset=600000]/
reading/value

5. Return all heart rate values.
– /healthSense/sensorData/measurements/measurement/reading/
value

6. Generate the entire sensor stream as a document.
– /healthSense

4.2 Experimental Results

As can be seen from table 1, the liveSensor query engine outperforms the YFilter
query engine in all cases except query 6. Query 4 was not supported by the XPath
grammar specified in the YFilter User Manual [14] and the suggested solution
(rewriting the query) was not applicable due to the complex nature of the query;
therefore, no comparison was possible. Query 1 was similarly unsupported due to
the use of the comparator operator, so a similar query using a different operator
was used for purposes of comparison.

In addition to calculating the YFilter querying times, it was necessary to
convert the raw sensor file into an XML format so that it might be queried first.

Table 1. Query Evaluation Results

Query liveSensor (ms) YFilter (ms) YFilter+HealthSense(ms) Result size
1 287 1474 4996 10.5Kb
2 193 1478 5000 20b
3 154 1417 4939 18b
4 211 N/A N/A 19b
5 220 1621 5143 10.5Kb
6 7508 1436 4958 169.8Kb
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This was performed using the HealthSense application, requiring a processing
time of 3.5 seconds and adding considerably to the overall processing time.

In the case of both query engines, it can be seen that query execution time
remains reasonably constant for the given queries, regardless of the complexity
involved or the size of the returned data set. With the exception of query 6,
liveSensor easily out-performed the well-regarded YFilter implementation.

In order to provide a ‘worst case’ scenario for our system, we devised Query 6
to return all data from the sensor stream. In effect, what this does is to convert
the entire sensor stream (using Processor P4) into XML. The reason for the
slower performance of liveSensor is that XML transformation was not part of
our research focus and the larger the result set, the slower our performance. By
examinining the internal times of each of the processors, we know that 7129ms is
devoted to converting the result set into an XML format, while only 379ms was
required to return the entire data stream. The relationship between the size of
the result set and the length of processing appears to be linear: reducing the size
of the XML output (by simplifying the schema) will result in a corresponding
reduction in the processing time. This transformation algorithm is part of current
research as we continue to optimise liveSense.

5 Related Work

An XML-based middleware for processing streaming sensor data is described
in [9]. It uses an extended form of XQuery designed specifically for streaming
data, known as XQueryStream. It is conceptually similar to liveSensor in that it
uses templates for enriching the data stream and allows the user to specify the
structure of the schema. However, their approach is closer to XML streaming
appraoches such as [1] as queries are executed on XML sensor data. The novelty
of liveSensor is that it queries raw sensor data using an XML query language.

The Sensor Web Enablement group is a working group of the Open Geospa-
tial Consortium[12] and is responsible for specifying interoperable interfaces and
metadata encodings for the integration of heterogenous sensor data. It has speci-
fied a number of standards for dealing with sensors and sensor data with support
for new sensors added to OGC standards in a similar way to the liveSensor sys-
tem - by specifying a number of metadata files. However, our system differs from
the OGC approach in that the structure of the output schema in the liveSensor
system may be freely specified by the user. The OGC standards were not used in
this proof of concept as they have yet to achieve an adequate level of maturity,
as noted in [3].

The efficient processing of continuous XML streams is addressed in [6]. This
is achieved in part through the use of punctuation in the data stream. This
punctuation is supplemented by a tag structure that is periodically transmitted
alongside the sensor data stream. The template-schema mappings employed by
the liveSensor system constitute a similar approach. Both systems have knowl-
edge of the stream based on the contents of these files and this knowledge is
used for more efficient querying. The difference in the two approaches is that
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our system stores the metadata in advance and thus avoids the extra overhead
of periodically transmitting the tag structure and inserting punctuation into the
stream.

In [10], they describe a system to recognise the daily activities of elderly
people in their own homes. Similar to liveSensor, they provide a context for
each experiment. In their case, they provide an ontology of daily events while
we provide a framework and semantics for interpreting our sensor data. Their
description of the contextual data is more exhaustive than we provide here and
their experiments focus on the accuracy of their detection of specified events.
However, they do not focus on the speed at which this information is delivered,
nor on the flexibility of the types of queries that can be expressed. In our work,
one of the aims is to measure how quickly we can determine results so as to
adapt the behaviour of participants.

Another research project to focus on sensor networks in the sporting doamin
is presented in [4]. They have a similar contextual platform to their experiment
in that they treat a single sporting event as the basis for generating the sensor
data. Furthermore, they use an ontology in the same way that we employ our
Metabase, to model metadata constructs and store key contextual metadata.
The difference in our approach is that we have a range of metadata constructs
used not only to describe the context for the sensor network, but also to describe
sensor outputs and query interfaces. They also have a similar set of experiments
with comparable query response times, although they do not provide explicit
information on the size of the output to queries.

6 Conclusions and Future Work

In this paper, we presented the liveSensor system, a prototype for querying sen-
sor streams using a high level, XML-based user interface. The system comprises
a set of processors that focus on each aspect of query processing and utilise
metadata constructs to provide genericity and interoperability across sensor de-
vices. By adopting a metadata approach to sensor management, we can add new
sensors without modification to any of the systems processors. Furthermore, we
can provide the user with both high level and standard query interfaces while
the data remains in the format generated by the sensor device. This provides
the dual benefit of flexible query expressions and a highly optimised query pro-
cessor. A small set of experiments were used to demonstrate the functionality
and effectiveness of liveSensor.

As we record the internal times of each liveSensor processor, we have identified
one area for improvement in terms of processing speed. The final transformation
processor converts the query results from a raw format to a high level format for
user management. When result sizes are large, other research [1] demonstrates
that we can obtain faster transfer times. This is one area of current research.
Additional current research focuses on the further development of our query in-
terface. The aim is to extend the XQuery language to facilitate the more domain
specific queries required by the user groups that build the sensor networks.
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Abstract. During the development of context aware applications a con-
text management component must traditionally be created. This task re-
quires specialist context lifecycle management expertise and hence can be
a significant deterrent to application development. It also removes the de-
velopers focus from differentiation of their application to an oft repeated
development task. This issue can be addressed by encapsulating the con-
text management lifecycle within a web-service, thus providing applica-
tions with a low-overhead alternative to managing their context data. The
adoption of a web-based approach maximizes the potential number of in-
teracting applications, including smart spaces, web and mobile applica-
tions, due to ease of access and widespread support of web technologies.
The contribution of this paper is the development of a lifecycle, based on
existing work on enterprise data and context aware lifecycles, which is op-
timized for web-based context management services (WCXMS) and the
provision of a web-service implementation of the lifecycle.

Keywords: context data, lifecycle, webtechnologies, context manage-
ment.

1 Introduction

Development of context-aware applications is no longer limited to the domain
of ubiquitous computing, mobile and web-based context-aware applications are
also being developed. Recently several location broker applications, including
FireEagle by Yahoo![3] and Google Latitude [1], have been launched and their
growing popularity illustrates the demand for real world location data within
the virtual world. However, location alone is only a small portion of a user’s
context, the remainder of which has thus far been ignored. In order to provide
truly context-aware applications we must move beyond serving location data
alone by providing a service capable of managing multiple types of context in
a time-sensitive manner. By providing context as a service (CXaaS) we can
provide application developers with a foundation upon which they can build their
context-aware applications. This enables developers to focus on their application
functionality rather than the development of context management components.

The use of a web-based approach facilitates interaction with many different
types of applications, including traditional context consumers such as smart-spaces
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and the more recent consumers of context data such as web-applications and mo-
bile applications. Additionally, the use of a centralized approach facilitates the
sharing of context data between applications. This means applications can access
context data from sources which they would not ordinarily have access to.

The realization of CXaaS requires as much of the context lifecycle as possible
to be encapsulated within the web-service. In order for this to occur a formal
model for the lifecycle of context data within a WCXMS must be developed.
Current web-based location management services do not provide a reference
lifecycle which can be extended to include other types of context data, therefore
the lifecycle presented in this paper is based upon related lifecycle work from
other domains, in particular enterprise data lifecycles and ubiquitous system
context lifecycles. In this paper we will present a lifecycle for web-based context
management services, we begin with the requirements on the lifecycle, followed
by development of the lifecycle itself and how it was influenced by existing lifecy-
cles. The paper continues by introducing ConServ, which is an implementation
of the lifecycle, and then describing two applications which have been developed
using ConServ. The paper finishes with some related work and conclusions.

2 Lifecycle Requirements

In order to provide CXaaS there are several requirements which the lifecycle
must fulfill in addition to the standard lifecycle requirements such as acquiring,
storing and delivering the context data. As outlined in the introduction, CxaaS
has two primary goals, firstly to enable the rapid development of context aware
applications and secondly to facilitate the sharing of context data in a controlled
manner between context applications. Stemming from these two key requirements
are some additional criteria without which the service would not succeed, of
which the main ones are described below.

The development of a generic context lifecycle which would be applicable to all
types of context data is not feasible, therefore, the lifecycle should be optimized
for personal context data as it is the most common category of context data used
by existing context aware applications. When dealing with personal context data
privacy is crucial. Users must have complete control over who has access to what
parts of their context data and at what level of granularity, at what time, from
what location etc. Therefore, expressive privacy policies are necessary to ensure
the safety of users’ context data.

Context data can come from a variety of sources such as GPS sensors, ac-
celerometers, calendars and online profile data. For some of this data it is ap-
propriate for it to be pushed to the service and for other data types it is more
appropriate for it to be pulled. As a result it is necessary that the lifecycle account
for context data being both pushed and pulled into the system.

The lifecycle must allow for interaction with third parties, both in the acqui-
sition and provision of context data. Additionally, An expressive, extensible and
commonly understood context data model is necessary in order to ease import-
ing/exporting of data from/to third parties. Extensibility allows developers to
model any concepts which have not been previously modeled within the system.
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3 Lifecycles

A substantial amount of related lifecycle work exists which can be leveraged
in the development of the WCXMS lifecycle. This section analyses the related
work, which is divided into two classifications of lifecycles:

– Enterprise Lifecycle Approaches: Lifecycles which are developed for enter-
prise applications but which do not explicitly target context data. These
lifecycles are robust and well-established industry standard strategies for
data management.

– Context Lifecycle Approaches: Lifecycles for managing context data, how-
ever they have not undergone the same level of testing as the enterprise
approaches.

3.1 Enterprise Lifecycle Approaches

There are several well established data lifecycles approaches in use within en-
terprise which can influence the WCXMS lifecycle. Enterprise lifecycles are for-
mulated to control the lifecycle of sensitive data in enterprise applications. In
comparison to context data, the data stored within the enterprise applications
is relatively static. For instance an enterprise application which stores users’
contact details is not going to receive as many updates as a context aware appli-
cation which stores users’ location data. However, thanks to commercial support
from some of the large software vendors, such as Oracle and Microsoft, enterprise
lifecycle approaches are robust and well tested and for those reasons should be
analysed to identify any potential relevance to the WCXMS lifecycle. Two of
the more popular enterprise lifecycle approaches are Information Lifecycle Man-
agement (ILM) [17] and Enterprise Content Management (ECM) [4]. Both ILM
and ECM consist of more than just the lifecycle, but also the tools, practices
and methods which surround the lifecycle.

ILM is defined by the SNIA Information Lifecycle Management Initiative to
consist of “the policies, processes, practices, services and tools used to align the
business value of information with the most appropriate and cost-effective infras-
tructure from the time information is created through its final disposition”[17].
The five steps in the ILM are show on the left of Figure 1. ILM is primar-
ily focused on data lifecycles which occur within the same organization; while
data may initially be received from a third party, each of the ensuing steps oc-
cur within the same organization. As a result the lifecycle is not suitable for the
WCXMS application where interaction with third parties is of great importance.
However the steps following the data use are relevant as context data must also
be maintained and disposed of.

ECM is said to be “the strategies, methods and tools used to capture, man-
age, store, preserve, and deliver content and documents related to organizational
processes”[4]. The ECM lifecycle, seen in Figure 1, is not applicable to context
data as it is overly focused on the steps prior to data dissemination, whereas
ILM is more concerned with the steps after data distribution. The steps within
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Fig. 1. ILM and ECM Lifecycles

the ECM strategy are prepossessed towards data storage with two entire steps,
Store and Preserve, dedicated to it and a portion of the Manage step is also
storage related.

Hayden[11] provides an extensive data lifecycle management strategy contain-
ing ten steps. Haydens steps, shown in Figure 2, are focused on a distributed
enterprise setup which is subject to Federal data retention rules therefore not
all of the steps, such as Transmission & Transportation and Retention, are ap-
plicable to a WCXMS. Hayden’s lifecycle includes steps to mitigate the impact
of users altering data in an unauthorized manner during the lifecycle (Manip-
ulation, Conversion/Alteration) this is not an issue for a WCXMS as only the
data owner can alter their data. Hayden strikes a balance between ICM and
ECM by having a better distribution of steps before and after the Release of
the data. A Classification stage was not present in the previous strategies and
is of interest to the WCXMS lifecycle as classification of acquired context data
is important due to the variety of context types and the importance of knowing
the relationship between different pieces of context data.

Fig. 2. Hayden’s Data Lifecycle

3.2 Context Lifecycle Approaches

Different approaches have been taken to the area of context lifecycle management
depending on the application requirements. Chantzara and Anagnostou [7] have
identified four separate stages in the lifecycle, shown on the left of Figure 3,
and the stages are distributed across three types of actors; Context Providers, a
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Fig. 3. Chantzara and Ferscha’s Lifecycles

Context Broker and context aware Service Providers. This approach is of great
relevance to the WCXMS lifecycle as the interacting actors in both systems
are quite similar. However, the model is overly simplistic, only two stages are
handled by the context broker, and would require further elaboration in order
for its adoption within the WCXMS lifecycle.

Ferscha et. al. [9] provide details of their lifecycle for context information in
wireless networks. They begin with the Context Sensing stage, which can be a
time triggered or event triggered acquisition of low level context data, followed by
the Context Transformation stage which involves the aggregation and interpreta-
tion of the sensed information, the next stage is Context Representation, whereby
the transformed context is applied to an ontology to create high level contextual
information, Context Rules are then applied to the semantic context data which
then sends commands to the Actuation stage. This lifecycle has more stages than
the previous one and it makes use of both ontologies and rules which makes it
relevant to the WCXMS lifecycle. The functionality of the Transformation, Rep-
resentation and Rule Base stages are of particular interest. Unfortunately there is
no distinction between different actors within the lifecycle and therefore it is only
applicable for adoption within a controlled environment. Additionally, after the
Actuation stage the lifecycle restarts and as there are no stages for data storage
or controlled disposal of the data, as a result the strategy is incomplete.

As part of the MOSQUITO project Wrona et. al. [21] developed a simple
three stage context life cycle which was made up of “Context Information Dis-
covery”, “Context Information Acquisition”, “Context Information Reasoning”.
This scheme is incomplete as there is no mention of a stage which uses the con-
text data or a stage which disposes of the data. But the Context Information
Acquisition stage is applicable to the WCXMS lifecycle as it is more generic
than the Context Sensing stages used by the other lifecycles and hence applies
to pushing/pulling of context data from many different sources, not only sensors.

4 WCXMS Lifecycle

The WCXMS context lifecycle, shown in Figure 4, borrows aspects from many
of the above strategies. The lifecyle has been separated between three actors
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Fig. 4. The WCXMS Lifecycle

in a similar manner to Chantzara and Anagnostou. The Context Provider and
Context Consumer are third party applications, for example, web-applications,
smart-spaces, mobile applications which either provide and/or consume context
data. The Context Acquisition stage, which is inspired by MOSQUITO, provides
mechanisms for the pulling and pushing of context data. Two stages overlap with
stages in Hayden’s approach, Classification, which classifies the acquired data
using a set of context ontologies, and Handling, which expands on the classified
data to create associated data with different levels of granularity. Hayden’s Rel-
evance stage is also integrated into the Classification stage as the relevance of
WCXMS context data is decided once it once it has been classified.

Context is disseminated in accordance with user defined privacy policies. Users
have complete control over their data, i.e. who has access to that data, at what
level of granularity and under what conditions. Therefore, once a Context Con-
sumer makes a Context Request for a user’s data the user’s privacy policy is
examined in order to establish what permissions they have been given for that
data.The Maintenance and Disposition stages are borrowed from ILM. The re-
sult is a formal context management lifecycle optimized for deployment in a
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Fig. 5. ConServ Component Diagram

web-based environment. The remainder of this section provides details of a
WCXMS lifecycle implementation called ConServ and describes the implemen-
tation details of each of the lifecycle steps.

ConServ Overview

ConServ is a REST [10] based web service developed using the model-view-
controller (MVC) architectural pattern. ConServ has a core set of ontologies
which are tightly coupled to the web-service implementation in order to provide
a fast and reliable service for managing popular context data types. The ability
to extend the types of context data managed is also provided. By allowing de-
velopers to upload additional ontologies to ConServ they can extend the core set
of ontologies with any additional concepts which have not been modeled. The
component diagram in Figure 5 shows the differentiation between the core and
the extensible components, along with the MVC structure of the web-service.

4.1 Context Acquisition

As per the WCXMS lifecycle requirements ConServ can receive context data
by pulling or by data sources pushing context data. The Controller component
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handles the Context Acquisition stage of the lifecycle. Pushed data can either
be manually entered via the web-interface or pushed to the RESTful interface.
Context data can also be acquired by pulling data from a context source. Ac-
quiring calendar data is a good example of this; the user provides the URL of
their iCalendar file, this XML file is then imported by ConServ and the data in
the iCal file is then provided to the classification stage of the lifecycle.

4.2 Context Classification

Context classification occurs in two different ways depending on whether the
context data was pulled or pushed. If the context data was pushed then the
URL which it was pushed to is decoded into a class and a property for a par-
ticular ontology and then the data is converted into RDF before being passed
to the Context Handling stage of the lifecycle. If the context data is pulled, it
is converted to RDF if necessary, then the individual classes are separated and
forwarded to the Context Handling stage.

Context Ontology Description. A set of core ontologies and related onto-
logical extensions are used to classify the context data acquired by ConServ.
The core ontologies model users, devices, policies, locations, events and services.
Based on the definition that ontologies are shared models of a domain that en-
code a view which is common to a set of different parties [5] we have opted to
use existing popular ontologies where possible in order to ease integration with
ConServ and to leverage existing context data rather than create a completely
new set of ontologies. The structure of the context ontology is illustrated in
Figure 6 and an overview of the key classes is provided below.

Location: The GeoNames location ontology [19] and web service is used as the
core of the ConServ location system. The GeoNames ontology is extended to
provide a method of modeling buildings, floors, rooms and more. This extension
is based on the MIBO [16] building ontology which has been adapted to inter-
operate with the GeoNames ontology which uses the SKOS [14] ontology.

Person: The FOAF ontology [6] is one of the most commonly used ontologies on
the web and therefore was an obvious choice for modeling users within ConServ.
FOAF provides many useful of properties for modeling such things as name, date
of birth, email address, acquaintances, publications and group memberships to
name but a few.

Events: Events are modeled by extending the icaltzd format [20]. Event data
can either be imported from an iCal file or manually created using the RESTful
interface or the web-interface.

Detection: The detection of a person results in the creation of a detection event.
A detection event is associated with a time, location and device; the device is
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Fig. 6. Structure of the ConServ context ontology

in turn associated with a person. The time at which a detection occurs can
be instantaneous or it can be over a period of time, for instance if a person is
sitting at their desk for 2 hours, rather than create a new detection every time
the person is detected a single detection event can be created with a 2 hour
duration.

Devices: Due to the vast array of available personal mobile devices it is diffi-
cult to model each individual mobile device and their capabilities and keep the
model updated. We have taken the approach of modeling mobile devices based
on their connectivity options (Bluetooth, WiFi, RFID). The ACRONYM on-
tology [15] is used for modeling the devices and it has been extended with the
conserv#hasDetection property in order to connect devices to detection events.

4.3 Context Handling

The primary function of the context handling step, which occurs in the Model com-
ponent, is to facilitate ConServ’s total forward-chained reasoning. ConServ mate-
rializes all appropriate location and event data in order to provide access to those
concepts at different levels of granularity. Location has thirteen levels of granular-
ity which directly map to levels used in both the GeoNames and MIBO ontologies.
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For instance if ConServ is informed that a user, John Smith, is located in the DERI
building it then materializes that John Smith is located in Lower Dangan, Galway
City, Galway County and Ireland. This allows John Smith to specify at which level
he wishes particular context consumers to access his location data. The context
granularities are modeled using the SKOS Ontology [14] with the granularities be-
ing defined within a skos#OrderedCollection which contains a skos#Concept for
each level of granularity for a particular context type.

There are 3 levels of granularity in event context data. These levels are directly
related to the access levels given in online calendar applications. Level 0 does
not allow any access to the calendar data, Level 1 allows services to see when the
user is either free or busy but it does not provide any details about the events
in questions, the final level provides all the available details about the events.

4.4 Context Dissemination

The dissemination of context data to the context consumer is controlled by user
defined access policies. The ConServ Policy Ontology, shown in Figure 7, is
inspired by the SOUPA Policy Ontology [8] which is in turn based on the Rei
policy ontology[12]. Each user has one policy and this policy contains two types
of objects, conserv#AccessRule and conserv#AccessRequest.

Instantiations of conserv#AccessRequest are created by services and are used
to request access to a particular type of context data. These requests can then

Fig. 7. An overview of the structure of the ConServ Policy



A Context Lifecycle for Web-Based Context Management Services 61

be approved or deleted by the user if they do not wish to allow any access. If the
request is approved it is converted into a conserv#AccessRule where the user can
apply conditions, modeled as conserv#AccessRuleException, to when the service
can access the data. The conserv#AccessRuleException class has a granularity
property which sets the granularity at which the context data in question will
be accessible to the requesting service.

4.5 Context Maintenance

The context maintenance stage consists of archiving all context data which is more
than one month old at the end of each month. This archived data is still acces-
sible to context consumers, however queries on this data are not as fast as the
non-archived data which have priority. It is envisaged that a feedback mechanism
may also be included within the context maintenance stage in order for the user to
provide accuracy ratings for portions of the managed context data.

4.6 Context Disposition

Context disposition is entirely handled by the user. Within ConServ the user
is viewed as the owner of all context data which concerns them, therefore they
alone have the ability to delete context data. At the moment this is handled via
the web-interface, whereby the user selects individual or groups of context data
and manually deletes them. In future the users will be able to create rules which
would allow for the automatic disposal of their context data according to certain
conditions such as time elapsed, location, context source.

5 Proof of Concept

To illustrate how ConServ supports the management of context data throughout
the context lifecycle we developed two independent applications; DERI Blue-
tooth Location System (DBLS) is a Context Provider which pushes location
data to ConServ and Colleague Finder is a Context Consumer which uses the
location data provided by DBLS. These two applications illustrate some of the
lifecycle requirements implemented within ConServ, in particular the sharing of
context data between applications, the enabling of rapid context aware applica-
tion development, the ability to interact with third parties and the use of pri-
vacy policies to protect the user’s context data. The evaluation of the remaining
lifecycle requirements will be dealt as part of the future work.

The DBLS infrastructure consists of a bluetooth based location scanner de-
ployed in each floor of each wing of the DERI building, as illustrated in Figure 8.
The bluetooth scanners are bluetooth enabled Linksys NSLU2s running a mod-
ified version of Debian. DBLS monitors the movement of personal bluetooth
devices in the DERI building and informs ConServ of any updates. This system
enables the locating of a person carrying a bluetooth enabled device to a room
within the DERI Building.
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Fig. 8. Linksys NSLU2 Deployment on a Floor of the DERI Building

Fig. 9. User Mark Jones searches for a colleague using “Colleague Finder”

Colleague Finder is a Ruby on Rails web application which allows users to
locate a colleague within the DERI building. In the screenshot shown in Figure 9
the user, John Smith, has registered an account with Colleague Finder and added
the ConServ URI of his colleague, Mark Jones, to his list of friends. Provided
Mark Jones has given Colleague Finder permission to access his location data
then John Smith can use Colleague Finder to locate Mark Jones within the DERI
building. When Colleague Finder requests location data, ConServ first checks
Mark Jones’ policy to see what level of granularity was specified for Colleague
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Finder. The granularity details are appended to the query, the query is executed
and any results are then returned to Colleague Finder. Colleague Finder simply
issues a HTTP GET request to ConServ in order to retrieve the context data
and the results are returned in XML. Only the HTTP GET request is required to
make Colleague Finder context aware as ConServ manages the context lifecycle
functionality. At the end of the following month the location data is archived as
part of the Context Maintenance step and at anytime Mark can dispose of his
location data within ConServ.

6 Related Work

Recently there have been several efforts to provide web-based context man-
agement with the focus primarily being on location data, some examples are
FireEagle, Google Latitude, IYOUIT [2] and the applications associated with
the OSLO Alliance (Open Sharing of Location Objects) [18]. We will discuss
FireEagle due to its early entry into the field, Google Latitude because of its
potentially large user base and IYOUIT as a result of its focus on other types of
context data rather than just location. Unfortunately none of the three services
provide a formal lifecycle which we can directly compare with the WCXMS
lifecycle, therefore they will be compared based on the lifecycle requirements
outlined at the beginning of this paper.

FireEagle is a location broker which enables users to share information about
their location with applications or services in a controlled manner. FireEagle’s
functionality is limited due to its sole focus on user location data and hence does
not fulfill the extensibility requirement. It also does not have the ability to pull
location data from third party sources. However it does provide a strong reference
point against which new solutions must be compared and its popularity proves
that users have a demand for location aware applications and that users are
prepared to provide their location data to web services.

Google Latitude is another example of a location broker which, due to its
inclusion in Google’s Mobile Maps application, has a large potential user-base.
A basic API is provided which allows developers access to a JSON or XML
feed containing details of a user’s location. Unfortunately, it also suffers from
the extensibility and context acquisition deficiencies of FireEagle and its privacy
policies are extremely limited as users can only specify full public access or no
access at all to their location data.

IYOUIT, developed from the ContextWatcher project [13], is comprised of a
mobile phone application which captures as much context data as possible, both
automatically and manually, and a web-based context broker which aggregates
the data. IYOUIT supports a far greater number of context types than FireEagle
and Google Latitude and it represents a significant step towards the creation of
a comprehensive personal context data repository. However, IYOUIT currently
does not provide access to a developer API, therefore it is not possible to build
applications using their data and as a result there is no interaction with third
parties. An ontology is used to model the context data, however as this ontology
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had not been made available IYOUIT cannot be said to provide a commonly
understood data model and thus is not available for reuse or extension.

7 Conclusions and Future Work

In this paper we have presented a lifecycle for web-based context management
services (WCXMS) and provided details of an example implementation of that
lifecycle called ConServ. A set of requirements for a WCXMS were outlined and
existing lifecycles were analyzed to establish their applicability, based on this the
WCXMS lifecycle was developed. The details of each stage in the lifecycle were
then described by giving details of how they were implemented in ConServ.

The purpose of a WCXMS is to encapsulate the context management lifecycle
within a web-service which developers can access. This facilitates the rapid pro-
totyping of context-aware applications by removing the necessity for developers
to create a context management component for their applications. By providing
Context as a Service (CXaaS), WCXMS allows applications access to context
data from a wide variety of sources by enabling the sharing of context data be-
tween applications. This allows context-aware applications to move beyond the
current situation whereby each application is an island of information with little
or no interconnecting bridges.

WCXMS lifecycle implementations, such as ConServ, have the potential to
increase the number of context-aware applications available to users while still
providing the user with authority over their context data. There is a fine bal-
ance which must be maintained between supporting the rapid development of
context-aware applications and persevering user privacy. It is our belief that
the WCXMS lifecycle maintains this balance through the use of, amongst other
things, RESTful interfaces and an extensible context models to aid development
and the use of detailed privacy policies and providing complete data control from
a user’s perspective.

At present ConServ’s implementation of some of the lifecycle requirements has
not been demonstrated and the development of these proof of concept applica-
tions is a key part of the future work. The addition of event-driven functionality
is also a priority as at present applications must query ConServ frequently to
check for new data. Finally the scalability of the web-service must be evaluated.
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Abstract. Developments in (wireless) sensor and actuator networks and
the capabilities to manufacture low cost and energy efficient networked
embedded devices have lead to considerable interest in adding real world
sense to the Internet and the Web. Recent work has raised the idea
towards combining the Internet of Things (i.e. real world resources)
with semantic Web technologies to design future service and applica-
tions for the Web. In this paper we focus on the current developments
and discussions on designing Semantic Sensor Web, particularly, we ad-
vocate the idea of semantic annotation with the existing authoritative
data published on the semantic Web. Through illustrative examples, we
demonstrate how rule-based reasoning can be performed over the sensor
observation and measurement data and linked data to derive additional
or approximate knowledge. Furthermore, we discuss the association be-
tween sensor data, the semantic Web, and the social Web which enable
construction of context-aware applications and services, and contribute
to construction of a networked knowledge framework.

Keywords: Sensor data modelling, Semantic annotation, Linked data,
Reasoning, Semantic Web.

1 Introduction

The Internet and the Web are now the most influential communication medium
through the world. With the infrastructure of the current Web, most of the in-
formation exchange is related to human-created and logical data such as text,
image, audio, and video. The current Internet has been less concerned on pro-
viding a global solution to sense the physical world incidents, which could fa-
cilitate more natural and unobtrusive human-machine interaction. To this end,
this vision is closely related to the grand aim of Mark Weiser’s “Ubiquitous
Computing” [1] which stated that “the most profound technologies are those
that disappear, they weave themselves into the fabric of everyday life until they
are indistinguishable from it”, as well as the recent proposal of “Internet of
Things” [2].
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Recent developments in sensor technology has made manufacturing low-cost
while energy-efficient hardware for sensing devices possible. It in turn leads to a
potential interest in adding real world sense to the Internet and various appli-
cations and services on the Web. Deployment of (wireless) sensor and actuator
networks makes it possible to observe and measure physical phenomena and the
obtained information can be further processed to be used in different services
and applications.

Universal access to sensor observation and measurement data provides a plat-
form for a wide range of applications in different domains such as geographical
information systems, health care, and smart homes. Over the past few years,
considerable research effort has been devoted into developing large scale sensor
networks such as SENSEI project1 and SensorWeb2, and also designing indus-
trial standards for sensor data description such as the Sensor Model Language
(SensorML) proposed by the Open Geospatial Consortium (OGC)3, the Sensor
Web Enablement (SWE) activity [3]. The forms of sensor data representation
are mostly based on XML data, which has significant limitations in support-
ing semantic interoperability and linking the described resources to the existing
knowledge.

To realise the vision of ambient intelligence, i.e. creating a global (wireless)
sensor network and service environment, data collected from heterogeneous wire-
less sensor and actuator networks have to be integrated and made available to
different services and applications. The observation has recently encouraged de-
velopment of sensor and actuator data representation using semantic Web [4]
technologies, for example, the Semantic Sensor Web [5], OntoSensor [6], the Sen-
sorData Ontology proposed in [7], and other research works on creating service
layers such as [8,9].

In this paper, we continue the discussion on adding semantic Web technologies
into the sensor network research. Given the fact that sensor and actuator data
representation models using semantic Web technologies have been relatively well
developed, we particularly focus on issues related to semantic annotation using
domain ontologies based on the “linked data” principle4. We discuss associa-
tions between the emerging data from sensor networks, the semantic Web and
Social Web [10], and describe how semantic reasoning can be further exploited
to help discover new knowledge from the annotated sensor data. This will sup-
port developments of low-level (i.e. sensor observation, discovery, and retrieval)
and high-level services (i.e. service planning and recommendation) which enable
construction of a networked knowledge platform [11].

2 Semantic Modelling of Sensor Data

Providing universal descriptions and high-level interfaces for sensor and actua-
tor data significantly ease the tasks for application developers without forcing
1 http://www.ict-sensei.org/
2 http://research.microsoft.com/en-us/projects/senseweb/
3 http://www.opengeospatial.org/standards/sensorml/
4 http://www.w3.org/DesignIssues/LinkedData.html
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them to be involved in complex issues related to heterogeneity of the underlying
technologies in different platforms. Research in the semantic Web community in
the past decade has developed well established standards, i.e. formal knowledge
representation framework (i.e. RDF5, RDFS6, and OWL7) and ontologies. These
standard representations are an ideal choice for modelling various sensor data
(sensor node and interface descriptions, and also observation and measurement
data collected from sensors) at different levels to support interoperability. More
importantly, enriched descriptions can be easily integrated with sensor data in
forms of semantic annotation, and logical reasoning can be performed over the
sensor data to support advanced query and retrieval tasks.

There have been a number of works focusing on the development of represen-
tation models for sensor data using ontologies [6,9]. OntoSensor [6] constructs an
ontology-based descriptive specification model for sensors by excerpting parts of
SensorML descriptions and extending the IEEE Suggested Upper Merged Ontol-
ogy (SUMO)8. However, it does not provide a descriptive model for observation
and measurement data. The work presented in [9] proposes an ontology-based
model for service oriented sensor data and networks, but how to represent and
interpret complex sensor data is not specified. Eid et al. [8] propose a universal
ontology which includes three sub-ontologies, i.e. extension plug-in ontology, sen-
sor data ontology, and sensor hierarchy ontology. Similarly, the model does not
provide details of sensor data specification and relationships between complex
sensor data. The SensorData Ontology developed in [7] is built based on “Ob-
servations & Measurements” and SensorML specifications defined by the Sensor
Web Enablement (SWE) [3].

Sheth et al take the research one step further and bring forward the concept
of “Semantic Sensor Web” [5]. The idea behind is that with the semantic rep-
resentation of the sensor observation and measurement model, one could add
semantic annotations in terms of time, location, and thematic data into the ac-
tual sensor data to facilitate advanced query and reasoning. Collectively, these
annotations represent the context data collected from the spatial, temporal, and
thematic dimensions. Some application scenarios with reasoning over the seman-
tically annotated sensor data with rules are described in [5,12]. The sensor data
is annotated with concepts from the OWL-time domain ontology [12], as such,
videos can be retrieved by using (semantic) temporal concepts such as “within”,
“contains”, and “overlaps” when querying with an interval of time. The Seman-
tic Sensor Web also promotes the creation of the so-called “event Web” [13], and
supports travelling the semantic Web through space, time, and theme [14].

In the following we focus on the idea of Semantic Sensor Web by extending
the discussion of semantic annotation using concepts taken from various domain
ontologies. In particular, we propose using “linked data” principle to connect
the sensor data to existing knowledge represented in different ontologies. We

5 http://www.w3.org/RDF/
6 http://www.w3.org/TR/rdf-schema/
7 http://www.w3.org/TR/owl-features/
8 http://www.ontologyportal.org/
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demonstrate the idea with examples in which semantic reasoning over the sensor
data and the existing “linked data” can be performed to deduce new knowledge.
Although the sensor data is intended to be primarily utilised by machines, sensor
node descriptions and the metadata about the observations and measurement
and surrounding environment will be potentially valuable for sensors discovery
and their trustworthiness evaluation. With the “collective intelligence”, (wire-
less) sensor and actuator networks can also be linked to the “Social Web” [10],
harmonising the Web of data and facilitating creation of real world applications
on top of the “Internet of Things” [2].

3 Annotation of Sensor Data Using Linked Data

Utilising metadata and semantic annotations to describe sensor/actuator and in
general real world and logical world resources (i.e. ”things”) in a scalable and het-
erogeneous platform will enable different communities to exploit the emerging data
and exchange information andknowledge in a collaborative environment. Semantic
annotations, no matter inferred from the sensor data or provided by users, repre-
sent the context data which can be utilised to create context-aware applications.

Previous works in computer science have discussed the representation and
modelling of context. Schmidt et al emphasises the importance of roles of users
in representing context information [15]. They define context as information of
users (e.g. knowledge of habits, emotional state, bio-physiological conditions),
user’s social environment (e.g. co-location of others, social interaction, group
dynamics), and user’s tasks (e.g. spontaneous activity, engaged tasks, general
goals). In service oriented computing context-awareness can refer to including
functionalities that make services more dynamic, i.e. to be able to adapt and
respond to environment and situation changes [16]. On the other hand, context
can be also defined as attributes related to situation of a resource related to
physical environment such as location (e.g. absolute position, relative position,
co-location), infrastructure (e.g. surrounding resources for computation, commu-
nication, task performance), and physical conditions (e.g. noise, light, pressure).
An example is Sheth et al ’s work on Semantic Sensor Web in which the context
is modelled as spatial, temporal, and thematic data [5]. In their work, sensor
data is annotated with concepts of time, location, and also other domain on-
tologies. However, the source of these domain ontologies are not specified and
the relationship between the Semantic Sensor Web and the existing knowledge
is not discussed in detail.

We envision semantic annotations with the linked data principle which is
capable of connecting the emerging data from (wireless) sensor and actuator
networks to the existing semantic Web. The idea behind the linked data is that
the value and usefulness of data increases as it is interlinked with large amount
of other data. On one hand, the connection enables qualitative annotations to
promote interoperability, avoiding creating repetitive data. Data already pub-
lished on the semantic Web and widely used by communities can be reused for
the sensor data annotation purpose. When annotating sensor observation and
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Fig. 1. Integrating sensor data with the semantic Web and linked data

measurement data, or inferred concepts (i.e. a “phenomenon” in Semantic Sen-
sor Web [5]), instead of creating new concepts or instances, one could annotate
the sensor data with those concepts on the semantic Web by creating RDF links,
i.e. data published by authoritative sources using the linked data principle such
as DBpedia9. On the other hand, making connections to the linked data also
binds the sensor data to potentially endless data or knowledge (provided by au-
thoritative sources). It enables reasoning over the sensor data and the linked
data to provide advanced sensor data query and retrieval functions. Figure 1
demonstrates the proposed framework for integrating the sensor network with
the semantic Web (and possibly the social Web).

Through the semantic annotation, the real world resources and sensor data
can be connected to the existing semantic Web. This associates abundant data
and knowledge to the original and inferred sensor data, improving the ways that
sensor data is utilised; e.g. the data can be exploited to design enhanced services
through the use of reasoning and rules (see Section 4).

4 Reasoning Sensor Data with Context Data

Logical reasoning is a powerful mechanism to derive new and implicit knowledge
from semantically annotated sensor data, and to answer complex user queries.
9 http://dbpedia.org/



Semantic Annotation and Reasoning for Sensor Data 71

Fig. 2. Associations between sensor data and high-level concepts

The work in Semantic Sensor Web demonstrates some examples (e.g. “Poten-
tially Icy”) of using rule-based reasoning to deduce new ontological assertions
from known instances [5]. In one of Sheth et al ’s example, sensor data is first
annotated with temporal data extracted from video with respect to a Time do-
main ontology. Then they present how videos can be retrieved by using semantic
temporal concepts such as “within”, “contains”, and “overlaps”. Here we pro-
vide an example as an extension to these examples and show how the semantic
annotation with the linked data contribute to answering sensor data queries. In
particular, we annotate the observation and measurement data by linking it to
geographic data published by DBpedia.

As shown in Figure 2, suppose that a number of sensors installed at “A3 Road”
provide information on temperature and precipitation, and using rule-based rea-
soning one infers that the road condition is “Potentially Icy” which is an in-
stance of the class “Phenomenon” defined in the Semantic Sensor Web ontology.
The phenomenon is then linked to an instance called “A3 Road” published by
the DBpedia through the property “occurred where”. In DBpedia, the instance
“A3 Road” is related to many of the other objects, such as it has a destination
of “Guildford”, which is instance of “City” located in the “Area” of “Surrey”
and based near to another instance called “Woking”. The linked data enables
advanced queries over sensor data, for example, a user might issue a query for
all the roads with the condition “Potentially Icy” located in the area of “Sur-
rey”. Using the following query one is able to obtain desired results (the query
is represented in SPARQL10 form):

10 http://www.w3.org/TR/rdf-sparql-query/
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PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>
PREFIX dc <http://purl.org/dc/terms/>
PREFIX dbpprop: <http://dbpedia.org/property/>
PREFIX dbpedia-owl: <http://dbpedia.org/ontology/>
SELECT ?road
WHERE {

?road rdf:type dbpedia-owl:Road.
?road dbpprop:destinations ?city.
?city rdf:type dbpedia-owl:City.
?city dc:isPartOf dbpedia:Surrey.
?road ssw:described Potentially Icy.

}

Without the domain ontology or the linked data it is impossible for applica-
tions to answer this kind of queries automatically. Semantic annotation with the
linked data reuses the existing information on the semantic Web and eliminates
the needs of creating repetitive and redundant data. Making connections from
the real world resources to the existing semantic Web ontologies also naturally
promotes the idea of traversal of the semantic Web through the dimensions of
time, space, and theme [14].

Rule-based reasoning plays important role in sensor data processing as it
is one of the most promising means of deriving new and implicit knowledge.
Sheth et al show that using rules complex queries (e.g. road conditions that are
“Potentially Icy” or “blizzard”) over simple weather readings can be executed.
Rule-based reasoning is also effective to deal with missing data or uncertainty.
In some situations, precise answers might not exist due to incomplete informa-
tion or unavailability of data. However, it is meaningful to provide approximate
or indirect answers in responding to user queries. Let’s reconsider the previ-
ous example as shown in Figure 2: assume that a user is searching the weather
condition in “Woking”, however, due to the unavailability of sensor observa-
tion the query cannot be answered directly. With a domain ontology, e.g. data
published in DBpedia, we know that “Guildford” is a town based near to “Wok-
ing” area and their distance is less than 20 KM. Moreover, the weather condi-
tion in Guildford has been observed, e.g. temperature is 25 degrees Fahrenheit.
Using the following rule one could obtain an approximate temperature range
for “Woking”.

Rule: Approximate Temperature:
Temperature(?temp high Woking)&
Temperature(?temp low Woking)&
Temperature(?temp NearCity)&
City(?city)&
hasTemperature(?city, ?temp NearCity)&
temp Value(?temp NearCity, ?temp NearCity Value)&
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City(Woking)&
hasTemperature(“Woking”, ?temp high Woking)&
hasTemperature(“Woking”, ?temp low Woking)&
basedNear(?city, “Woking”)&
distance Value(?dist, ?dist Value)&
lessThanOrEqual(?dist Value, 20)&
sourceArea(?dist, ?city)&
destinationArea(?dist, Woking)&

—>temp Value(?temp high Woking, ?temp NearCity Value + 2)
or temp Value(?temp low Woking, ?temp NearCity Value - 2)

In the rule, distance Value is a function for calculating the distance between
a source area and destination area. The function could be realised using Web
services: it takes two cities or coordinates of the cities and returns the geograph-
ical distance. Providing approximate answers to queries, especially for service
composition in which intermediary results are essential is more desirable when
in typical scenarios it return failure or terminates the service execution prema-
turely.

5 Connecting Real World Resources, Semantic Web, and
Social Web

One of the primary visions of providing enriched data for sensor data is to create
an infrastructure for networked knowledge [11] that is aware of physical world
incidents and enables construction of new services that remove the boundary
between the logical and physical world. Today, (wireless) sensor and actuator
networks deployed in numerous locations are able to produce multitude of ob-
servation and measurements, from simple phenomena to complex events and
situations [5]. Semantic Web technologies are ideal choice to represent, manage,
store, analyse, and reason over the observed sensor data, enhancing interoper-
ability among heterogeneous networks to build Semantic Sensor Web, and to
bring usefulness of the sensor data to its full potential.

We also envision the potential contribution of the social Web [10] to the
Internet of Things. Social Web sites such as blogs and wikis allow their users to
generate annotations effortlessly through a process of social tagging. The same
techniques can be employed in the sensor networks to exploit the “collaborative
intelligence”. Tags and folksonomies contributed by numerous online users can
be valuable information to annotate sensor data and associate them to high-level
concepts. In the future, quality and trustworthiness of the sensor data will also
have direct impact on real world services that make use of them, for example,
user-generated tags and quality ratings can be important factors for evaluation
of sensor data.

The main issue in this respect is how to orchestrate annotation process and
ontology associations to link the resources to high-level concepts and existing
knowledge. Another aspect is using rich-descriptions with automated ontology
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construction methods to associate the tags to high-level concepts. The annota-
tion of the resources with domain knowledge represented in ontologies facilitates
drawing logical reasoning based on the data. This will result in a framework
which can “learn” to discover relations between the data and high-level con-
cepts and can “gather” knowledge to perform “adaptable” decision making in
dynamic environments. In a recent work, we concentrated on creating ontologies
from text using probabilistic methods [17]. In the ongoing work, we also investi-
gate similar approaches to enable (semi-) automated link association to support
providing metadata and linked data for the resources on the Internet of Things.

6 Real World Services

The ultimate goal of the Internet of Things is to integrate the physical world
into the digital world to support more natural human-computer interaction and
to build more intelligent application and services. Real world services utilising
sensor data can be generally categorised into two groups: low-level sensor data
services (e.g. those provide data integration and semantic reasoning), and high-
level services (e.g. context-aware applications, planning, and recommendation).

Typically, low-level services integrate various information from different re-
sources and provide intermediary results or inputs to high-level services and
applications (e.g. decision-support systems, planning, and recommendation ser-
vices). The examples presented earlier in this paper belong to the scope of this
service category. In particular, we extend the previous work on Semantic Sensor
Web and demonstrate how sensor data can be annotated and enriched using
concepts in the spatial, temporal, and thematic dimensions with linked data;
i.e. data already exists on the semantic Web. Through rule-based reasoning and
using semantically annotated sensor data, additional knowledge and meaningful
context data can be derived and used by other applications and services.

High-level services seamlessly integrate the digital world and physical world
happenings to create context-aware applications and to support various decision
making processes. With the situational knowledge which represented by various
sensor data and information gathered from outputs of low-level services, high-
level services are able to perceive environment change and autonomously adapt
to the new situation. Moreover, they enable personalisation and customisation of
contents and services for both human (e.g. planning trips and service recommen-
dation) and machines (e.g. implementation of innovative business applications
and semantic Web service composition).

7 Conclusion

Integration of the physical world and the digital world has a wide range of appli-
cations such as monitoring, manufacturing, health, tracking and planning. This
vision brings forward the issues related to sensor data representation, annotation,
sharing, management, and reasoning. Utilising semantic Web technologies, meta-
data and enriched metadata in particular, to describe sensor data, and more gen-
erally real world and logical world resources in heterogeneous platforms enables
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different communities to exchange information and knowledge in a collaborative
environment. More importantly, it facilitates development of context-aware ap-
plications to support effective human-machine and machine-machine interaction,
moving forward to the grand aims of ubiquitous computing and the Internet of
Future.

In this paper we report some preliminary results of an ongoing research on
sensor data annotation using the linked data and automated sensor observation
using rule-based reasoning. Examples are provided to demonstrate the feasibility
of using reasoning mechanisms to infer additional knowledge from semantically
annotated sensor data, even in situations with incomplete information. We also
discuss the relationships between resources in the Internet of Things, the se-
mantic Web, and the social Web which are usually seen as separated entities.
By annotating sensor observation and measurement data using concepts already
published on the semantic Web, and user-generated contents such as tags and
ratings we envision a fully connected Internet of Things in the future and the
great potential to create real world context-aware applications and services. The
underlying services will contribute to collect, represent, process, and reason real
world and logical world data in a networked knowledge framework.
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Abstract. Geographical information retrieval (GIR) can benefit from
context information to adapt the results to a user’s current situation and
personal preferences. In this respect, semantics-based GIR is especially
challenging because context information – such as collected from sensors
– is often provided through numeric values, which need to be mapped
to ontological representations based on nominal symbols. The Web On-
tology Language (OWL) lacks mathematical processing capabilities that
require free variables, so that even basic comparisons and distance cal-
culations are not possible. Therefore, the context information cannot be
interpreted with respect to the task and the current user’s preferences.
In this paper, we introduce an approach based on semantic rules that
adds these processing capabilities to OWL ontologies. The task of recom-
mending personalized surf spots based on user location and preferences
serves as a case study to evaluate the capabilities of semantic rules for
context-aware geographical information retrieval. We demonstrate how
the Semantic Web Rule Language (SWRL) can be utilized to model user
preferences and how execution of the rules successfully retrieves surf
spots that match these preferences. While SWRL itself enables free vari-
ables, mathematical functions are added via built-ins – external libraries
that are dynamically loaded during rule execution. Utilizing the same
mechanism, we demonstrate how SWRL built-ins can query the Seman-
tic Sensor Web to enable the consideration of real-time measurements
and thus make geographical information retrieval truly context-aware.

1 Introduction

Information retrieval methods play a crucial role when it comes to organizing
and finding relevant information in large collections, potentially spread over
thousands of Web servers. This applies also to geographical information retrieval
(GIR), where innovative approaches are required to turn the vast amount of geo-
tagged content and volunteered geographic information [1] into useful informa-
tion sources. Recent research in information retrieval extends classical methods
by employing context information to disambiguate queries [2] and to tailor the
results to a user’s preferences and her current situation [3].
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GIR generally deals with indexing unstructured data sources such as Web
pages for detection and disambiguation of place names, document ranking based
on relevance with respect to a given query, as well as developmentof user inter-
faces [4]. Retrieval from the Semantic Web, however, makes use of structured
information, i.e., ontologies or resources annotated by means of these ontologies
[5]. This structured information is mostly based on nominal symbols encoded
in the Web Ontology Language (OWL) [6]. OWL and its theoretic underpin-
nings in description logics (DL) provide the reasoning capabilities that enable
the Semantic Web in the first place. However, they also pose a special challenge
for encoding spatio-temporal information, which relies largely on numeric data
collected from different kinds of sensors (e.g. for temperature or air pollution)
and localized via different positioning techniques such as GPS.

In terms of measurement scales [7], ontologies are built from nominal en-
tities and the relationships between them. Context information collected from
sensors, in contrast, consists of ordinal (e.g. severe weather categories), inter-
val (e.g. temperature in centigrades) and ratio (e.g. absolute humidity) scaled
data. We propose to utilize semantic rules for the mapping between these two
worlds as well as for the interpretation of the raw values with respect to the
current user’s preferences. This approach follows the distinction between task
model, user model and context model1 [8]. The Semantic Web Rule Language
(SWRL) employed in this paper extends OWL with the first-order logic style
rules required for user modelling. Moreover, it provides mathematic functions
via built-ins – external libraries that are dynamically loaded during rule execu-
tion. We demonstrate how this mechanism can be utilized to query sensors on
the Web directly from SWRL rules. This allows for a strict separation between
static information stored in the ontology and dynamic, frequently changing con-
text information. Moreover, rules can directly access the measured information,
so that it is no longer required to manually update the information on individuals
in the ontology.

In this paper, we use the task of finding suitable surf spots as a scenario, which
is a prime example of a GIR task that cannot be satisfactorily solved without
taking context information into account. Whether a spot is appropriate for a
specific user depends not only on the user’s current location (i.e., her distance
to the spot), but also on the current wave and weather conditions, accessibility,
crowdedness, and so forth. All of these factors must be regarded with respect
to the skill level and personal preferences of the user posing the query: a suit-
able wave height for one person may be boring for another one, and conditions
suitable for experienced surfers may even be dangerous for beginners. While the
development of a user interface is out of scope for this research, we have selected
four contextual aspects (location, wave height, bottom and crowdedness) that
influence a user’s decision during the selection of a surf spot. We have developed
a prototypical surf spot ontology populated with samples at the central coast in
California for demonstration purposes. The insights from this research are not

1 We use the term model in the sense of modelling information, not in the strict
model-theoretic sense.
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specific to the task of selecting suitable surf spots, but can be easily transferred
to other highly context-dependent tasks ranking from leisure activities [9] to
critical professional applications [10].

The next section introduces related work on ontologies and context. Section 3
outlines the case study, the specific requirements it imposes, as well as the surf
spot ontology. Section 4 presents und discusses our rule-based approach for con-
text modelling. Section 5 demonstrates how a novel SWRL built-in can be uti-
lized to process live sensor measurements during rule execution, followed by
conclusions and directions for future work in Section 6.

2 Background: Ontologies and Context

This section points to related work in the areas of ontologies for the Semantic
Web and context from the perspective of geographical information retrieval.

2.1 Ontologies for the Semantic Web

Research on semantics investigates the meaning of symbols in communication.
While views on semantics differ depending on the field of study, information
systems research is mostly concerned with the question of how the meaning of
pieces of information and ways to interact with them can be described unam-
biguously. Ontologies as explicit specifications of conceptualizations [11] provide
such descriptions by formally constraining the potential interpretations of the
symbols used for communication about concepts.

Three kinds of ontologies can be distinguished. Foundational ontologies such
as DOLCE [12] are “axiomatic theories of domain-independent top-level notions
such as object, attribute, event, parthood, dependence, and spatio-temporal con-
nection” [13, p. 91]. While foundational ontologies provide generic specifications
on an abstract level, domain ontologies specify the shared conceptualization of
a specific community, such as the AGROVOC Ontology currently under devel-
opment by the Food and Agriculture Organization of the United Nations2 or
various ontologies within geographic information science [5,14,15] which is the
focus of this research. Application ontologies, such as the surf spot ontology
introduced in Section 3.3, are the most specific ones, as they specify the con-
ceptualizations that underlie specific applications. In an ideal case, these three
groups of ontologies are used in a layered fashion and semantic interoperability
between all parts of this ontological hierarchy is enabled.

As engineering artifacts, ontologies only become useful through standardized
formats. The Web Ontology Language (OWL) is a W3C specification for pub-
lishing and sharing XML-encoded ontologies. The OWL DL sublanguage3 maps
to the SHOIN description logic (DL). A detailed discussion of DL is beyond
the scope of this paper – see [16,17] for detailed information on its semantics.
The only aspect that needs to be kept in mind here is that the formal semantics
underlying SHOIN maps to set theory.
2 http://www.fao.org/aims/agrovoccs.jsp
3 OWL comprises the three sublanguages OWL Lite, OWL DL and OWL Full.

http://www.fao.org/aims/agrovoccs.jsp
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2.2 Context in Information Retrieval

From the numerous definitions of context [18], we subscribe to the one by Dey
[19, p. 5], who defines context as “any information that can be used to char-
acterise the situation of an entity”. This view on context matches both the
motivation for this research as well as our case study from geographical infor-
mation retrieval. Research activities on context-aware information retrieval have
increased remarkably in recent years. The ubiquitous and pervasive comput-
ing communities have developed numerous approaches to automatically provide
users with information and services based on their current situation – see [20]
for an overview. Existing context-aware applications range from smart spaces
[21] over mobile tour guides [22] to generic prototyping platforms [23]. Gu et al.
[24] propose to use an OWL ontology to model the different aspects forming a
context. Lawrence [25] provides an overview of the different strategies to make
Web search context-aware.

The Semantic Web community has investigated different approaches towards
semantic models of context and contextualizing ontologies. CTXML [26] is an
XML dialect that enables local, contextualized models within ontologies. It spec-
ifies an XML-encoding for contexts as concept hierarchies that can be assigned
information on the owner, the groups the context is specified for, and on security
and history. Mappings between different contexts based on distributed descrip-
tion logics [27] allow for the identification of different specifications that refer
to the same concepts. CTXML eventually merged into C-OWL [28], which is
an extension to OWL that enables contextual ontologies via bridge rules that
map between the local ontologies. C-OWL thus adds the capability to handle
potentially inconsistent knowledge. Korpipää and Mäntyjärvi [29] propose an
ontology for contexts based on RDF. It is based on context types (e.g. Environ-
ment:Light:Intensity) that can be filled with values (e.g. Dark). However, they
do not describe how the mapping from the raw sensor data onto the context
values (Dark in the above example) works.

The use of SWRL for reasoning about context has already been proposed
within the A-MUSE project [30]. However, the utilization of SWRL within the
project was limited to reasoning about context information in the ontology. For
example, SWRL was used to find out whether a person is currently attending a
meeting in a certain room based on the property values of the individuals in the
knowledge base. We extend this approach by using SWRL to represent context
(instead of only reasoning about it) and by querying context information directly
from a novel SWRL built-in.

3 Case Study: The Surf Spot Finder

This section introduces the case study used in the remainder of this paper.
The specific requirements of an application for surf spot recommendation are
analyzed and the geographic feature type ontology is sketched.
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3.1 Scenario

Choosing a surf spot depends on weather conditions, tide, waves, personal abil-
ities, location and social aspects. All of these characteristics, including their
parts, must be rated differently for every surfer. Answering the question “How
are the waves?” involves wave height, speed and frequency, but is also strongly
tied to the location, type of sea bed and beach accessibility. Although some Web
sites provide relevant information for surfers on wave4 or weather5 conditions,
such information must be rated differently depending on the respective user’s
personal surfing skills. For example, for an experienced surfer the conditions may
be rather rough and in contrast to conditions suitable for a beginner. This leads
to the conclusion that there is no generic answer to the question “Where is my
optimal surf spot at a given time?”. In addition, social aspects play an important
role. While a surfer may want to meet a friend to practice, most surfers prefer
spots that are not too crowded.

In the remainder of this paper, we will use the scenario of an online surf
spot finder service that provides users with surf spot recommendations based on
the current conditions and their personal profiles. While the technical aspects
of this tool are out of scope for this paper, we investigate the requirements
for a representation of contextual factors relevant to this task. As such, the
surf spot finder is a prime example of context-aware geographical information
retrieval. The insights gained in this study can be transferred to a number of
outdoor leisure activities such as hiking, diving and climbing [9], but also to
critical applications that depend on the current conditions and skills of the people
involved, such as emergency response services [10].

3.2 Requirements

We have selected four contextual aspects to illustrate the modeling challenges
with respect to context-aware GIR. The selection also reflects the temporal,
spatial and thematic components that characterize geographic information [31]:

1. The Location of the surf spot influences the choice depending on the maxi-
mum distance the surfer is willing to travel.

2. The current Wave height plays an important role with respect to the surfer’s
skills. This dynamic aspect must be measured by sensors at regular intervals
(e.g. those of the Coastal Data Information Program6).

3. The Bottom points to potential dangers: sandy bottoms are safer for begin-
ners, whereas rocky bottoms can be dangerous, but may be acceptable for
experienced surfers.

4. The current Crowdedness is a social aspect influencing the decision process,
as surfers mostly prefer less crowded spots. Although this aspect is inher-
ently dynamic, real-time measurement seems impractical; we thus model
crowdedness distinguishing between weekdays and weekends.

4 http://magicseaweed.com or http://www.wannasurf.com
5 http://www.windguru.com
6 http://gcmd.nasa.gov/records/GCMD_SIO_CCS_CDIP_CALSWELLMODEL.html

http://magicseaweed.com
http://www.wannasurf.com
http://www.windguru.com
http://gcmd.nasa.gov/records/GCMD_SIO_CCS_CDIP_CALSWELLMODEL.html
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While these aspects will be covered in the surf spot ontology introduced in the
next section, the user models will be specified through SWRL rules as discussed
in Section 4. For demonstration purposes, we define two different users with
different preferences concerning the four properties of the surf spots described
above. In the following, ubeg will refer to a user model corresponding to a typical
beginner, whereas upro will refer to the model of an experienced or professional
surfer. Table 1 provides an overview of the two user models. We assume that both
users are located in downtown Santa Barbara (lat:34.41213◦, lon:−119.68913◦).

Table 1. Overview of the user preferences to be formalized in Section 4. For reasons
of simplicity, the distance to the user’s location is expressed in decimal degrees; a
representation in km (road network distance) would be required for end users.

Location WaveHeight Bottom Crowdedness

User ubeg ≤ 0.5◦ away < 1.5m Sandy No preference

User upro ≤ 1.5◦ away > 2.5m No preference Low

3.3 Surf Spot Ontology

We have developed a surf spot ontology7 for this research using the Protégé8

ontology editor. The ontology consists of a number of concepts such as Surfing
(subconcept of Activity), WaveFrequency and RideLength in addition to the four
properties of specific surf spots listed in Section 3.2. Figure 1 gives an overview
of the concepts specified in the ontology.

4 Representing Context

This section introduces the rule-based mapping approach and presents an im-
plementation of the user models for the surf spot finder case study in SWRL.

4.1 Rule-Based Mapping Approach

Context information only becomes meaningful when it is interpreted with re-
spect to the user. It depends on the user’s personal preferences whether a shop
has interesting offers, a blog article is worth reading or a surf spot is adequate
with respect to the user’s expectations and abilities. However, ontologies on the
Semantic Web lack support for free variables that are required to express such
dependency on the user profile. It is not possible to specify that a user finds
surf spots with rocky bottoms too dangerous, or that another one finds waves
below 2m unattractive. We propose to utilize the Semantic Web Rule Language

7 Available from http://ifgi.uni-muenster.de/~lette/resources/surfing.zip
8 Protégé is free and open source software; see http://protege.stanford.edu

http://ifgi.uni-muenster.de/~lette/resources/surfing.zip
http://protege.stanford.edu
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Fig. 1. The graph shows the concept hierarchy of the surf spot ontology. The box on
top shows the properties of the central SurfSpot concept. The box at the bottom shows
the properties of the SurfSpot individual SurfSpot Campus Point.

Fig. 2. Context-aware geographical information retrieval on the Semantic Web requires
a mapping from the context model (left) to the static ontological information (right)

(SWRL) for personalized mappings between the numeric sensor world and in-
formation stored in ontologies, as shown in Figure 2.

SWRL [32] adds rule capabilities to OWL ontologies. SWRL rules are Horn-
like clauses [33], consisting of an antecedent (body) and a consequent (head),
each containing a set of atoms. For example, the rule
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hasParent(?x,?y) ∧ hasBrother(?y,?z) → hasUncle(?x,?z)
states that if x has the parent y and y has the brother z, then x has the uncle
z. The SWRL submission to W3C introduces a concrete XML syntax for use
with OWL, which is achieved by combination with RuleML9 statements. SWRL
can be extended by additional reasoning mechanisms via built-ins. Among the
built-ins that have been implemented so far are libraries for mathematics, string
handling and date support, enabling rules such as

Person(?p) ∧ hasAge(?p,?a) ∧ swrlb:lessThan(?a,18) → Minor(?p).
Built-ins thus play a central role for the mapping from numeric sensor inputs
to ontologies via SWRL. The following section demonstrates how SWRL rules
using built-ins can be utilized to represent a user model as shown in Figure 3.

Fig. 3. The contents of the mapping mechanism black box shown in Figure 2: The
mapping consists of task model (green, not further specified here), context model (red)
and user models (blue). The context model provides access to dynamically changing
information from sensors as described in Section 5, which is then fed into the user
models. The user models, each consisting of a SWRL rule, filter the incoming context
information according to the users’ preferences.

4.2 User Model Formalization in SWRL

The antecedent of a SWRL rule can be used to represent a conjunction of the
different aspects of a user’s preferences. Consider the following SWRL rule in
prefix syntax, which is a complete user model for ubeg as described in Table 1:

01 SurfSpot(?spot) ∧
02 hasWaveHeight(?spot, ?height) ∧
03 swrlb:lessThan(?height, 1.5) ∧
04 isAtLocation(?spot, ?location) ∧
05 hasLatitude(?location, ?lat) ∧
06 hasLongitude(?location, ?lon) ∧
07 swrlb:subtract(?distLat, ?lat, 34.412132) ∧
08 swrlb:subtract(?distLon, ?lon, -119.68913) ∧
09 swrlb:abs(?distLatAbs, ?distLat) ∧
10 swrlb:abs(?distLonAbs, ?distLon) ∧
11 swrlb:lessThanOrEqual(?distLatAbs, 0.5) ∧
12 swrlb:lessThanOrEqual(?distLonAbs, 0.5) ∧
9 http://www.ruleml.org/

http://www.ruleml.org/
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13 hasBottom(?spot, ?bottom) ∧
14 SandyBottom(?bottom)
15 → AppropriateSurfSpot(?spot)

The first line constrains the individuals to whom this rule is applied to the
ones of the class SurfSpot and assigns the variable name ?spot to them. Lines
2–3 constrain the matching individuals to those that have a wave height smaller
than 1.5m. Lines 5–12 take care of the distance calculation of the spots to the
user. After assigning variable names to the latitude and longitude of a spot
(5–6), the absolute distance to the user’s current location is calculated (7–10) to
evaluate whether the spot is not further away than the user is willing to travel10

(11–12). The user preference for surf spots with sandy bottoms is expressed
in lines 13–14. Finally, those surf spots satisfying lines 2–14 are reclassified as
AppropriateSurfSpot (see Figure 1). Instead of this reclassification, one could
also imagine using query built-ins that count the number of spots matching the
conditions. The user model for upro has been defined accordingly:

01 SurfSpot(?spot) ∧
02 hasWaveHeight(?spot, ?height) ∧
03 swrlb:greaterThan(?height, 2.5) ∧
04 isAtLocation(?spot, ?location) ∧
05 hasLatitude(?location, ?lat) ∧
06 hasLongitude(?location, ?lon) ∧
07 swrlb:subtract(?distLat, ?lat, 34.412132) ∧
08 swrlb:subtract(?distLon, ?lon, -119.68913) ∧
09 swrlb:abs(?distLatAbs, ?distLat) ∧
10 swrlb:abs(?distLonAbs, ?distLon) ∧
11 swrlb:lessThanOrEqual(?distLatAbs, 1.5) ∧
12 swrlb:lessThanOrEqual(?distLonAbs, 1.5) ∧
13 hasCrowdednessWeekend(?spot, ?crowdedness) ∧
14 LowCrowdedness(?crowdedness)
15 → AppropriateSurfSpot(?spot)

This rule implicitly contains temporal information on the weekday in line 13,
which could also be integrated automatically via SWRL’s date and time built-
ins. Either of the two user models can be activated by selecting the corresponding
rule. Activation of both rules would find all spots that suit both users. This fea-
ture could be used to accommodate the needs of user groups. The SWRL-tab
available in the Protégé ontology editor provides a user-friendly way of devel-
oping, editing and testing11 SWRL rules along with the corresponding OWL
ontology [34].

10 For a lack of space, distance is calculated separately for latitude and longitude.
However, the calculation in Euclidian (or any other) metric is also possible in SWRL.

11 Using the jess rule engine, see http://www.jessrules.com/

http://www.jessrules.com/
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4.3 Discussion

After applying the two rules for the respective user context models, the Jess rule
engine correctly reclassified the matching surf spots. For each user, only one of
the 15 individuals of the surf spot class satisfied all given requirements. In the
following, we discuss the advantages of a rule-based approach and specifically
SWRL with its built-in mechanism over other Semantic Web technologies.

As mentioned before, widespread Semantic Web technologies lack support for
free variables as required for the representation of a threefold model consisting
of task, user and context as shown in Figure 3. This applies both to RDF/OWL
(including C-OWL) as well as to alternative approaches such as the ISO Topic
Map standard [35]. Although the languages have not been developed to support
such functionality initially, these restrictions place constraints on their applica-
bility to real-world problems. Their underlying realist view on semantics [36]
ignores the fact that a large number of applications in information retrieval, lin-
guistics or location-based services, for example, can only produce useful results if
they take the user’s current context into account. Even the context extension to
OWL, C-OWL, is limited to fixed contexts (i.e., local micro theories) and map-
pings between them. It thus cannot live up to the requirements of the notion of
dynamic context awareness [37] from AI, which heavily relies on sensor input.
The same applies to Topic Maps, which allow users to define scopes specifying
in which context assertions are valid [38]. Scopes form a mechanism that is very
useful when stating assertions such as the topic name München is only valid in
the scope of the German language or the topic name Jaguar appears in different
scopes (animal, car, operating system). However, same as for C-OWL, scopes
neither support rules nor free variables. Overall, these limitations result in the
rare use of semantic technologies in context-aware software in AI, which is still
largely based on statistics-driven approaches.

As demonstrated above, SWRL helps to overcome these limitations by speci-
fying user models as rules that contextualize OWL ontologies in terms of these
models. Moreover, modelling in OWL and SWRL requires a thoughtful sep-
aration between the notions modeled in OWL and those modeled in SWRL,
forcing clean ontological specifications. For example, consider the data property
assertions shown in the bottom right box of Figure 1: any of these could also
be modeled as object property assertions. This would require, for example, to
define a concept RideLength through subconcepts such as RideLengthMax50m,
RideLengthMax100m, and so forth. While this approach appears feasible at first
sight, it would render mathematical processing of the actual values impossible,
such as checking whether the waves are too high (or too low) for the current
user. Hence, our approach forces a clean ontology design based on the distinc-
tion between the static information stored in the ontology, and the dynamic
aspects which go into the rules. This separation may even become more impor-
tant when decidability plays a role: since the integration of SWRL renders OWL
undecidable [39], it may be desirable to retain the static part of the ontology for
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reasoning purposes. Nonetheless, context information about individual surf spots
is still hard-coded into the ontology. We address this problem in the following
section by establishing a link to real sensors.

5 Linking Rules to Real-World Sensors

We have demonstrated how SWRL rules can be employed as user models. Dy-
namic values, however, still have to be updated manually for an ontology’s in-
dividuals. In this section, we sketch an approach to this problem that enables
querying of sensors from within SWRL rules.

5.1 The SWRL Built-in Bridge

The SWRLTab in Protégé provides a built-in bridge12, which enables the devel-
opment of new built-ins, such as for reasoning (temporal, spatial, etc.), mathe-
matical calculations and querying. Technically, new built-ins must be individuals
of the class BuiltIn, which is defined in the SWRL ontology. This ontology has to
be imported to enable the definition of rules. The processing functionality that
evaluates the single built-ins (such as swrlb:lessThan) must be implemented in
Java and is dynamically loaded by Protégé.

As such, new SWRL built-ins bear the potential to link OWL ontologies to
external information such as databases – or (geo)sensors [40]. Querying built-ins
already exist for (properties of) individuals in the ontology. In the following, we
outline the functioning of a new built-in to collect observations from the Sensor
Web, which is currently under development. The presented approach can be
regarded as a more light-weight variant of the Semantic Sensor Web [41], which
builds on fully annotated sensor web services.

5.2 Querying Sensors from SWRL

The Open Geospatial Consortium has introduced a number of service specifica-
tions to enable a fully interoperable Sensor Web. One of these standards is the
Sensor Observation Service (SOS) [42], which allows clients to request observa-
tions for a specific sensor via the GetObservation request. Following the idea of
“SQWRL for sensors”, we are currently developing the sos:obs built-in. While
the process of service discovery and description (via the SOS’ GetCapabilities
request) is beyond the scope of this paper, Figure 4 shows an overview of the
workflow of an SWRL-enabled OWL-ontology using the sos:obs built-in. Note
that in combination with a user model as implemented in Section 4, the static
information about individuals in the ontology is completely separated from any
dynamically changing information collected from sensors, as well as the user
model.

12 http://protege.cim3.net/cgi-bin/wiki.pl?SWRLBuiltInBridge

http://protege.cim3.net/cgi-bin/wiki.pl?SWRLBuiltInBridge
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Fig. 4. Workflow of the sos:obs built-in: An SOS has to be modeled in the ontology, so
that it can be referred to from SWRL rules. During rule execution, the implementation
of the built-in is loaded and executed. It queries the SOS and returns the value to the
rule engine for further processing.

Using sos:obs requires the ontology to contain an individual representing the
SOS to be queried, which holds information on the service’s capabilities. This
instance is an individual of the class generated from the SOS XML schema13.
The usage pattern for the built-in binds the value observed for the given property
(?observedProperty) of an SOS individual (?sos) to ?observedValue:

sos:obs(?observedValue, ?observedProperty, ?sos)

With this built-in, it is possible to remove any dynamically changing informa-
tion represented from the surf spot individuals. The ontology then only comprises
static information about the individual surf spots as well as the sensors mea-
suring the dynamic aspects of the surf spots. The dynamic context information
gets requested on demand, i.e. when the rules representing the user model are
executed. Accordingly, the user model for ubeg is expressed through the following
rule (the part of the code not shown here remains unchanged):

01 SurfSpot(?spot) ∧
02 hasSOS(?spot, ?sos) ∧
03 hasObservedProperty(?sos, ?waveHeight) ∧
04 sos:obs(?height, ?waveHeight, ?sos) ∧
05 swrlb:lessThan(?height, 1.5) ∧
...
17 → AppropriateSurfSpot(?spot)

13 http://schemas.opengis.net/sos/1.0.0/sosGetCapabilities.xsd

http://schemas.opengis.net/sos/1.0.0/sosGetCapabilities.xsd
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6 Conclusions and Future Work

The Semantic Web is currently based on nominal data and it is therefore in-
herently difficult to integrate information from the Sensor Web. In this paper,
we have demonstrated how semantic rules can be employed to bridge these two
worlds to enable context-aware geographical information retrieval from the Se-
mantic Web. Using the Semantic Web Rule Language (SWRL), we showed how
the user aspect in a context model can be fully represented in a SWRL rule.
SWRL’s support for free variables allows for a reclassification of the individuals
in an ontology – in our example, surf spots matching the conditions of a user
model were correctly reclassified as appropriate with respect to the given user.
Moreover, we have outlined an approach to dynamically read observation values
from the Sensor Web during execution of a rule based on SWRL built-ins. This
approach allows for a strict separation of static knowledge about the individuals
in an ontology and any dynamic information through an explicit link to sensors.

Since the built-in is still under development, its completion is the next step in
this research. Execution time is thereby a crucial aspect: any rule making use of
the built-in will have to wait for the sensor to deliver the data in order to execute
the rest of the rule. Caching mechanisms may be required to speed up processing,
especially for observed values that do not change very fast. For phenomena such
as wave height, hourly observation is certainly sufficient (at least for the surfing
scenario; a tsunami warning system, in contrast, would require more frequent
updates). Such large-scale systems also raise the question of scalability. Once
implemented, a system with a broad user basis could also be employed to apply
standard information retrieval measures such as recall and precision.

While our approach to modeling context is independent of the employed
information retrieval method, the background for this research is in context
modeling for semantic similarity measurement [43,44]. Previous approaches to
enable context-aware similarity measurement [45,46] regarded context as a sub-
set of the static information at hand to enhance the cognitive plausibility of the
results [47]. Combinations of semantic rules and similarity measurement show
promise for adaptation of information retrieval results to the current context
that goes beyond previous approaches. One could think of a reclassification of
the ontology via rules before measuring similarity, which would put the ontology
in the context of the current similarity query. Vice versa, subsets of the ontology
which are most similar with respect to a given query could serve as input to
rules, which could then adapt these preliminary results to the current context.
As such, the approach discussed in this paper is not specific to geographical in-
formation retrieval; nonetheless, this field with its broad range of numeric base
data provides numerous use cases for its application.

From a theoretical point of view, the problem of monotonicity needs to be
addressed: depending on the sensor measurements imported via sos:obs, the
same reasoning steps may lead to different results. Concerning SWRL, the num-
ber of tools for rule engineering and execution is still very limited. In practice,
the rules quickly become verbose, even with the prefix syntax used in this pa-
per. The XML-syntax used for storage is even more extensive, so that neither of
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the two formats is adequate for interaction of non-experts. These users, such as
surfers in our scenario, cannot be expected to edit rules by hand. Instead, user
interfaces that hide the complexity of the rules from the user are required.
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Abstract. Acquisition and dissemination of user and environment context in-
formation is critical in development and deployment of context-aware systems. 
It is fundamental to the success of such systems that they have access to a 
scaleable, robust and flexible context provisioning framework capable of work-
ing across all types of devices and networks. In this paper, we present the  
design, implementation and experiences of developing a context management 
system that incorporates these ideas. It is based on a consumer-provider broker 
model, where providers employ a common context representation format, de-
coupling various entities involved in the production and consumption of context 
information. We demonstrate how the idea of independent context providers 
can aid in end-to-end working of a context management framework. One of the 
major advantages compared to other approaches is the extendibility of the  
system. By progressively adding Context Providers to legacy mobile communi-
cation systems, new context domains can be added. The system is able to 
evolve constantly and support a variety of emerging context-aware services and  
applications.  

Keywords: Context-awareness, Context Provisioning, Context Management, 
Context Provider, Context Broker. 

1   Introduction 

Being aware of context and communicating context is a key part of human interaction 
and is a particularly powerful concept when applied to mobile users where network 
services can be made more personalised and useful. Location and presence are exam-
ples of context based services widely deployed today. Harvesting of context to reason 
and learn about user behaviour will further enhance the future internet vision where 
services can be composed and customised according to user context. The concept of 
awareness and context aware applications and systems is a much more difficult 
proposition. Context awareness refers to the capability of an application, service or 
even an artefact being aware of its physical environment or situation and responding 
proactively and intelligently based on such awareness. Context-aware applications, 
context-aware artefacts or context aware systems are aware of their environment and 



94 M. Knappmeyer et al. 

circumstances and can respond intelligently. The ubiquity of mobile devices and pro-
liferation of wireless networks will allow everyone permanent access to the Internet at 
all times and all places. The increased computational power of these devices has the 
potential to empower people to generate their own applications for innovative social 
and cognitive activities in any situation and anywhere. This wireless connection is not 
limited to user devices, almost any artefact from clothing to buildings can be con-
nected and collaborate. Furthermore new sensor technologies and wireless sensor 
networks provide environmental intelligence and the capability to sense, reason and 
actuate. This leads to the exciting vision of the interconnection of artefacts embedded 
in our real environment, forming a society of “intelligent things” and “smart spaces”. 
This will enable all sorts of innovative interactive pervasive applications as perceived 
by Weiser [1]. 

There are many challenges to be overcome to make this vision a reality but crucial 
in any attempt to do so will require some scalable means of finding and disseminating 
context. Gathering context about a user or situation is a challenge in itself since a 
person or object is potentially related in some way to almost an infinite set of objects 
and characteristics. At best one can expect to gather only a partial incomplete set of 
context data. However Tobler’s Law [2] states that all things are related but near 
things are more strongly related than those further apart. Therefore things in the near 
environment will probably be more useful in characterising current context and situa-
tion of the user.  With the proliferation of mobile and static wireless devices and 
physical sensors together with virtual sensors (e.g. calendar, weather service) and 
logical sensors (e.g. databases, user profiles, social profiles) [3] this contextual infor-
mation is becoming available. It can be safely estimated that the number of sources 
from which user and environment context can be acquired will increase tremendously 
in the near future. This will partly be due to the improved sensing capabilities of user 
mobile terminals that are increasingly being fitted with GPS modules, accelerometers, 
magnetometers, light and other sensors. Gathering is just the first step in the context 
lifecycle. To make use of this raw context it must be found, refined, aggregated, mod-
elled and used by appropriate networked reasoning entities to trigger services and 
applications. The main research questions are: how best to design a scaleable univer-
sal distributed context management system?; is it possible to build a scalable distrib-
uted reasoning system?; how far can we go in delivering useful context-aware  
services from partial incomplete context information? 

This paper concentrates on the issues surrounding a universal distributed context 
management system and in particular presents our work on the design of a simple 
lightweight scalable context provisioning model. Section 2 briefly presents related 
work. Section 3 defines context and context-awareness while section 4 details the 
context management design approaches taken in our work before going into more 
detailed Context Provider design in Section 5. In Section 6 some example Context 
Providers are described and evaluated. Section 7 concludes with lessons learnt, prob-
lems encountered, current status and future work. 

2   Related Work 

Georgia Institute of Technology elaborated a Context Toolkit [4] offering standard 
libraries to programmers [4]. Reusable components were designed to assist in the 
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development of context-aware applications. The main limitation of the Context Tool-
kit is the lack of a common formal model for context since it is represented by a set of 
attributes of the context widgets (i.e. the component encapsulating complex sensor 
functionality) and defined in an ad-hoc manner. The possibility of reconfiguration and 
extensibility during run-time is therefore not possible. The Context Broker Architec-
ture (CoBrA) developed by the University of Maryland supports context-aware appli-
cations in smart spaces. Being based on distributed agents it targets at gathering  
contextual information from resource limited devices. A Context Broker keeps a 
shared model of context and represents the entire community of agents. Each is re-
sponsible for aggregating and interpreting the raw data and detecting and resolving 
inconsistency. A rule-based logical inference approach utilised the Web Ontology 
Language (OWL) [5]. The Context Fusion Network “SOLAR” serves as infrastruc-
ture for context acquisition. Based on a graph abstraction of connections between 
components, their networks provide data fusion services for aggregation and interpre-
tation of sensor data. In order to avoid scalability problems a peer-to-peer model is 
realised to interconnect several hosts (entitled “Planets”) [16]. Sensors need to be 
controlled by the applications themselves. The PACE (Pervasive, Autonomic, con-
text-aware Environment) project offers functionalities for context gathering, context 
management and context dissemination, the development of context-aware applica-
tions is facilitated [6]. High-level programming abstractions and situation based trig-
gering mechanisms allow for light weight application development. The introduced 
layered architecture provides an integrated and holistic view. Reconfiguration by the 
end-user or by the developer during runtime is not foreseen. Another interesting re-
search has been carried out at the University of Berkeley in collaboration with Intel 
Research and Georgia Tech. Their iCAP system allows for specification of a rule-
based reaction for context-aware applications being configured by graphical user 
interfaces [7]. This approach is hence limited to static and well-specified rules without 
considering e.g. fuzzy or probabilistic logic. The successor system CAPpella focussed 
on providing a prototyping environment for recognition-based context-aware applica-
tions. It allows for learning user behaviour autonomously.  The Service-Oriented 
Context-Aware Middleware (SOCAM) project provides an architecture for building 
and rapidly prototyping context-aware mobile services. It concentrates on a central 
server entitled context interpreter, acquiring context data from distributed context 
providers [8]. Another example for a centralised middleware approach designed for 
context-aware mobile applications is the project Context-Awareness Sub-Structure 
(CASS), allowing for further extendibility.  

These are typical examples of middleware solutions and context-aware systems 
that have been proposed in the last decade. Modularity is partly supported in these 
approaches but with regard to rich extendibility during runtime, no system provides a 
ubiquitous “plug and play” like solution. The extensible context provisioning model 
described here does provide such a generic solution capable of supporting evolving 
applications and services in a rapidly changing  mobile environment. 

3   Context, Context-Awareness and Context Management 

Context is a form of metadata that is used to describe situations and is most often 
associated with a temporal event or state. The processing and manipulation of this 
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metadata is fundamental in the design of reactive pervasive services.  According to 
Abowd et al. [4] context can be "any information that can be used to characterise the 
situation of an entity (person, place, physical or computational object) that is consid-
ered relevant to the interaction between entity and application." His definition is by 
far the most cited in literature. Zimmermann [9] proposes five fundamental categories 
of context information: time, location, activity, relations, and individuality. Regarding 
the definition of a situation in context-aware systems, different views exist in the 
research community. Zimmermann defines it as “the state of a context at a certain 
point (or region) in space at a certain point (or interval) in time, identified by a name” 
[9]. Being a structured representation of a part of the context it can be compared to a 
snapshot taken by a camera. Location and time can be used as spatio-temporal coor-
dinates. With regard to situation-awareness Billings [10] defines a situation as "an 
abstraction that exists within our minds, describing phenomena that we observe in 
humans performing work in a rich and usually dynamic environment." In summary, a 
situation may contain an infinite variety of contextual information.  

Machine identification of a situation is difficult but building systems that are auto-
matically aware of situations and responding appropriately is even more of a chal-
lenge. Schilit [11] describes this system capability as being context-aware where 
software adapts according to the location, identities of nearby people, objects and 
changes to those objects. The primary goal of a context-aware application or service 
is to be able to change its behaviour in response to a context change. Context-aware 
applications, context-aware artefacts or context aware systems are aware of their 
environment and circumstances and can respond intelligently. Adaptation therefore is 
an essential element of a context-aware system. With the proliferation of wireless 
sensor-actuator networks there is an increasing interest in context-aware systems that 
make use of external (physical) context factors such as location, presence, tempera-
ture and light information and interact with the environment. This capability to sense, 
reason and actuate has the potential to imbue the property of awareness into almost 
any artefact or object. 

Engineering a large scale context aware system capable of scaling to the size of an 
urban cellular network and supporting smart urban type services and applications is a 
demanding challenge. There are essentially two main parts to any such context-aware 
system:  

− Context Management subsystem concerned with context acquisition and dissemi-
nation  

− Context Modelling concerned with manipulation, representation, recognising  and 
reasoning about context and situations 

Taking into consideration the full sense-decide-actuate cycle of context-awareness 
then two other subsystems can be identified: 

− Sensor and sensor network subsystem: this will include logical as well as physical 
sensors 

− Actuation and Service Composition: Once the system/application becomes aware  
it adapts by actuating some device/display and or some service is automatically 
triggered and delivered. 



A Context Provisioning Framework to Support Pervasive and Ubiquitous Applications 97 

The following sections now discuss the approaches taken in the design of these  
functional subsystems in the C-CAST project [12] concentrating on the context  
provisioning aspects. 

4   Context Provisioning Framework 

There are many research strands in the C-CAST project but the development pro-
gramme is based on establishing a core context provisioning framework from which 
more advanced features can be added. The following sub-sections discuss these key 
features.  

4.1   Context Representation  

Definition and representation is fundamental in the communicating and processing of 
context. The difficulty is that communicating simple context over wireless networks 
between constrained mobile devices requires lightweight representation whereas rea-
soning about situations and environments requires richer representation and models. 
Essentially context is metadata so any of the following model categories can be used: 
key-value, mark-up scheme, graphical, object oriented, logic and ontology based 
models [3]. For many context-based applications simple matching of context values is 
sufficient. However as Strang and Linnhoff-Popien [13] observe context representa-
tion for more demanding reasoning requires that the modelling approach should be 
able to: allow for partial validation independently of complex interrelationships; en-
able rich expressiveness and formalism for shared understanding; indicate richness 
and quality of information; not assume completeness and unambiguousness.  

The approach taken in this work is to define a lightweight Context Meta Language 
(ContextML) [14] with which to propagate and communicate basic context. More 
heavyweight database models and reasoning engines also make use of this mark-up 
scheme to send and receive context. Being based on the Extendible Markup Language 
(XML) ContextML is used to encode not only the context data but control messages 
as well. Fig. 1 presents an exemplar ContextML snippet containing the cell identifier 
(scope) of user (entity) michael.  

 
<ContextML xmlns="http://ContextML/2.0"  
   <ctxEls> <ctxEl> 
         <contextProvider id="LocationProvider" v="1.0.2"/> 
         <entity id="michael" type="username"/> 
         <scope>cell</scope> 
         <timestamp>2009-05-04T09:00:00+01:00</timestamp> 
         <expires>2009-05-04T09:01:00+01:00</expires> 
         <state>active</state> 
         <QoI> 
            <uncertainty>0.02</uncertainty> 
         </QoI> 
         <dataPart> 
            <par n="cgi">222-1-60923-11</par> 
         </dataPart> 
      </ctxEl> </ctxEls> 
</ContextML> 

 

Fig. 1. ContextML context update 
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Besides of the timestamp of creation and an expiration time, some further context 
meta information has been added to increase expressiveness. A context attribute has 
been added to reflect the state in the context lifecycle [15] and allow rapid changes 
between states (e.g. active, suspended). Resolution, accuracy and degree of uncer-
tainty are introduced as optional Quality of Information parameters. Therefore, prob-
abilistic reasoning can be supported where required. The ContextML encoded control 
messages are explained in the next section. 

4.2   Context Management 

The basic C-CAST context management architecture is illustrated in Fig. 2 and has 
been specifically designed to support mobile context based services over any network. 
The Context Provider-Consumer model together with the Context Broker model al-
lows the system to scale both in terms of physical distribution and in terms of context 
reasoning complexity. 
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Fig. 2. The C-CAST Context Management Architecture 

Network components take the role of Context Provider (CxP) or Context Con-
sumer (CxC) [14][16] and can exchange ContextML in HTTP messages using the 
Representational State Transfer (REST) interface. Consequently Context Providers 
and Consumers can be ported onto almost any networked device. The Context Broker 
(CxB) registers all CxP entities and offers a directory and lookup service so Context 
Consumers can find and access Providers. Registration and lookup of Context Provid-
ers is based on subjects of interests, i.e. context scopes/type (e.g. geographic location) 
and the entities (e.g. user, terminal) related to the contextual information. Context 
Providers derive context information from physical, virtual or logical sensors. Each 
CxP provides a specific type and scope of context information and advertises this to 
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the Context Broker. A CxC may be any kind of application or actuator utilising the 
context information. Context consumers can query the CxB for a particular type of 
CxP and, if available, can directly query the CxP for context. This is a ‘synchronous’ 
method of communication. Another method of context query by CxC is available 
which is asynchronous in nature. The CxC subscribes for context information with the 
CxB. The CxB forwards subscriptions from consumers to all registered providers. 
When a provider can match the subscription with produced context, it will inform the 
CxB of the available match and the context is forwarded to the registered con-
sumer(s). Fig. 3 shows an interaction sequence between components. The right side 
parallel life-lines show asynchronous context subscription/notification. For the  
purposes of this discussion, we will focus on the direct query/response method of 
communication. 

 

Fig. 3. Typical message sequence chart 

Registration of CxP with the CxB takes place in the form of a ContextML adver-
tisement message shown in the following snippet (Fig. 4) where a location provider is 
registering its capabilities and scope(s) at the CxB: It can provide location informa-
tion about a user (username) or a device (mobile) based on cell identifier (cell:cgi) or 
scanned wifi Access Points (wf:wfList). CxC can ask the CxB for a list of providers 
that can provide location information by invoking: 
http://cs.com/CB/ContextBroker/getContextProviders?scop

e=position 
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CxC receives the response depicted in Fig. 5 below. To get position context of a par-
ticular user, the CxC can issue the following request: 
http://cs2.com/LP/ContextBroker/getContext?entity=saad&

scopeList=position  

CxC gets the response listed in Fig. 6. A detailed discussion on our architecture is 
available in [17]. 

<ContextML>  <ctxAdvs> <ctxAdv> 
         <contextProvider id="LP" v="1.2.0"/> 
             <urlRoot>http://cs.com/LP</urlRoot> 
             <scopes>  <scopeDef n="position"> 
                    <url>/loc/getLocation</url> 
                    <entityTypes>username,mobile</entityTypes> 
       <inputDef> 
           <inputEl name="wf" type="wf:wfList"/> 
           <inputEl name="cgi" type="cell:cgi"/>   
                    </inputDef> 
                 </scopeDef>   </scopes> 
       </ctxAdv> </ctxAdvs> 
</ContextML> 

 

Fig. 4. Registration of CxP with CxB, announcing its capabilities 

<ContextML> 
  <ctxPrvEls> <ctxPrvEl> 
          <par n="scope">position</par> 
          <parS n="contextProvider"> 
            <par n="id">LP</par> 
            <par n="url">http://cs2.com/LP/loc/getLocation</par> 
          </parS>     
  </ctxPrvEl> </ctxPrvEl> 
</ContextML> 

 

Fig. 5. CxB informs CxC of a Context Provider matching the criteria given in CxC request 

<ContextML> 
  <ctxEls> <ctxEl dep=”gps” p=”1.0”> 
          <contextProvider id=”LP” v=”1.2.1”/> 
          <entity id=”saad” type=”username”/> 
          <scope>position</scope> 
          <timestamp>2009-02-17T18:57:30+01:00</timestamp> 
          <expires>2009-02-28T18:58:29+01:00</expires> 
          <dataPart> 
              <par n="latitude">45.11025083333333</par> 
              <par n="longitude">7.666810833333334</par> 
              <par n="locMode">gps</par> 
          </dataPart> 
      </ctxEl> </ctxEls> 
</ContextML> 

 

Fig. 6. Location context information related to an entity, sent from CxP to CxC upon query 

5   Context Provider Design 

One of the key benefits of this loosely coupled design is that context providers of all 
types may be added to or removed from the distributed network at any time. Since the 
main communication transport is HTTP these context providers can operate over a 
diversity of networks and the simplicity of design ensures they can work on a large  
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Fig. 7. Context Provider Interfaces & Functions 

range of mobile devices. Fig. 7 illustrates the basic functionalities that a context pro-
vider may encapsulate together with the main interfaces that it exposes. It is worth-
while mentioning at this point that Context Providers can vary in internal complexity 
so that some functions may not be implemented.  

 
The main Context Provider features and functions are:- 

− Data Acquisition: Each CxP is responsible for acquiring the raw information it 
requires for providing its context information to the system. Sources typically 
comprise physical sensors (e.g. accelerometers), virtual sensors (e.g. calendar files) 
and logical sensors (e.g. databases). In addition, context information provided by 
other CxP(s) may be acquired for further processing and aggregation. Providers 
may be working on different platforms (user terminals, network servers, etc), and 
sensors may be attached locally or remotely via wired or wireless communication 
means and various protocols. Hence, acquisition complexity and heterogeneity is 
completely hidden to the rest of the context management system. 

− Context Processing: Each CxP implements one or several of the processing stages 
for detecting context from real world sensed events. A primitive CxP will most 
likely focus on sensor data filtering and pre-processing, whereas a high-level CxP 
will use such primitive context to build more complex inference models on which 
more powerful processing techniques are applied. The kind of processing is always 
tailored to the targeted output context information. Produced context information 
can be kept in a local cache. 

− Context Provider Management: To ensure a plug and play behaviour, a CxP re-
ports its capabilities to the context management framework by sending an adver-
tisement message to the CxB. Before it can register, at least one CxB entity needs 
to be discovered. The advertisement message contains information how to access 
the CxP, its query model and the way context can be accessed. In addition, the CxP 
indicates whether it provides an internal history or caching service. Optionally, 
means for controlling and adapting the context processing may be announced, e.g. 
change of sensor sampling rate. 

− Context Access and Dissemination: A CxP provides the following access mecha-
nisms: Synchronous access is mandatory and allows for handling direct context  
 



102 M. Knappmeyer et al. 

queries (on demand queries) from other components in the context management 
framework. The reply contains matching context information if available or a nega-
tive acknowledge message. Asynchronous access may optionally allow for notify-
ing other components in the context management framework about available  
context, e.g. upon subscription matching. A CxP offering asynchronous communi-
cation is able to accept subscriptions defined by context consumers through the 
context broker(s). Those providers are able to match produced context against the 
subscriptions and inform interested parties (context consumers) of available con-
text either directly or through the broker. Whether only synchronous or in addition 
asynchronous context access is provided is individually reported in the announce-
ment message accordingly. 

6   Exemplar Context Providers 

A number of different context providers have been designed and implemented, a  
selection of which are now presented. 

6.1   Terminal Capability Context Provider 

As rather primitive CxP the Terminal Capability Context Provider offers context 
information related to the user’s mobile device capabilities (multimedia, storage, etc.) 
and device status (in call, battery life, ringing profile). Some of this information is 
static and may not change during the life of the device (IMEI number, screen resolu-
tion etc.) while some information is dynamic and may change, for example supported 
media codecs, battery life and ringing profile. This context information may be used 
by third party services for enhancing delivery of multimedia, advertisements and 
other services whose content depends on device capabilities.  

The Terminal Capability Context Provider makes various scopes related to device 
information and status available. The current implementation is built on the Android 
platform. Fig. 8 shows ContextML formatted updates from this provider to a context 
broker. 

<ContextML xsi:schemaLocation="http://ContextML/1.6 > 
<ctxEls> <ctxEl> 
    <contextProvider id="T.C.P" v="0.5"/> 
    <entity id="35827901xxxxxxx" type="imei"/> 
    <scope>deviceInfo</scope> 
    <timestamp>2009-05-04T13:43:48+01:00</timestamp> 
    <expires>2009-05-05T13:43:48+01:00</expires> 
    <dataPart> 
      <par n="vendor">Google Inc.</par> 
      <par n="model">Android Dev Phone 1</par> 
      <par n="imei">358279XXXXXXXXX</par> 
      <par n="imsi">234102xxxxxxxxx</par> 
      <par n="screenW">320</par> 
      <par n="screenH">480</par> 
      <par n="screenColorBits">24</par> 
    </dataPart> 
    </ctxEl> </ctxEls> </contextML> 

 

Fig. 8. ContextML formatted updates from Terminal Capability CxP  



A Context Provisioning Framework to Support Pervasive and Ubiquitous Applications 103 

6.2   Location and Proximity Context Providers 

There are two types of context provider that have been implemented under this cate-
gory: a simple mobile device location provider and a network location provider that 
gets context from all devices within a zone. As illustrated in Fig. 9 mobile devices act 
as Context Source (CxS) and push information related to the user and device location 
to the network Location Provider. This location context (i.e. Cell ID, list of WiFi 
Access Points in proximity, and/or GPS coordinates) is encoded in ContextML and 
periodically updated to the provider.  

 

Fig. 9. Location & Proximity Context Provider – Information Flow 

The current version of the demo CxS implementation is built on the Android plat-
form [18]. The network location provider has been designed as a Java Enterprise 
Application running on a JBoss Application server. Amongst other internal databases 
it also accesses the OpenCellID API [19] to determine the location based on a given 
cell identifier, the associated civil address is also determined. Applications supporting 
the CxC interface such as “Where am I” and group multicast perform lookup through 
the context broker and make use of these context providers. 

6.3   Situation Provider 

A Situation Provider (SP) is an example of a much more complicated component. In 
general a provider makes use of several models and abstractions to complete this 
computational task. The main conceptual layers are illustrated in Fig. 10. The pro-
vider finds and subscribes to relevant context sources though the context broker. This 
is used to update models of the particular situations it is trained to reason about or 
identify. Various source-context update intervals can be defined: rapid, dynamic and 
static. These context providers run on servers within the network but conform to the 
same interfaces as described above. 

Fig. 11 illustrates one of the situation providers currently under construction. Using 
the Context Broker, relevant simple scope-entity context sources are subscribed to 
and on arrival (in ContextML messages) context is stored inside a logical fact base. 
The Situation Recogniser applies rule based reasoning and assigns one or more situa-
tions to the entity. This information is kept in the Situation Repository and made ac-
cessible via the common CxP Interface. For the sake of clarity the arrows in Fig. 11 
symbolise the logical context/situation information flow. In addition, a Configuration 
Interface guarantees the extendibility of the Provider both in terms of the situation  
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Fig. 10. Conceptual Layers of a more Complex Context Provider 
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Fig. 11. Situation Provider - implementation features 

model and in terms of reasoning rules. Our currently ongoing prototype implementa-
tion is based on the Java 2 Enterprise Edition standard. Again JBoss is used as open 
source application server and JESS (Java Expert System Shell) as rule engine. One of 
the main goals of the project is to identify situations when multimedia content can  
be multicast as opposed to unicast to groups of user mobile devices.  Consequently 
identifying group situations is the main task of this provider. 

7   Results, Conclusions and Future Work 

A first prototype of the context management framework including a query based Con-
text Broker together with a variety of Context Providers has been implemented and 
trialled over a commercial cellular network and is reported in [14]. The components 
use REST over HTTP communicating context through ContextML, the XML-based 
meta language. The results from these trials show that the lightweight context broker 
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architecture performs well in propagating context and is capable of supporting inter-
esting context-based services and applications. The context processing required by the 
applications is almost exclusively confined to finding and matching context using 
database queries.  

As the number of context providers grow, complexity of finding and accessing 
relevant context increases. Currently we are experimenting with federated brokers and 
a publish-subscribe mechanism to enhance the scalability and flexibility of context 
propagation. One of the main aims of the research was to establish how far we could 
scale this producer-consumer broker model. Would it be sufficient to support the 
demands of new mobile context based application and services? Could it be ported on 
and across a diversity of devices and networks? So far the results are encouraging.   

However providing context-aware services is an order of magnitude more complex 
than offering context-based services. At the moment we tend to conclude that match-
ing and selecting a service or response based on context is probably the best we can 
achieve. That is to say it is a best effort selection of a response (adaptation) that is 
likely to lead to a satisfied service user.  Context-aware systems attempt to recognise 
and understand situations in the environment responding appropriately.  It has to be 
accepted that in this endeavour we are attempting to construct and reason about mod-
els of the physical world based on partial, uncertain and incomplete information.  

How far our concept of enhanced reasoning context providers can be taken is still 
an open research question. There are many challenges. For example the simple Con-
textML entity-scope representation is limited in expressing semantically rich context 
therefore use of other representations is necessary. Valuable information will there-
fore be lost in translating between representations. This assumes that machine transla-
tion is possible. As the context provider models grow so does the computation  
required to identify situations. The inevitable consequence is that some situations will 
only be identified some time after the event, of no use to mobile users who in the 
mean time have moved on. One of the main lessons we have learnt in designing and 
deploying context-aware applications is the crucial need for social and behavioural 
studies. In order to help compensate for the partial incomplete context information, 
gathered behavioural models of the region in which services are to be deployed is 
mandatory. So for example, if assisting context aware services are to be deployed in a 
railway station it is necessary to study how the spaces within the building are used 
and the social behaviour of people who use it at different times of the day and year. In 
addition to this, as much station and train management information must also be 
available. So for larger scale situation-aware services the challenges are severe. Our 
applications are multimedia, so there is limited user dissatisfaction when media 
streams are out of order, with incorrect colours delivered at the wrong time. In some 
cases they are still an entertaining media experience.  
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Abstract. The European FP7 research project m:Ciudad - a metropolis of ubiq-
uitous services - aims at the empowerment of users to create services on mobile 
terminals. The project demonstrates various scenarios in which users either act 
as creator of services or interact with the system to search for services or ser-
vice construction components. The search and recommendation process in the 
system facilitates retrieval of related entities and shows the results to the users 
according to their preference and contextual information. The paper demon-
strates an approach to integrate contextual information with other search attrib-
utes to enable efficient service retrieval and recommendation in mobile user and 
application scenarios. The specifics of a mobile environment are taken into con-
sideration and are reflected in the design of the m:Ciudad Search and Recom-
mendation Engine. We discuss how context-awareness and proactivity can be 
implemented and utilised for mobile services. 

Keywords: recommendations, mobile services, proactivity, m:Ciudad, user-
generated services. 

1   Introduction 

Nowadays digital information of any type is available at any given time and at almost 
any given place. At the same time the amount of generated digital information is 
growing tremendously. The amount of digital information in 2006 was estimated to be 
161 billion gigabytes which is about 3 million times the information of all the books 
ever written [1].  By 2011 the amount is estimated to be 10 times the size it was in 
2006 [2]. An unlimited access to an apparent endless amount of digital information 
demands for highly efficient search mechanisms which incorporate as much informa-
tion about the user as possible. However, personalized search mechanisms are not 
sufficient to tackle the issue of information overflow. Personalized and context-aware 
recommendations are therefore a crucial factor to discover not only the sought-after 
information but to provide information beyond what is currently being requested by 
the user.    

The search and recommendation engine build in the European funded project 
m:Ciudad [3] takes the requirements for future discovery tools described in the para-
graph above into account. In the following m:Ciudad as a whole and its search and 
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recommendation engine in particular are described. The search and recommendation 
engine focuses on how context information of mobile users is incorporated in the 
search and recommendation processes. 

This paper discusses, how m:Ciudad can deal with a large number of short-lived 
services, and how ontology-based metadata can be used to evaluate services accord-
ing to their relevance. In the end an outlook is provided which describes how the 
proposed mechanisms can be evaluated and extended in future work. 

2   The m:Ciudad Architecture 

The goal of m:Ciudad is to enable mobile users to create services on the mobile de-
vice by combining existing service elements. In addition users will be able to provide 
data for a service, i.e. participating in a multi-provider scenario or using content pro-
vided by a service. For all three scenarios a user needs to become a member of the 
m:Ciudad community by installing the m:Ciudad bundle on the mobile device.  

 

Fig. 1. m:Ciudad Architecture 

The architecture of m:Ciudad (see fig. 1) consists of a server part, the m:Ciudad 
framework and an embedded platform which resides on the mobile device. Due to the 
limited bandwidth and processing power of mobile devices data storage and process-
ing is conducted on the server side. The most important components on the server-
side are the Service Warehouse, the Knowledge Warehouse, and the Search and  
Recommendation Engine. Information about the created services is stored in the Ser-
vice Warehouse and the Knowledge Warehouse whereas operational information 
about the service is stored in the Service Warehouse and meta information about the 
service is stored in the Knowledge Warehouse. For handling search requests and for 
the provision of proactive recommendations the Search and Recommendation Engine 
requests information from the Service Warehouse and the Knowledge Warehouse. On 
the mobile device the Service Execution Environment is responsible for downloading 
and running services. Services are created in the Service Creation Toolkit. In the  
following a more detailed description of the different components is provided. 
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2.1   The Service Creation Toolkit 

The Service Creation Toolkit enables the user to create services. Two approaches for 
service creation are investigated. On the one hand a question-based approach is ana-
lysed. In this scenario the user is asked questions and depending on the answers the 
service elements are recommended to the user. Technical details of the service crea-
tion is transparent for the user. The block-based approach is another approach which 
is evaluated in the m:Ciudad project. Service creation is based on the logical connec-
tions of autonomous black boxes which are high-level parts of a service. It will also 
feature the annotation of services, which are stored in the Knowledge Warehouse. 

2.2   The Service Execution Environment 

The Service Execution Environment is the core of the m:Ciudad Embedded Platform 
and resides on the mobile device. Its main function is to handle the execution of ser-
vices. Furthermore it interacts with the Service Creation Toolkit and enables testing of 
new services on the mobile device before publishing them.  

2.3   The Service Warehouse 

The Service Warehouse is the module in the m:Ciudad Framework which acts as a 
repository of services and interacts and communicates with several modules both in 
the Embedded Platform and in the m:Ciudad Framework. Depending on the role of 
the user, different data is retrieved from the Service Warehouse. In case the user acts 
as creator of a service, service templates are downloaded from the Service Ware-
house. A user interested in providing data for an existing service downloads the full 
service code from the Service Warehouse. Finally, a user acting as consumer of a 
service is provided with the User ID of the user providing the service.  

2.4   The Knowledge Warehouse 

The Knowledge Warehouse is focused on describing services using semantically en-
riched data. It facilitates search and discovery of services for the m:Ciudad community. 
This component will be used as a part of the global m:Ciudad architecture in collabora-
tion with the Search and Recommendation Engine to support the service discovery, 
selection, and creation. The Knowledge Warehouse resides on the server side and is 
linked to different types of ontologies to represent domain knowledge in different ap-
plications. The domain ontologies specify common concepts and their relationships in 
the domains of application for m:Ciudad (e.g. tourism, traffic, entertainment). How-
ever, searching the contents is not the main target in Knowledge Warehouse design. 
The services and contents are only annotated in a way that supports finding relevant 
services based on different search criteria. This will be done in cooperation with the 
Service Warehouse and the Search and Recommendation Engine. 

3   The m:Ciudad Search and Recommendation Engine 

The m:Ciudad Search and Recommendation Engine (S&RE) comprises a new way for 
formulating queries, which are used both for search and recommendation scenarios. 
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Moreover, it supports filtering and ranking based on ontology-based service descrip-
tions. For the ranking and also for proactive recommendations the specifics of the 
mobile environment are leveraged to boost the quality of search and recommendation 
results. 

3.1   Query Formulation 

In m:Ciudad, there are different sources of information that can be leveraged for 
searches or proactive recommendations: 

─ Search items / keywords: These are terms that are defined by the user and are the 
only parameters that are explicitly defined by the user. The information is sub-
mitted as the user requests information from the system. 

─ Context information: This information is submitted automatically by the mobile 
device itself. The information includes for example GPS location, the current 
time, etc. 

─ Profile data: The user profile information is stored on the server-side. It is re-
ferred to whenever a user submits a query. For optimization purposes this in-
formation is only transmitted if it deviates from the general user profile of the 
user. 

The unique ID of the user is also sent to the system along with the other parameters. 
The search mechanism is different from “classic” approaches that rely on a set of 

search terms. We use the concept of “query extension” [3] to expand the query by 
adding user-related and contextual information. By this means, we want to achieve a 
higher quality of search results and provide a personalized and context-aware search 
mechanism. 

For recommendations, there are no explicit search terms. However, there is profile 
information from the users and contextual data sent by the mobile terminal. The defi-
nition of the query is sufficient for both “pull” and “push” recommendations. For 
“push” recommendations, a background service continually monitors the user’s cur-
rent situation and provides proactive recommendations when a certain “threshold of 
change” is reached. For “pull” recommendations, the process is similar to a search 
without any search terms. In this case, the results are suggested by the system based 
on detected user interests and preferences. 

In the following, we consider a query term t to be the atomic part of a search query q: 

),,,( 21 ntttq K=  
Def. 1. Definition of the Query Formulation 

Furthermore, we define a query term it  as following: 

 

wvncti ,,,=  

Def. 2. Definition of a search term 
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─ =c category of the query term; i.e “keyword”, “context-information”, or for 
service creation a “input/output block” 

─ =n unique name of the query term within a category within a single query; 
(e.g. “name” for the name of a user, or “name” as the name of the service) 

─ =v value of the parameter (e.g. the actual name of the user, his current loca-
tion, the actual search term, etc.) 

─ =w weight of the query term within the query 

As the query formulation shows, also requests from the Service Creation Toolkit can 
be handled by this generic query formulation. The category can be used to describe, 
whether the given search term is associated to an input or to an output block. The 
weight of the query term can be defined by the user, or can be determined by the 
system. A more detailed description on how these weights are actually defined and 
used, is provided in the following. When a query is formulated, weights are allocated 
to the different query terms. This could be done explicitly by users in an advanced 
search interface or implicitly. Some basic considerations are listed below: 

─ Search terms: If search terms are defined, i.e. we have an actual search and not a 
proactive recommendation, they should have a rather high weight.  

─ User profile information: a profile can contain the interest of a user, i.e. cooking 
and football. Users can define weights for different items in their user profile, 
i.e. cooking  0.3 and football  0.5 specifies that a user is more interested in 
services about football than cooking. When executing a query, the user profile 
information is matched to the other query terms in order to re-rank the profile 
information according to their relevance. 

─ Context information: In the following we only elaborate on location and date / 
time. We will consider these aspects in the design and the latter prototype de-
velopment. However, context data could include more complex information 
such as the mood of the user and environment variables. The very generic query 
formulation as shown above also allows for such scenarios. 
 Location: The handling of locations is depending on whether a service is lo-

cation-based or not. If a service is location-based, another important question 
is, whether this information is used as a hard criteria, i.e. the specified loca-
tion MUST be within a certain range, or whether it is a parameter that should 
be used for the ranking. For the first case, we assume the weight for location 
to be 1.0, i.e. it will be the most important parameter for selection; if a ser-
vice is not within the specified range, it will not be selected. 

 Date / time: The handling of date and time is depending on whether a service 
is time-dependent or not. If a service is time-dependent, another important 
question is, whether this information is used as a hard criteria, i.e. the speci-
fied timestamp MUST be within a certain range, or whether it is used as a 
soft criteria and thus a parameter that should be used for the ranking. For the 
first case, we assume the weight for location to be 1.0, i.e. it will be the most 
important parameter for the selection; if a service is not within the specified 
time range, it will not be selected. 

In the following an example of a query is provided. A user enters the terms “cooking” 
and “football” and assigns the weight 0.3 to cooking and 0.5 to football. The resulting 
query <t1,t2> looks as follows. For t1 category = keyword, name is empty, value = 
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cooking and weight = 0.3. For t2 category = keyword, name is empty, value = football 
and weight = 0.5.   

Overall, there is a need to re-process these weights after the different query terms 
have been transferred to their ontological representations. We need to re-calcaculate 
the weights of search terms with respect to their relevance to the other terms in the 
query. Sections 3.3 and 3.4 describe, how a query is processed. 

3.2   Creating the Search Index 

To allow for an effective and fast search, we need an infrastructure that holds refer-
ences to services according to some classification. For our scenario, where we have 
potentially millions of services, we cannot query the whole semantic infrastructure 
upon every search request. Therefore we need to build a search index.  

This is the basic data structure that allows for a fast filtering. First, all query terms 
have to be transformed into an ontological representation. Querying for an ontological 
representation results in a list of service references that match the given ontological 
representation of query q (see definition 3).  

 

),...,(),...,( 1,1, mnqq ssoof ⎯→⎯  

Def. 3. Definition for mapping ontology representations to list of service instances 

For the fast and efficient access to service meta data, we hook into the lifecycle events 
of services in order to create a search index. This search index maps the generic meta 
data description structure to service instances. The generic meta data description 
structure comprises a set of ontology classes that have been used throughout the de-
scription of the service. When a service is created, all possible combinations of onto-
logical representations will be mapped to the concrete service reference. For instance, 
a user creates a service named Foodball which is about the best cooking recepies for 
watching a football match. The most obvious ontological representation for the ser-
vice Foodball in the search index will be OR1 = {football, cooking} (see fig. 2). OR 
stands for ontological representation. However, since football and cooking are part  
of an ontology, the different super-classes of Football and Cooking have to be  
considered as well for referencing this service. 

The different ontology representations are created according to the inheritance hier-
archy of the respective concepts. The ontology representation includes all the references 
to the contained ontologies (usually a URI – in fig. 2: o1, o2, etc.). Each service will be 
mapped to the ontology representations which can describe it. In accordance to how 
many generalization steps have been made, the weight of this representation can be 
adapted and saved with the representation in the search index, i.e. the more generaliza-
tion steps have been made, the lower the weight of the respective ontology representa-
tion. For instance, OR2 is not as precise as OR1, and so on. Many different services can 
be found according to the ontology representations. The weight of a given ontology 
representation and service id pair can be used to pre-select appropriate service instances 
according to their weight. Though we have high costs on the server-side for creating a 
service, we keep the costs low for the search and recommendation scenarios on mobile 
devices, as we are able to filter from millions of services to few of them. 
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Fig. 2. Search Index Creation 

3.3   Filtering 

From a process point of view the filtering can be described as follows (see fig. 3). The 
filtering is triggered with a query and starts the matching of each search term. Having 
ontologies for each search term an overall ontological representation of the query can 
be built. This ontological representation is used to query the instance space where 
each service instance is matched to an ontological representation. At this stage, two 
types of results are possible: either a list of service instances is found which match the 
ontological representation of the query. In this case the filtering process ends; Or no 
services instances are found so that the instance cache has to be queried again with a 
reduced ontology set. Reduction is conducted by removing the term which has the 
lowest weight. 

The filtering process described in previous sections mainly aims at the discovery of 
service instances which match the overall search query. For some use cases we need 
to extend this mechanism with item-based evaluations that have even to be performed 
throughout the filtering. 

For instance, a service might not be valid anymore or the user might not have ac-
cess rights to the service. Another example is a service which provides information 
that is outside the physical range of the user.  

As these interpretations already contain some information which are needed 
throughout the ranking, these intermediate results should be cached for the ranking 
later on. Depending on the search scenarios we have (location-based, time-dependent 
search, etc.), we need a configuration which describes, which parameters should be 
evaluated throughout filtering. 

For all the different aspects that need an evaluation while filtering, this information 
needs also to be included in the table that maps ontology representations to service 
ids. For time-dependent search there could be an additional attribute that can be que-
ried throughout the filtering. 
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Fig. 3. Filtering in m:Ciudad 

3.4   Ranking 

The ranking function (see def. 4) is a combination of weights of the different search 
terms and implicit and explicit user feedback. 

 

)()()()()()( ss
i
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Def. 4. Definition of the ranking function 

─ )( sqr , Overall ranking result of a service s  which was returned as a result for 

query q . 

─ )( itr , Evaluation of the search term it  

─ )(sr , Feedback about service s  

─ )(orr , Feedback about service description of service s  which is represented 

via its different ontologies 
─ )(instr , Feedback about how often service s was installed 

─ )(extr , Feedback about how often service s  was extended to a new service 

─ ϕεδγ ,,, , Parameters to emphasize or reduce relevance of function terms of 

ranking equation 

At first the search terms of query q  are considered in the ranking function. The sum 

∑
i

itr )( describes the overall evaluation of the different search terms it . Each  
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search term is evaluated by its assigned weight and additional parameters. For in-
stance search term 1t  specifies that the desired services should provide information 

not older than an hour. If the services s  meets this requirement the Boolean parame-
ter 1 is assigned, if the services s  does not meet this requirement the Boolean pa-

rameter 0 is assigned. )( itr in this particular example equals 1 multiplied with the 

weight assigned to term 1t  for the first case and 0 in case service s  does not meet 

the requirement. Hence, ∑
i

itr )(  adds the different evaluations of each search term 

it  of query q . )( sr  represents the feedback about the service provided by the us-

ers. Here, different aspects of feedback are considered, e.g. collaborative or hybrid 
mechanisms. )(orr  is feedback about the description of the service, i.e. whether it 

was helpful.  )(instr  and )(extr  are statistical parameters obtained from the 

Knowledge Warehouse. ϕεδγ ,,,  enable a variation of the relevance of different 

terms of the ranking function and thus, a variation of order of services in the result 
list. 

Since the list of service instances is a list of ontological representations that 
matches the ontological representation of the search query, weights of the search 
terms can be directly used to evaluate the overall ranking of the service instance. 
Furthermore, parameters  ϕεδγ ,,,  have to be adjusted in relation to the user role. 

For instance, if the user searches for services for consumption γ  will be assigned a 

higher value then ϕ . In the reverse conclusion, ϕ  is assigned a higher value, if the 

user acts as services creator. 

3.5   Enabling Proactivity in a Mobile Environment 

The m:Ciudad bundle on the Mobile Embedded Platform includes a browser, which 
can be used to access to the Search and Recommendation Engine specific URL in 
order to get the Search and Recommendation Engine main page; when this page is 
rendered in the user terminal, the user fills in all the parameters (s)he wants to include 
in the request and then clicks on the “Search” button which sends a request to the 
Search and Recommendation Engine. However, before this request is really issued, 
the following information has to be accessed and included in the request: 

─ User ID: The unique user ID to identify the current user 
─ Context information: All capability information by the current device (esp. loca-

tion1; time can be determined in the backend automatically) 

The User ID will be part of the user configuration and will be read from the m:Ciudad 
configuration file but the context information has to be requested from the Capabili-
ties Manager which is accessed through the Service Execution Environment. 

                                                           
1 The option to include information from the network providers about the current location will 

be analyzed throughout the implementation of the m:Ciudad prototype. 
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As the search terms and the user profile data can be edited within the Search Cli-
ent, these should not be provided by the Service Execution Environment. The listed 
information above will be part of an HTTP session, so the Search Client can use it to 
load the user profile data from the Service Warehouse (in case of the user ID) and to 
weigh context data according to their importance. 

To enable proactivity in the Search & Recommendation Engine, the Service Exe-
cution Environment should also permanently poll the Search & Recommendation 
Engine for proactive recommendations, as the Search & Recommendation Engine 
cannot directly address a mobile client without prior request. In this case the same 
data should be transmitted as with the search request. A response should indicate, 
whether there are recommendations for the user or not. 

In order to keep the user effort as small as possible, the intervals for pushing in-
formation from the Search and Recommendation Engine should be quite large. As the 
Search and Recommendation Engine can keep track of all other parameters all by 
itself, it only needs to be notified for location changes. For the implementation of the 
prototype we consider an interval of 5 minutes to be appropriate for this purpose. The 
option should be investigated, whether the mobile device can determine a certain kind 
of variation threshold for the parameters location and time. According to that, an 
update request would be initiated, whenever a certain deviation of the previous  
location or time has been reached. 

An efficient searching interaction between a user and the Search and Recommen-
dation Engine will result in a service being selected for installation and execution on 
the mobile terminal. At this stage a new interaction between the Search Client and the  
 

 

 
 

Fig. 4. Interaction between User, the Search and Recommendation Engine, and the Service 
Execution Environment 
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Service Execution Environment will be required in order to pass the Service ID of the 
selected service from the Search Client to the Service Execution Environment; from 
then on the Service Execution Environment will launch the process of downloading 
the service from the Service Warehouse and installing it in the terminal. 

Figure 4 depicts the main interactions between the Search Client and the Service 
Execution Environment. 

4   An Instance Scenario 

A group of friends is having dinner and spontaneously decides to go out afterwards. 
One of the friends, a member of the m:Ciudad community, starts looking for a service 
which provides information about cool events. He specifies via an advanced search 
interface, that the service has to provide information for events that are taking place in 
a time range of 5 minutes from now. Furthermore, the Search and Recommendation 
Engine knows from the user’s profile that he likes Rock music. Thus, the system 
starts looking for services that provide information about events which include Rock 
music. Having found a list of services which match the different criteria, the filtering 
process removes all services which provide information about events in cities other 
than the user is in. The ranking function furthermore gives a higher rate to Rock 
events than to other events. Having filtered and ranked the services the Top 5 services 
are returned to the user. Figure 5 shows, how this query can be specified on the  
mobile phone. 

 
Fig. 5. Sample Screenshot of the Advanced Search Interface 

5   Related Work 

In recent attempts context-aware recommender systems have been combined with 
ontologies to further improve the recommendation by adding semantics to the context. 
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For instance, description of a meeting situation specified in terms of location, time 
and people can be extended with a qualitative, high-level description such as “Impor-
tant Work Meeting”, “With Friends”. In addition, the mobile service description itself 
can be extended by a service class ontology/taxonomy describing a service as “Real-
time Communication Service”, “Entertainment Service”, “Messaging Service”, etc. In 
other words, service and item representation can be extended across multiple dimen-
sions and taxonomies. Using ontologies, the quality of content description is notably 
improved for machine processing and reasoning purposes. Domain ontologies enable 
semantic matching of objects and profiles instead of a simple keyword-based match-
ing or comparison of syntax [5]. 

In m:Ciudad framework, contextual information such as “location” or “current 
available bandwidth” is subject to constant and quick changes. Implementation of a 
context-based recommendation system in a mobile environment is particularly diffi-
cult. In the following some of the different approaches of context-based recommender 
systems in a mobile environment are described. 

Woerndl et al. [6] describe recommendation of mobile applications to users based 
on what other users have installed in a similar context. A hybrid recommender system 
is created by letting the user select between several content-based or collaborative 
filtering components. In addition, a rule-based module using information on point-of-
interest information in the vicinity of the user is provided. By this means context-
dependent information can be recommended to the user, e.g. services of “Real  
Madrid” can be proposed to the user when he walks in the vicinity of the Bernabeu 
stadium. 

Chen [7] discusses a context-aware recommendation system that predicts the user’s 
preferences on past experiences of like-minded users in “tourist activities” domain. For 
instance, a user seeks recommendations via a mobile device for activities in the rela-
tion to the current weather, location and travelling companions. The recommendation 
engine suggests activities which similar users have done in a similar context. In com-
parison to the traditional approaches described above, this approach defines a context 
similarity measure and includes it in the collaborative filtering rating equation, i.e. a 
collaborative filtering system is combined with context-aware recommendation.   

Van Setten et al. [8] describe a context-aware recommendation engine for mobile 
tourist applications which uses ontologies. In their approach a hybrid system is con-
structed by combining a recommender system and a context-aware system. At first, 
the context item “location” is used as a hard criterion to select relevant services that 
are in the vicinity of the user. Then, the predicted interest of the user is used as soft 
criterion to order the remaining services. Requests are triggered either by the user 
himself or by a detected change of context. For instance, the systems provides pro-
active recommendations, e.g. nearby buildings, buddies or other buildings, depending 
on the location and the profile of the user. The recommendations are adapted auto-
matically if the context of the user changes, i.e. if the sensors of the mobile device 
detects an increase of the user’s speed, the application assumes that the user is driving 
and increases the radius of the area for providing recommendations. For the service 
description, the semantic web technologies, and in particular OWL, are applied to 
create additional annotations of service elements, e.g. service type, inputs, outputs 
which have to be filled in by the service provider.  
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Zhou et al. [9] developed a recommendation system which is based on user prefer-
ence, situation context, and capability context for supporting context-aware media 
recommendation for smart phones. They define a recommendation model for dealing 
with a wide variety of recommendations. The model provides multimedia recommen-
dations over multiple dimensions to generate multidimensional output. Context is 
represented via ontology-based context models which include the user’s media pref-
erences. For the evaluation of the recommendations three different approaches are 
combined, namely content-based, Bayesian-classifier, and a rule-based approach. The 
content-based approach measures the similarity between a media item and the prefer-
ence of the user then the Baysian Classifier calculates the probability of the item  
belonging to the situation context, finally a weighted linear combination of the  
subscores is applied to calculate the overall score.  

6   Conclusions and Outlook 

This paper discusses how proactive and context-aware recommendations are applied 
to mobile services in the m:Ciudad Search & Recommendation Engine. Ontologies 
are used to describe services, users, situations and their domain knowledge. The on-
tology-based data representations are used as the basis for search and recommenda-
tion. The approach for the query formulation is generic and can be used in different 
service usage scenarios (service creation, service provision, "plain" service usage). 
Moreover, it serves as internal data structure for both searches and recommendations. 
The ranking takes specifics of the mobile system into account, e.g., it uses the number 
of service installations to refine the ranking. Proactivity is enabled by a triggered 
request for proactive recommendations from the mobile client. 

M:Ciudad somewhat differs from the other approaches in similar domains, as it di-
rectly addresses a potentially huge number of services and features a filtering method, 
which allows for highly scalable filtering of millions of services. 

Overall, the depicted approach can be used to semantically classify and describe 
different types of services, items, etc. across the border of a single application. The 
query formulation is generic and can be adapted to other domains and applications; it 
is not strictly bound to mobile platforms. Nevertheless, the specifics of a mobile envi-
ronment are taken into account, and are considered while ranking the different service 
instances and enabling proactive recommendations in such an environment. 

Future work will focus on using the semantics provided by the ontology infrastruc-
ture to derive facts from probabilistic measures taken from the user feedback and also 
the reasoning mechanisms. Moreover, by analyzing the historical data of searches and 
recommendations, optimization can be learned and reified in the ontology representa-
tions, in order to boost the performance of searches and recommendations. 

In the m:Ciudad project, the Search & Recommendation Engine will be imple-
mented throughout the next steps. A preliminary set of domain ontologies has been 
created or reused from existing ontologies, such as FOAF [10] and SKOS [11]. The 
prototype will be also evaluated against common metrics such as precision, recall and 
fall-out. 
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Abstract. A robust activity and context-recognition system must be
capable of operating over a long period of time, exploiting new sources
of information as they become available and evolving in an autonomous
manner, coping with user variability and changes in the number and type
of available sensors. In particular, wearable and ambient nodes should be
trained lifelong, as new context instances naturally arise, and the labeling
of the instances should be carried out ideally with no user intervention.
In this paper we show by means of an experiment and simulations that
we can indeed achieve lifelong learning and automatic labeling by using
Context Cells, an architecture capable of sensing, learning, classifying
data and exchanging information.

1 Introduction

Research on activity recognition in wearable and pervasive sensor setups has
shown that multiple modalities are beneficial to achieve a better accuracy on
the recognized activities [1,2,3]. Technical advances and miniaturization are also
leading to a continuously and rapidly increasing number of sensors becoming
available in the environment, on the user’s body [4] and also integrated into
smart textiles [5].

These many resources can be exploited in an efficient way to perform activity
and context recognition, but challenges arise. In particular, we cannot rely on a
fixed sensor setup, since upgrades in the infrastructure can occur and the place-
ment and number of sensors can continuously vary both on the body and in the
environment (for example a cell phone can be in different pockets and can have
different orientations). In such a scenario where sensors dynamically become
available, can be moved etc, it is not possible to train classifiers and map signal
instances to activities at design time, like it is done in present activity recog-
nition systems. Traditional activity recognition systems are in fact static, since
they feature fixed setups that rely on predefined sensors and machine learning
algorithms to achieve their goal and the training of these algorithms is normally
done off-line with user-annotated labels [6].

P. Barnaghi et al. (Eds.): EuroSSC 2009, LNCS 5741, pp. 121–134, 2009.
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We believe that lifelong incremental learning and automatic labeling are two
key features upon which to build in order to obtain a system which can work in a
stable way in a dynamical setup, where sensors are opportunistically discovered
in the environment or on the user’s body. Automatic labeling also brings the
desirable property of unobtrusiveness with respect to the user [7]. Instrumental
to the labeling and thus to the learning phase is the possibility for sensor nodes
to communicate with each other, so that one node trains another node.

In this work we outline the main architectural and operational features that
a sensor node should have to achieve incremental learning and labeling. We call
“Context Cell” the generic hardware that offers these functionalities and we use
a very simple incremental learning algorithm (incremental NCC) to show the
main behaviour of our lifelong learning system. We show by means of a real-life
experiment that the proposed approach is effective also when dealing with the
recognition of fine-grained gestures, which is challenging even for a traditional
activity recognition system.

The paper is structured as follows: Section 2 presents the State of the Art; in
Section 3 we outline the fundamental architectural and operational features of
a Context Cell; in Section 4 we describe in detail the experiment and we discuss
the results and in Section 5 we draw the conclusions and outline the future work.

2 State of the Art

Dynamic use of the sensor nodes’ functionalities in activity recognition systems
has been investigated in the last years and has lead to frameworks like SPINE
and Titan.

The SPINE Framework [8] allows health care and assisted living applications
to make use of sensor nodes coordinated by a gateway device to detect the pa-
tient activity, posture and movements. The framework allows the reuse of nodes
that have already been configured in different application scenarios and the easy
development of new applications by making services abstract. However, all this
composition of services needs to be specified by the service developer. More-
over, this framework has the drawback that the sensor nodes do not classify the
activities themselves, in the best case they can extract features, and the activ-
ity recognition is done in the gateway, therefore the interaction between nodes
serves the purpose of classifying an activity but not to achieve more advanced
opportunistic functionalities like training of other nodes.

The Titan framework [9] targets the execution of activity recognition chains
in the dynamic and heterogeneous devices available in the environment. The
framework knows about the available services in each node and is able to instan-
tiate them at run time depending of the goal that should be achieved by a given
recognition chain. The framework provides a good abstraction of the services
and cooperation to detect activities, but does not allow advanced opportunistic
scenarios like the training of other nodes. Moreover, the definition of recognition
chains needs to be foreseen at design time, which does not fit an opportunistic,
autonomous scenario.
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In the literature we can find some complex classifiers capable of online learn-
ing activities, e.g. [10,11,12]. These classifiers could be used as part of an op-
portunistic system; however, the classifiers alone do not fulfill the requirement
of a lifelong learning system since the unobtrusive labeling is not ensured by
them and would depend on the implementation of the other components of the
system.

In summary, the different approaches described in the literature do not solve
one important challenge of an opportunistic system: they do not provide a way
to autonomously learn how to map the sensor signals into a set of activities and
how to do this over the whole life of the system.

3 Context Cells

A Context Cell is a self-contained hardware node that

– exploits sensors to gather information about the physical world;
– is capable of processing and interpreting data to infer context and user ac-

tivities by using machine learning techniques to classify signals into a set of
output classes;

– can cooperate with other Context Cells by exchanging information like the
detected context.

Context Cells are heterogeneous, however they can be split in two types following
a user centric approach:

– Wearable Cells or cells worn by the user;
– Ambient Cells or cells that are part of the environment, either embedded

in objects or in some infrastructure. Some of these Ambient Cells do not need
to implement machine learning algorithms, but just simple signal processing.
We call these Simple Ambient Cells.

Activity recognition systems based on Context Cells unlock a new set of pos-
sibilities, like the long life training of the system with automatic labeling. The
Context Cell is in fact capable of adapting its mapping between sensor signals
and activity classes incrementally, while operating, through repeated interac-
tions with neighboring cells: this allows the Context Cells to learn about new
activity classes, be trained from others, or to train others. The labels used in
the learning process are provided by neighboring cells.

3.1 Context Cell Operation

Context Cells interact and collaborate in the task of training activity recognition
systems. In order to explain this mechanism, at first we assume that we have
two Context Cells, one already capable of recognizing activities and another
which needs to be trained. The first cell, which plays the role of the Trainer,
detects some change in the context and broadcasts a message with the recog-
nized context. The second Context Cell, that acts as Learner, receives a label
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Trainer Context
Cell

Learner Context
Cell

detect Context()

send Training Information (label, timeframe, metadata)

train Classifier (label)

Fig. 1. UML sequence diagram showing the interactions between two Context Cells
in the sequential order that those interactions occur: 1) the Trainer Cell detects its
context, 2) the Trainer sends the detected label to the Learner Cell, and 3) the Learner
trains its classifier using the received label

for the current context and trains the system using that label. This process is
shown in Fig.1.

Whenever a cell starts up, it must look for other cells in the neighborhood
and synchronize its timer with theirs. Since human activities normally occur
within a time span of at least seconds, synchronization can be achieved with
mild constraints. After the synchronization phase, the cells start buffering data
coming from their sensors.

The learning process can start as soon as a Trainer recognizes a new con-
text instance. The label associated with this instance is broadcast along with
temporal coordinates (e.g. start and finish time of the instance) and optional,
complementary data (or metadata). This can include a more detailed descrip-
tion of the instance being recognized and a measure of the the quality of the
recognition itself. The temporal information allows the Learner to isolate the
correct portion of its input buffer and extract features, which are used to create
and store a class model associated with the received label. As more instances
are labeled, the Learner’s classifier is incrementally trained. In general, the rule
with which class models are updated is of the kind:

sc(n + 1) = f(L, sc(n),xc), (1)

where xc is the the feature vector extracted from the instance with class label
c, L is the learning rate and sc(n) denotes the model for class c after having
seen n instances of the class (the dependency of n on c has been omitted for a
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cleaner notation). The choice of L, which takes values between 0 and 1, depends
on the classifier used and on the instances acquired before. L could be adjusted
depending on metadata provided along with the labels, e.g. higher label relia-
bilities would imply higher values for this parameter. For a simple incremental
NCC, the class model is just the centroid (average) of all received instances.
Thus, equation 1 becomes

sc(n + 1) = (1 − L)sc(n) + Lxc, (2)

where L = 1
n+1 , for n = 0, 1, . . . The number n of received instances for each

class is stored as an auxiliary parameter.
After enough labeled instances have been stored by a Learner Cell, this cell can

also start extracting features from the buffered signal and provide itself output
classes that can be sent to other cells, thereby acting as a Trainer. This behaviour
of the Context Cells learning and training all life long creates a complex dynamic
system.

We have explained the main training with a small example involving only
two cells, but in general this is not the case, as many cells interact. Therefore,
a Learner Cell receives labels from several surrounding Trainer Cells. Since the
Trainer Cells are in general not 100% accurate in the classification, two erroneous
situations can occur. First, more Trainer Cells send disagreeing labels at the
same time, resulting in a clash at the receiver side. Second, despite an activity
occurring, this is not detected by any Trainer Cell, thus no labels are sent. In
this latter case the Learner Cell is not trained, because it is not aware of the new
activity instance going on, while the former case can be dealt with by simply
choosing the first received label. If a reliability measure regarding the labels is
also received, the Learner Cell can choose the most likely label received within
a certain time slot. Different ways of handling these situations are part of future
research directions.

3.2 Context Cell Architecture

Context Cells share common hardware features and each one of them hosts:

– one or more sensors which measure the state of the physical world;
– a computational unit, which implements feature extraction and machine

learning algorithms to detect activities. The complexity of the computational
unit can be very different from cell to cell, and it is possible to have a simpler
case which only performs basic processing on the sensor signal. An example
of computational unit is a microcontroller with DSP functionalities.

– a radio for communication purposes; when an activity is detected, a corre-
sponding label is sent along with complementary data through the radio chan-
nel to all neighboring cells, which can use the labels to perform incremental
training. The radio can also be used to send features or even raw data;

– a time reference; when the cell detects the occurrence of an activity, it
must record the start and end times for that activity. This information, sent
along the label to other cells, will enable them to segment their sensor signal
and use the selected part as a labeled training instance;
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– a nonvolatile storage block where class models can be retained, along with
auxiliary parameters. For example, if a cell implements a NCC classifier, each
activity will be associated with a centroid vector and these will be stored in
the nonvolatile storage block;

– a temporary buffer, which is used for the incremental training. The sensor
signals are stored in this buffer so that if a label is received from another
cell, the associated time references can be used to extract the correct portion
of the past sampled data and use it as a training instance. The length of the
buffer depends on the length of the activities or context instances that must
be recognized.

4 Experiment and Results

By means of an experiment, we investigate the key algorithmic building block
of Context Cells, namely the incremental learning process performed through
automatic labeling, where several Trainer Cells provide labels with different
accuracies to a Learner Cell.

We study a simple storage management scenario, in which a user opens and
closes drawers in order to store goods in them (e.g., a pharmacist keeping the
medicines in the drawer storage). This scenario could be extended to many real
world activities like the opening of the fridge in a kitchen or the opening of a
closet to store folders in an office.

With this scenario, we want to show that the lifelong training is effective in
a fine-grained setup in which the activities to be recognized are quite similar.
We also want to prove that several Ambient Cells can train a Wearable Cell to
detect user activities.

4.1 Experiment Description

In our experiment we record instances of the fine-grained activity of opening and
closing of 13 drawers in a drawer set. This implies a 26 classes problem, where
classes 1 and 2 represent respectively opening and closing of the topmost drawer,
while classes 25 and 26 concern the bottommost drawer. The distance between
two neighboring drawer handles ranges from 5cm to 15cm, meaning that the
class models are quite similar.

Each of the 13 drawers is instrumented with a USB triaxial acceleration sensor,
which plays the role of a Trainer Ambient Cell. The subject wears three such
sensors on the body and limbs (at the mid-back, shoulder and mid-arm), and
these on-body sensors play the role of the Learner Wearable Cells which are
trained by the Ambient Cells. Fig. 2 shows the experimental setup and the test
subject interacting with one of the drawers.

All the sensors are connected to a PC to allow synchronous recording at 100Hz
sampling frequency. The test subject performs the opening and closing of all the
drawers an average of 10 times in a sequential order, starting from the topmost
and reaching the bottommost. Each instance consists of a rest position (arm
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Fig. 2. Experimental setup: drawers equipped with sensors playing the role of Ambient
Cells and sensors on the body of the user playing the role of the Wearable Cells

straight parallel to the body), followed by the gesture (opening or closing of the
drawer) and ends with the same rest position. This yields a total of 269 instances,
that we then randomize in order to have a realistic order of appearance of the
instances.

The collected signals are manually labeled and segmented in order to establish
the association between the instances and the ground truth labels.

4.2 Simulation of the Automatic Labeling

The collected data is used to simulate the functionality of the automatic labeling,
i.e. an Ambient Cell placed on a drawer detects the context of that drawer and this
information is used to label the instances with which the Wearable Cell is trained.

In order to do so, the Ambient Cell classifies the instances collected by the
sensor into three classes, providing recognition of whether the drawer is being
opened, closed, or left untouched (null class).

We extract three different sets of features from the drawer signals and we use
the feature vectors to batch-train an NCC classifier for the 3-class problem. The
extracted features are:

– Feature set 1: Mean of the magnitude of the acceleration vector in 5 signal
windows;

– Feature set 2: Variance of the magnitude of the acceleration vector in 5 signal
windows;

– Feature set 3: Variance of the x, y and z components of the acceleration
vector in the whole signal.
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Table 1. Best and worse accuracies for the detection by the Ambient Cells associated
to the drawers, considering the different sets of features

Best Accuracy Worse Accuracy
Feature set 1 87.5% 33.3%
Feature set 2 100% 40.0%
Feature set 3 87.0% 45.0%
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(b) Confusion matrix of drawer 8

Fig. 3. Confusion matrix for the classification of the signal of a) drawer 11 and b)
drawer 8 using as features the variance of the x, y and z components of the acceleration
vector in the whole signal and an NCC classifier

Depending on the set of features extracted from the acceleration signals, we obtain
different accuracies for the detection of the opening or closing of a drawer. Since
the drawers are not identical, the accuracies are also different for each of them.
The reason for accuracies below 100% lies in the mechanical coupling that exists
in the drawers, so that an interaction with one generates strong vibrations also in
the others. Table 1 shows the best and the worse accuracy obtained by the classifier
of the drawer-mounted Ambient Cell with the three different feature sets.

Moreover, Fig. 3(a) shows the confusion matrix for the best performance of
the detection using the feature set 3, which takes place for drawer number 11.
Fig. 3(b) shows for the same feature set the confusion matrix for the worst
detection, which takes place for drawer number 8.

Each time an Ambient Cell detects the opening or closing of the drawer, it
sends the label of the detected class together with its own information (e.g. the
drawer number) to the Wearable Cell so that the latter can train its classifier
using the detected label. Despite the apparent simplicity of the 3-class problem,
Ambient Cells make errors in the context detection, as shown by the accuracies
obtained above. This causes both clashes in the labels that are received by the
Wearable Cell and lack of labels for some of the instances. Fig. 4 shows the labels
that are sent over time by each Ambient Cell in the experiment using feature set
1 (light marks for the opening of the drawer and black marks for the closing). In
the enlarged view (see Fig. 5) a subset of 30 instances is plotted and the clashing
and absence of labels can be seen. The clashes have here been solved by choosing
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Fig. 4. Automatic labeling for the whole dataset. For each drawer, the detected label
for opening or closing of the drawer is shown. A light mark indicates the opening of
the drawer, whereas a black one indicates its closing.
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Fig. 5. Automatic labeling for a subset of instances (zoom in Fig. 4). Clashes as well
as missing labels can be appreciated.

a label at random among the received ones; in a more advanced system, labels
could be chosen according to their reported reliability. For this simulation using
feature set 1, the errors in the detection yield 144 label errors and 52 missing
labels out of the 269 instances, however better results are achieved using the
other feature sets.

4.3 Simulation of the Lifelong Training

The core incremental learning of our Wearable Cell is simulated by the use
of a wearable sensor (the mid-back sensor) and an NCC classifier that learns
incrementally.

Each simulation run starts with shuffling the available instances and parti-
tioning them into a training and test set (4 to 1). The shuffling accounts for the
fact that the order in which instances would appear in a real system is random.

After the randomization, we perform feature extraction on the instances. We
use as features the average tilt of the acceleration sensor with respect to the
vertical axis in 5 signal windows. The tilt of the mid-back sensor is indeed very
informative of the bending that the test subject performs to reach the various
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Fig. 6. Feature vector for class 1 (opening of the topmost drawer), class 13 (opening
of drawer number 7) and class 25 (opening of the bottommost drawer)
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Fig. 7. Evolution of the centroids. 2D projection of the centroids at four moments of
the training process. The legend shows the order in which the centroids appear.

drawers. This is apparent in Fig. 6, where the tilt is nearly constant for the
topmost drawer, while it exhibits a visible maximum for the bottommost.

Within each simulation run we train the incremental NCC with one training
instance at a time. As the first instance is used, a new centroid is added and
associated with the ground truth label (see the first plot in Fig. 7). The algorithm
also stores the number of already seen instances associated with that label. Upon
reception of a following instance, two situations can occur: the label matches that
of an already stored centroid, or it has never been seen before by the trainer.
In the first case, the centroid position is adjusted according to equation 2. In
the second case, a new centroid is created. Fig. 7 shows the evolution of the
centroids over time by means of a projection on a 2D space. The initial phases
show the appearance of many new centroids and major displacement of existing
ones, while as time goes by, the learning rate decreases and the centroids tend
to reach stable positions.

In order to evaluate the evolution of the accuracy of the incremental NCC,
classification is performed on the test set after each training step and averaged
through a 5-fold cross-validation. Since one simulation run only accounts for
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Fig. 8. Evolution of the average confusion matrix. The average performance rapidly
converges to that achieved with offline batch training (rightmost plot).
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Fig. 9. Evolution of accuracy for incremental training with the ground truth labels. The
batch off-line training (horizontal line) serves as a baseline for the maximum accuracy
if the classifier would be trained offline. The triangular markers show the best and
worst case curves.

one of the many ways in which instances can be ordered, we performed 2000
simulation runs and averaged the obtained accuracies and confusion matrices.

Fig. 8 shows the evolution of the confusion matrix over time. Opening and
closing of upper drawers leads to more confusion, due to similar body postures,
while performance improves on lower drawers. This can be also seen in Fig. 7,
where it is clear how the centroids associated with the opening and closing of
the topmost drawers are much closer together than the other centroids.

In Fig. 9 we show the evolution of the average accuracy, along with the best
and worst case curves. The exponential nature of the curves shows that the
learning is on average quite fast. The difference between the best and worst case
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Fig. 10. Evolution of accuracy for incremental training with automatically detected
labels for the case of feature set 1. The triangular markers show the best and worst
case curves.

curves is due to the randomness with which the training and test sets are formed
in each of the simulation runs.

The same 2000 simulation runs are now performed using the automatically
generated labels to train the incremental system. The labels are obtained through
the use of Ambient Cells using feature set 1 (as explained in Section 4.2). In this
paper we do not seek a model for incorrect (or noisy) labels, but research in
that direction exists, see for example [13]. The incremental average accuracy
is shown in Fig. 10. The performance is much worse than the training obtained
with ground truth labels and, in particular, the worst case curve exhibits a really
important drop in the recognition accuracy. It is therefore useful that Context
Cells work on a lifelong basis, so that they can recover from the effects of training
with erroneous labels on the long term.

5 Conclusion

In this paper we have presented the building blocks for context recognition sys-
tems that evolve their capabilities over time. We have described with the help of
an experiment two essential functionalities of those systems, i.e. lifelong learning
and automatic gathering of labels to train classifiers.

We have shown that one way to achieve this is the cooperation between nodes
capable of recognizing context (Context Cells). Upon the recognition of a con-
text occurrence by a node, a label is shared with neighboring nodes. Previously
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untrained nodes can use this label to update their internal state using online in-
cremental machine learning techniques. These nodes gradually learn to recognize
these context instances. This training method avoids the large training sets usu-
ally needed for the time-consuming offline training and removes the restriction
that only the contexts foreseen at design time can be included in the system.

Moreover, we have proposed an automatic labeling process that differs from
that used in traditional activity recognition systems, which rely on classifiers
that are trained through manually labeled instances.

We have shown an implementation and experimental results based on a simple
classifier to validate the principles on a storage management scenario where a
set of context-aware ambient-sensors are informing a set of on-body sensors of
context occurrences. Through simulations we have got a first understanding of
the challenges, limitations and points deserving further research, e.g. how to use
information about the reliability of the detected context to improve the learning
algorithms in the case of erroneous labels.

While we have shown an example of an AmI environment training a Wearable
system, in our future work we also plan to extend the functionalities of the
Context Cells in order to allow other uses cases like for example:

– Wearable system classifies activities. A trained wearable system is moved
from an instrumented environment into a new environment where no AmI
is available and this system is able to continue operating and detecting the
learned activities even in this different setup. The user experiences a seamless
transition between the two environments.

– AmI environment retrains wearable system. A trained wearable system is
moved into a new ambient intelligence environment, there the on-body sen-
sors can learn from the AmI environment the new activities that can be
performed in this new setup.

– Wearable system trains AmI environment. A trained wearable system is
moved to an environment which is equipped with ambient intelligence but
that has not been trained beforehand. Then, the wearable system can be
used to train the sensor nodes in the environment and make them capable
of detecting context instances.

The ultimate goal is to deploy a complete hardware system based on Context
Cells in opportunistic environments.
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Abstract. A major challenge in using multi-modal, distributed sensor
systems for activity recognition is to maintain a temporal synchroniza-
tion between individually recorded data streams. A common approach
is to use well defined ‘synchronization actions’ performed by the user to
generate, easily identifiable pattern events in all recorded data streams.
The events are then used to manually align data streams. This paper
proposes an automatic method for this synchronization.

We demonstrate that synchronization actions can be automatically
identified and used for stream synchronization across widely different
sensors such as acceleration, sound, force, and a motion tracking sys-
tem. We describe fundamental properties and bounds of our event-based
synchronization approach. In particular, we show that the event tim-
ing relation is transitive for sensor groups with shared members. We
analyzed our synchronization approach in three studies. For a large
dataset of 5 users and totally 308 data stream minutes we achieved a
synchronization error of 0.3 s for more than 80% of the stream.

1 Introduction

Multi-modal, distributed sensor systems have been proposed for a variety of
wearable and pervasive computing applications. A major practical concern to use
such systems is how to temporally synchronize data streams between individual
sensors. In particular, methods that rely on sensor fusion (such as computing
joint features from several sensors or jointly feeding a classifier) require that
sensor signals are well synchronized.

The synchronization problem is a well known and widely studied distributed
systems issue [3]. Without precautions, clocks of physically separate processors
will run asynchronously [10]. A receiving node observes this as skew and drift
in the incoming sensor data stream. Furthermore, networked nodes may startup
or resume operation independently. This can causes offsets at stream receivers,
similar to not handled data interrupts in wireless links.

Much effort has been devoted to lightweight clock synchronization methods
for wireless sensor networks (see related work). In general these methods rely on

P. Barnaghi et al. (Eds.): EuroSSC 2009, LNCS 5741, pp. 135–148, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



136 D. Bannach, O. Amft, and P. Lukowicz

elaborate message passing and time distribution protocols among the network
nodes. This paper does not aim to compete with, or improve upon this work.
While in theory, it may be assumed that a sensor node could receive messages
and run such synchronization protocols, in practice many on-body and pervasive
sensing setups do not have appropriate capabilities. For one, leaving out the
receiving capability reduces power consumption and makes node design simpler.
Secondly, systems are often built using nodes from different manufacturers with
insufficient built-in synchronization support. It is not common that commercial
nodes provide access to node-internal communication routines.

Consequently, we look at a specific problem variation that occurs frequently
in wearable and pervasive systems: sensor nodes merely stream data in a hier-
archical topology and are not able to communicate with each other. This means
that no message passing protocols can be run between the nodes. Instead, the
synchronization can rely solely on the content of the data stream.

It is common practice in wearable and pervasive application studies to rely
on event-based synchronization of data streams. To this end, ‘synchronization
actions’ are defined, which are periodically performed by a subject during the
recording (at least once at the start of a data collection). Such actions are de-
signed to simultaneously activate multiple sensors and provide an easily iden-
tifiable data signature. Often encountered examples are clapping, jumping, and
hitting a surface. The characteristic signature of a synchronization action can be
used to align signal segments from different sensors. Currently, this is typically
done through manual inspection of the data streams. This paper investigates a
method to automate this process.

It is intuiting to rely on natural activity patterns to synchronize sensor data
streams that are performed by users in a pervasive application. However, it
is essential to develop a robust synchronization framework in the first place.
Hence, we chose validation scenarios for this initial work, in which particularly
selected synchronization actions had been inserted into sensor data streams. We
subsequently discuss how our concept could extend on natural activities.

1.1 Related Work

Time synchronization is a well known and widely studied problem in wireless
sensor networks, in particular for subsequent sensor data fusion. Surveys can be
found in [8] and [10]. Typically, the solutions target a network-wide synchro-
nization by aligning the clocks of all physically distributed nodes [10,9]. For this
purpose specific messages are exchanged among the nodes.

As detailed above, we target systems where a synchronization based on ex-
changing messages is not feasible due to unidirectional communication channels.
Our approach relies on data signatures (events) embedded in data streams, hence
it does not modify the source clocks. However, it ensures a relative synchroniza-
tion between data sources at the fusion unit.

Instead of establishing a network-wide clock, various communication systems
use a source synchronization approach for medium access. These techniques tar-
get to align message recipient(s) on a link with the clock provided by the sender,
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through monitoring packet reception [7] or protocol-specific features, such as a
preamble. Our approach is similar to source synchronization, as the fusion unit
observes the relative offset in the incoming data streams.

More relevant research looks at correlation of different sensor data streams
for various applications. This includes the use of correlations to determine that
a set of devices are carried by the same person [5], as well as attempts to use
correlation between sounds received by different sensors for indoor location [2].

Many researchers experienced clock synchronization failures in deployed sen-
sor networks due to software bugs, communication failures, and frequent reboots,
rendering large parts of data unusable [11,4,6]. Common solutions try to recover
corrupted timestamps in a postmortem process. Werner-Allen [11] corrects er-
rors caused by the time synchronization protocol on behalf of a base station
that adds its own timestamps to the collected data. They build piecewise linear
models to map local node time to global time without utilizing the actual sensor
data collected by the nodes. Lukac [6] proposes data driven time synchronization
by utilizing background noise in seismic sensing systems. By building a model
of the propagation of micorseisms (seismic waves that travel through continents,
originated by oceans) they can reconstruct timestamps in large datasets gath-
ered by seismic networks. The Sundial system [4] uses light sensors to detect
length of day and noon time and compares them offline with the astronomical
model to estimate the correct global timestamps. While this approach is based
on a single sensing modality they also apply a method to correlate rain events
with soil humidity events for finding the correct day. This is very similar to our
approach but we do not rely on additional information about the events to find
the correct mapping and we explicitly allow event spotting errors.

1.2 Challenges of Event-Based Stream Synchronization

The conceptual solution for event-based synchronization is straightforward. We
assume that each data item is time-stamped with a local clock (or stream se-
quence number). Once a first synchronization action is localized in all data
streams, offsets between the local clocks or sequence numbers are computed.
Upon locating a second event, differences between sensor clock frequencies can
be computed. Subsequently, the data streams are aligned according to these dif-
ferences. Additional events may help keeping streams synchronized over time
and could increase synchronization accuracy.

In reality, there are a number of problems related to reliable, automatic spot-
ting of synchronization actions. It is well known that recognizing short actions
embedded in a continuous stream of arbitrary sensor data is a hard problem. To
synchronize data streams based on events, actions must be spotted separately in
each data stream. This is even more difficult than under a multi-modal spotting
scheme, where signals from several sensors can be combined. Hence actions could
be confused with other arbitrary actions. As a consequence, the synchronization
algorithm has to cope with deleted (missed) and inserted (wrongly recognized)
events in individual streams. Hence it is not a-priori clear which events should
be aligned with each other.
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Another particular spotting property is the timing variations among retrieved
events. For an event-based synchronization approach, this variation can have two
origins. On one hand, a spotting procedure can introduce a temporal jitter due
to an assumed segmentation. Typically, this jitter is a fraction of the expected
event size [1]. Secondly, spotting on independent sensors can impose different
event patterns. For example, hitting a table with a fist will generate a short
temporal acceleration at the wrist, while the table will vibrate longer with a
delayed onset. Thus, even if the synchronization actions are correctly spotted, it
is not always clear how to relate events in time.

1.3 Paper Contributions

This paper investigates solutions to the problems described above, facilitating a
practical implementation of automatic, event-based synchronization. We demon-
strate that synchronization actions can be identified across widely different sen-
sors, such as accelerometers and optical motion tracking systems. We show how
using repetitive events can improve synchronization results. Moreover, we show
that the timing relation is transitive for sensor groups with shared members. The
latter can be exploited for further reliability improvements and to synchronize
larger multi-modal sensor networks.

2 Spotting and Synchronization Approach

Our approach consists of two steps. In the first step appropriately defined syn-
chronization actions are spotted in each sensor data stream. Specifically, we
spotted hand ‘clap’, ‘push-release’ of a button, and arm ‘shake’ actions as de-
scribed below. In a second step our online synchronization algorithm is used to
establish, which events in two different streams correspond to the same physical
action. This step deals with missing and inserted events, as well as temporal jit-
ter. The result of this step is a continuous alignment estimation corresponding
to events derived from the participating data streams.

The required synchronization performance is application dependent. For a
typical example of motion-related activities in daily life, such as considered in
this work, stream alignment should be well below 1 s. Nevertheless, an alignment
performance below 0.1 s is typically not needed. In our evaluation we selected a
performance of 0.3 s as target alignment.

2.1 Event Spotting

In our approach synchronization actions are associated with a single timestamp
from each data stream. Nevertheless, even short physical actions such as a hand
clap exhibit a temporal signal pattern. Figure 1(a) illustrates such patterns for
acceleration and audio streams. Hence, we specifically modelled a synchroniza-
tion point in the event patterns using signal features. Two sliding window algo-
rithms were used to spot ‘clap’, ‘push-release’, and ‘shake’ gestures on individual
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modalities. Figures 1(a)-1(c) show these events on four different sensing modali-
ties (acceleration, force sensitive resistors (FSR), positioning sensors, and audio).
Other event types or sensing modalities may require further spotting algorithms,
which can be easily designed.

For both algorithms we obtained model parameters manually by analyzing pat-
tern examples. The parameterswere chosen to minimize eventmiss rate. This spot-
ting approachmight result in suboptimal event recognitionperformance. However,
it was not the goal of this work to maximize event spotting performance, but to
analyze practical operation of our stream synchronization algorithm.

Trailing Edge Detection. The patterns produced by ‘clap’ and ‘push-release’
events have similar characteristics. Their signal pattern have a stable phase of
“silence” followed by a fast rise or fall (see Fig. 1(a) and 1(b)). The start of a
rise/fall phase was considered as the synchronization point. The two events were
distinguished by the features: minimal length of silence phase, signal range of
silence phase, length of rise/fall phase, and signal range of rise/fall phase.

Shake Detection. The detection of shakes was implemented by tracking peaks
(alternating local minima and maxima) over time. The features, minimal peak
height, min/max of time between peaks, and number of peaks had been used.
The begin and end of shake events may vary between sensing modalities (shown
in Fig. 1(c)). Consequently, we defined the center point (midpoint between first
and last peak timestamp) as synchronization point for shake events.

0.8 0.9 1 1.1 1.2
−5

0

5
x 10

4

time (sec)

ac
ce

le
ra

tio
n

0.8 0.9 1 1.1 1.2

−1

0

1

2

time (sec)

au
di

o

SP

SP

(a)

1 1.5 2 2.5 3 3.5

0

1

2

3

4

time (sec)

fo
rc

e

1 1.5 2 2.5 3 3.5
−2

−1

0

1

time (sec)

ac
ce

le
ra

tio
n

SP

SP

(b)

0 5 10
−5

0

5
x 10

4

time (sec)

ac
ce

le
ra

tio
n

0 5 10

0

5

10

15

20

time (sec)

po
si

tio
n 

(d
m

)

SPSP

SP SP

(c)

Fig. 1. Aligned sensor signals: (a) hand ‘clap’ recorded from wrist mounted accelerom-
eters and a microphone, (b) button push followed by sudden release recorded from an
FSR under thumb and wrist mounted accelerometers (‘push-release’), (c) two ‘shake’
motions recorded from accelerometers and a camera-based positioning system. “SP”
indicates synchronization points returned by our spotting procedure and subsequently
used for alignment.
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2.2 Event-Based Synchronization

While the event pattern structure (such as signal peaks for ‘shake’ events) could
be used to analyze the synchronization between two sensor streams, we found
these patterns to be too variable. Moreover, the patterns may differ between
modalities, which would hamper their alignment. Instead our approach relies on
a sequence of spotted events from both streams to estimate alignment. In par-
ticular, we consider the temporal distribution of the retrieved events as relevant
synchronization property. Thus, as long as events do not occur with constant
frequency, we expect that a match between event sequences of both streams can
be found. Clearly, the probability for a correct event match will increase with
the sequence length of matching events.

Algorithm: The synchronization algorithm compares two event sequences A =
{a1, . . . , an} and B = {b1, . . . , bm} to estimate a sequence match. A sliding win-
dow with a size of 30 s was applied on the event sequence for online operation
and retain multiple events for alignment analysis at any considered stream po-
sition. The procedure can be understood as shifting sequence B in time until an
optimal match is found with sequence A.
Let

d(i, j) = t(bi) − t(aj), i ∈ [1, . . .n], j ∈ [1, . . .m] (1)

be the n-by-m matrix of timestamp differences between all possible events of
sequence A and B, and let

P = {(i1, j1), . . . , (ik, jk)}, k > 1, il < il+1, jl < jl+1 ∀l ∈ [1, . . .k − 1] (2)

be a matching path of length k between A and B. Each cell (i, j) in path P
denotes a match between event ai and bj and therefore indicates an offset of
d(i, j) between A and B. Matches in P are unique (il �= il′ , jl �= jl′ ∀l �= l′) but
not necessarily include all events (il+1 − il ≥ 1, jl+1 − jl ≥ 1). The latter allows
coping with event spotting errors.

We analyze all potential paths (candidate paths) and select the best by ap-
plying a weighting function w(P ) = wK(P )∗wV (P ) on each candidate. Weights
wK and wV were defined with an intend to maximize path length k and mini-
mize variance of path distances v = var({d(i1, j1), . . . , d(ik, jk)}). The synchro-
nization algorithm provides a continuous estimation of relative stream offsets
between two sources by selecting Pbest = max[w(P )].

The path search can be performed incrementally. For a given cell (il, jl) a sub-
sequent cell (il+1, jl+1) in the path is determined by searching in the submatrix
of (il, jl):

jl+1 = arg min
j′∈[jl+1...m]

|d1 − d(il + 1, j′)| and (3)

il+1 = arg min
i′∈[il+1...n]

|d1 − d(i′, jl+1)|, (4)

where d1 = d(i1, j1) denotes a path’s starting point. If |d1−d(il+1, jl+1)| does not
fall below a tolerance threshold this cell is discarded and searching is repeated
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Fig. 2. Two event sequences with the corresponding matching paths highlighted in the
timestamp differences matrix (left), and the best path displayed on the timeline (right)

in submatrix (il+1, jl+1 + 1). In our evaluations a tolerance of 0.3 s was used
to prune non-relevant paths. Multiple candidates of matching paths are found
by starting a new search from each top and left border cell (see Fig. 2.2). This
corresponds to shifting sequence B against sequence A.

For path weight wK = 1 − e−((k−1)/(2−kE))2 was used where k is the actual
path length and kE denotes the expected path length. As variance weight we
used wV = 1− e−0.5(v/R)2 , where regularizer R serves to control variance weight
contribution. Weighting behavior is designed to maximize weight for particular
parameter sets. For wK a maximum is obtained at k = kE , for wV , variance
should be minimized.

Parameters kE and R can be used to adapt our synchronization algorithm.
Expected sequence length kE depends on the targeted synchronization perfor-
mance, where larger kE , hence longer sequences, will result in reduced synchro-
nization errors. Parameter R controls the influence of temporal event jitter in
wV . For this work, we determined R = 0.05 in empirical tests and confirmed it
in all evaluations discussed in Section 3.

It should be noted that our heuristic algorithm can miss a globally opti-
mal path as Eqs. 3, 4 are sequentially evaluated. We consider our approach as
a tradeoff limiting computational complexity compared to a full search which
would involve evaluating all potential paths within a submatrix of cell (il, jl).
Our evaluation results confirm that this approach is feasible.

2.3 Specific Synchronization Properties

Transitivity. Synchronization alignments, as determined with our approach,
are transitive. If relative offsets between data streams A and B and between
stream B and C are known, then the offset between stream A and C can be
deduced. This transitive property allows that sensors or sensor subnets, which do
not share common events with other sensors, can still be synchronized on behalf
of mediating sensors. We demonstrate how this property can be exploited by
analyzing synchronization pairs in Section 3. Moreover, such dependencies could
be used to refine synchronization result, as potentially multiple synchronization
sources become available.

Performance Bounds. We analyzed theoretical performance bounds for our
synchronization algorithm with regard to event input. In particular, we considered
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the following essential properties: (1) effect of event sequence timing, (2) impact
of the number of synchronization actions, and (3) temporal event jitter introduced
through the spotting method.

A sequence of events a = {a1, . . . , an} can be described in terms of time dis-
tances between subsequent events s = {s1, . . . , sn−1} = {t(a2)−t(a1), . . . , t(an)−
t(an−1)}. The worst-case scenario for our synchronization algorithm is a monot-
onous sequence of constant event distances, hence s1 = s2 = . . . = sn. In this
specific case, an alignment can not be uniquely identified using our distance ap-
proach. However, in practice this situation will be rare and difficult to construct.

If we allow some degree of temporal variance in an input event sequence,
we may describe s as a random variable with Gaussian probability distribution
p(s) = N (μ, σ). We denote ŝ as an actual distance between spotted events
that have jitter ±ω. Consequently, the probability for obtaining a specific event
distance can be derived by:

P (s = ŝ ± ω) =
∫ ŝ+ω

ŝ−ω

p(s), (5)

which has its maximum at s∗ = μ. Hence, if σ increases, the probability for
a unique event match is raised, as P (s) decreases. In contrast, if the temporal
event jitter ω increases, P (s) increases as well. This means, that it is more likely
to randomly observe a specific event distance.

In the analysis above we considered a distance between two events only, hence
k = 1. In a more practical setting, however, several synchronization actions may
be considered for estimating alignment. Thus,

PPath(ω, k) = P (s1 = ŝ1 ± ω, . . . , sk = ŝk ± ω) =
k∏

i=1

P (ŝi ± ω) (6)

shows the probability for a matching path of constant event distance. Hence,
the chance of a random match decreases exponentially with increasing event
sequence length k.

3 Evaluation

We performed three experiments to analyze the synchronization performance for
different events and sensor modalities. All evaluations use sensor modalities that
are relevant in ubiquitous applications and have been used in previous studies.
Initially, two experiments where performed to investigate the synchronization ap-
proach with different sensor modalities and combinations (force-acceleration-
audio, acceleration-positioning). In a subsequent evaluation, we investigate the
performance of the synchronization algorithm in a large data set (totally 308 min.
of 5 users) that was recorded for activity recognition in daily living scenarios. All
synchronization actions were annotated and refined in a post-recording step by
visual inspections of the data streams. For all experiments the correct alignment
was manually determined from signal inspections. Annotation and alignment in-
formation was used as ground truth.
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3.1 Evaluation 1: Force-Acceleration-Audio

Data Recording. The dataset was recorded with a single wrist worn motion
sensor (Xsens MTx), one FSR on the desk, and an ambient sound microphone.
The MTx comprises 3D sensors for acceleration, rate of turn, and earth-magnetic
field. In this investigation only 3D acceleration was considered. MTx were sam-
pled with a nominal data rate of 100Hz, FSR at 16Hz, and audio at 8 kHz. For
FSR and MTx a wireless connection (Bluetooth) was used to transmit data to
a computer. Audio was acquired and timestamped on a second computer and
streamed to the first computer for archival.

The total recording time was ∼20minutes. During this time five sessions of
‘push-release’ gestures and six sessions of ‘clap’ gestures were performed by one
person. Each gesture was repeated several times during a session resulting in
a total of 20 ‘push-release’ and 24 ‘clap’ gestures. Between the synchronization
sessions normal office activities were conducted and several times the wireless
connection is intentionally broken by increasing the distance to the recording
computer. These link interrupts served to simulate both, connection errors and
temporary sensor failures.

Synchronization Procedure. Using the transitive property of our approach,
two synchronization pairs were established in this analysis: (1) MTx-FSR us-
ing ‘push-release’ and (2) MTx-audio using ‘clap’ gestures. The synchronization
pairs are illustrated in Figure 3(b). The streams of each synchronization domain
were independently aligned using our synchronization algorithm. We used the
trailing edge spotting algorithm to recognize both event types in all streams.

0 200 400 600 800 1000 1200
time [sec]

−20

−15

−10

−5

0

5

M
T
x
-A
u
d
io

(c
la
p
)

o
ff
s
e
t
[s
e
c
]

truth
results

0 200 400 600 800 1000 1200
time [sec]

1.2

1.3

1.4

1.5

1.6

1.7

1.8

1.9

2.0

2.1

M
T
x
-F
S
R
(p
u
s
h
-r
e
le
a
s
e
)

o
ff
s
e
t
[s
e
c
]

truth
results

(a) (b)

Fig. 3. Evaluation 1: (a): Results for the force-acceleration-audio dataset. The offsets
indicate the actual (truth) and estimated (result) alignments for the entire dataset.
(b): Synchronization pairing scheme.



144 D. Bannach, O. Amft, and P. Lukowicz

Results. The event spotting returned 95.5% of the gesture instances correctly.
Only 4 instances from the MTx sensor were missed. In total 23 false positives
were returned (26.1%), 19 of them by the clap detection on the accelerometer
signals, which classified most ‘push-release’ events as ‘clap’ events. The remaining
false detections were caused by the FSR spotting, which generated insertions at
rising signal edges.

Figure 3(a) shows the synchronization algorithm results as a time plot. Green
crosses indicate true offsets, manually determined at each event instance. Blue
‘+’ signs mark the offsets estimated by our synchronization algorithm. At least
one result was found for each session of ‘push-release’ gestures with an error of
∼0.1 s. One session of clap gestures did not lead to a result because of missed
events. This session contained only three annotated event instances, which was
also used for kE . Consequently, if one event was not retrieved by the spotting
algorithm, a correct match was no longer possible. The MTx-audio pair incurred
one error with an error of -10 s due to event insertions.

3.2 Evaluation 2: Acceleration-Positioning

Data Recording. We attached infrared markers of an optical motion captur-
ing system (Lukotronic) onto two accelerometer-based motion sensors (Xsens
MTx). The position data from the Lukotronic system was streamed over a wired
network connection (TCP) to the recording computer. The acceleration data
from the two MTx sensors was transferred over two independent wireless con-
nections (Bluetooth). All sensing systems sampled with a nominal data rate of
100Hz. A dataset of ∼60minutes was recorded during which individual units
and both units together were shaken.

Synchronization Procedure. Three synchronization pairs were established:
(1) MTx0-Lukotronic, (2) MTx1-Lukotronic, and (3) MTx0-MTx1. The synchro-
nization pairs are illustrated in Figure 4(b). The streams of each synchronization
domain were independently aligned using our synchronization algorithm.

We used the shake detection algorithm to spot ‘shake’ events for both sensor
modalities. As described before, we considered the midpoint of a shake event as
synchronization point. This approach compensated varying detections of peak
begin and ends on both modalities.

Results. The manual data stream alignment revealed that the camera system
had an offset of 8 seconds relative to both accelerometers. This can be explained
by different starting times of both system types and by differences in transmission
delays. In addition to the stream offset, skew and drift seemed to be marginal
for this recording.

The event spotting correctly returned all synchronization actions and did not
incur insertion errors. Figure 4(a) shows the synchronization algorithm results as
a time plot for all synchronization pairs. The plot can be interpreted as discussed
for evaluation 1 above. The algorithm correctly detected that no offset existed
at multiple time points on each synchronization domain. The algorithm incurred
one error due to a similar event sequence found in one stream.
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Fig. 4. Evaluation 2: (a): Results for the acceleration-positioning dataset. The offsets
indicate the actual (truth) and estimated (result) alignments for the entire dataset.
(b): Synchronization pairing scheme.

This experiment demonstrates that repetitive gestures (with an extent in
time) can be used as synchronization actions. Moreover, it confirms the feasibil-
ity to use the transitive property for independent synchronization pairs. Sensors
that are members of two independent synchronization pairs could use both to
refine alignment results.

3.3 Evaluation 3: Office Scenario

Data Recording. A setup consisting of a motion sensor at the right wrist (Xsens
MTx), left wrist (Xsens MTx), and ambient sound microphone was worn by the
users. In addition, four FSR sensors were mounted under pads that could sense
if household utensils are placed on them were used. The right wrist motion
sensor was attached to an Xbus, sampled at 30Hz and interfaced to a laptop
computer using the a wired connection. For the microphone a wired connection
at 8 kHz sampling rate was used. The left wrist Xsens was connected through
a wireless link (Bluetooth) at 30Hz. The FSRs were synchronously sampled
at 12.5Hz by another (stationary computer). During the actual study the lap-
top that interfaced all wearable sensors, was carried by an experiment observer
who followed the test person. In total this setup had four unsynchronized data
streams recorded by two computers.

Five test person were individually recorded for sessions ∼60minutes. During
these sessions the test persons were asked to perform various activities in four
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(a) (b)

Fig. 5. (a): Test person during push-release gesture. (b): Synchronization pairing
scheme for evaluation 3.

different scenarios: office (desktop work, printing, using fax), eating (preparing
sandwich, making coffee, eating), gaming (installing a Wii console, gaming using
the Wii remote), and leisure (reading magazines, speaking at the phoning).

Synchronization Procedure. Three times during the session (beginning,
mid-time, end) the test persons were asked to perform synchronization actions
consisting of ‘push-release’ of one FSR pads on the table using the right arm (ac-
tivation of right MTx and FSR), and ‘clap’ with both hands (activation of both
MTx and audio). Figure 5(a) illustrates the synchronization action for ‘push-
release’. The synchronization actions were repeated three to four times, resulting
in a total of at least 45 relevant synchronization actions per test person (when
counted each data streams separately).

Four synchronization pairs were established: (1) right MTx-left MTx using
‘clap’, (2) right MTx-audio using ‘clap’, (3) left MTx-audio using ‘clap’, and
(4) right MTx-FSR using ‘push-release’. The synchronization pairs are illustrated
in Figure 5(b). The streams of each synchronization domain were independently
aligned using our synchronization algorithm. We used the trailing edge spotting
algorithm to recognize both event types in all streams.

Results. The event spotting algorithm was used with the same parameter set
for all test persons. In total for all persons, 83% of the synchronization actions
were correctly spotted. The procedure incurred 654 insertion errors (284%) with
low inter-person variances. This result should be considered in relation to the
recording time (total: 300minutes), resulting in an average of two insertions per
minute. This high insertion rate was expected due to the simple spotting proce-
dure and the limited model training. Elaborate spotting procedures, automated
training, and person adaptation could improve the result. However, this was not
the goal of this work. Nevertheless, this result represents a hard, real life test
condition for our synchronization algorithm.
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Fig. 6. Evaluation 3: Quantitative results of the synchronization. (a): Cumulative dis-
tribution results for all candidate synchronization paths and different path length k.
(b): Cumulative distribution of synchronization sessions that have at least one align-
ment estimation result with regard to the synchronization error. The synchronization
paths length k was not restricted for this representation.

Figure 6(a) shows the cumulative error distribution for individual synchro-
nization path lengths. This result was obtained by analyzing the synchroniza-
tion error for all candidate synchronization paths. The result confirms that with
increasing path length k the probability for large alignment errors decreases.
When considering the targeted alignment error of 0.3 s, ∼55% of all cases for
k ≥ 3, and ∼90% of all cases for k ≥ 4 are below this error bar. In contrast, for
path length of k ≥ 2 no useful synchronization performance is obtained. This
means that it is very common to find two events in one stream that incidentally
have the same distance (time difference) as two events in the paired stream. This
observation is related to the relatively high insertion rate for this dataset and
the deployed event spotter. However, path lengths of three or four events are
sufficient to reach a reasonable synchronization performance. With the simple
event spotters considered in this evaluation, we observed that k = 4 is needed
in many cases.

Furthermore, we analyzed the error distribution with regard to the synchro-
nization sessions that were identified by the event spotting. Figure 6(b) confirms
that for more than 80% of the synchronization sessions an synchronization error
of less than 0.3 s was achieved.

4 Conclusion and Further Work

Our experiments clearly show the potential of an automatic, event-based ap-
proach to synchronize distributed multi-modal sensor systems. We concluded
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from the results that our synchronization algorithm can achieve the initially set
target of 0.3 s synchronization error. However, the evaluations also showed that
in realistic scenarios achieving high synchronization performance is not trivial. In
evaluation 3, a synchronization path length of four was required to achieve a per-
formance greater than 80% for the targeted error level. This result indicates that
an appropriate event spotting and subsequent reasoning across different synchro-
nization pairs is the key to good performance. In addition, more investigation
is needed on suitable synchronization actions for different sensor combinations.
Our further work will attempt to include natural activities in the event-based
synchronization approach. We expect that this step will help to further improve
the synchronization performance.
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Abstract. In the domain of ubiquitous computing, the ability to iden-
tify the occurrence of situations is a core function of being ’context-
aware’. Given the uncertain nature of sensor information and inference
rules, reasoning techniques that cater for uncertainty hold promise for en-
abling the inference process. In our work, we apply the Dempster Shafer
theory of evidence to infer situation occurrence with minimal use of train-
ing data. We describe a set of evidential operations for sensor mass func-
tions using context quality and evidence accumulation for continuous
situation detection. We demonstrate how our approach enables situa-
tion inference with uncertain information using a case study based on a
published smart home activity data set.

1 Introduction

In the domain of ubiquitous computing, a context-aware system must be able to
perceive the state of entities (e.g. users) of interest in the environment, termed
situations. A situation is a human-understandable description of an entity state,
such as ’user at lunch’. The ability to infer situations, i.e., ’what situation(s) is
occurring ’ is a critical function for a context-aware system, acting as a driver
of adaptive behaviour at the application level. Situation inference is reliant on
disparate sensor-based information. This inference process is complicated by the
imperfections associated with sensor information, such as problems of noise,
breakdown, network delays and user error [3]. Furthermore, observations from
multiple sensors can lead to conflicts; for example a user could be detected
in two different locations simultaneously. Therefore, inference mechanisms that
treat sensor information as evidence of fact, rather than fact, are of particular
interest in our work. Situations may continue for a duration of time, and we
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pervasive computing”.
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term these ’time-distributed’ situations. In such cases, inference can incorporate
time as a factor in the reasoning process.

Bayesian methods, including Bayesian networks [2,11,16] and Hidden Markhov
Models [1,14] have been used to infer situations in context-aware systems. These
methods demonstrate that with sufficient training data, situations can be recog-
nised from lower level sensor information. Posterior probabilities of situation
occurrence are calculated and imperfections of sensor data and inference rules
are absorbed invisibly into these probability calculations. Dempster-Shafer the-
ory (DS theory), a generalised form of Bayesian theory, is a tool for representing
and combining evidence. It offers an alternative to other Bayesian methods when
training data is not easily available. It explicitly quantifies ignorance in the face
of uncertain or missing data. It does not rely on training data and it offers a
range of operations that can be used for propagating evidence from sensor up
to situation level in a scrutable manner. We use DS theory to incorporate sen-
sor uncertainty into sensor evidence, and to fuse this evidence in order to infer
situations. The novelties of our approach are multi-fold: (1) it explicitly caters
for quantified uncertainty for both sensor data and inference rules; (2) domain
knowledge is applied in order to minimise or remove dependence on training
data; (3) it supports the recognition of time-distributed situations; (4) the in-
ference process from sensor to situation level is scrutable. We demonstrate our
evidence-based situation inference process using sample data from a publicly
available home activity data set [14].

The remainder of this paper is organised as follows: Section 2 introduces related
work by other researchers; Section 3 describes the basic concepts of DS Theory;
Section 4 describes situation inference diagrams and the use of DS theory to infer
situations. We provide a demonstration of our inference approach in a case study
in Section 5. Conclusions and further work are described in Section 6.

2 Related Work

Wu [15] uses DS theory as a sensor fusion model in context-aware systems. Sen-
sor evidence is supplied via DS mass functions and fused using Dempster’s rule
of combination. Wu’s work does not include the propagation of evidence to sup-
port higher-level context inference. Wu uses a static weighting on sensor mass
functions to indicate evidence reliability. He also introduces a dynamic weighting
for evidence sources but his approach requires the availability of ground truth for
verification soon after evidence fusion. Closest to our work is Hong et al’s [4] work
on activity recognition in smart homes. Similar to our work, they use evidence
theory to propagate sensor evidence for activity recognition. They use the basic
DS theory functions of sensor mass functions, Dempster’s combination rule and
sensor discounting to process and fuse evidence. They supplement these func-
tions with additional evidential operations to move evidence from sensor level up
to activity level. Our work differs from their work in a number of ways: (1) we
use context quality information (such as fuzziness and precision) in sensor mass
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functions to enable dynamic discounting of sensors; (2) we process evidence for
time-distributed situations; (3) we use differing evidential operations for evidence
fusion.

The application of uncertain reasoning techniques is an active research area
within the domain of context-aware computing. In particular, Bayesian methods
and fuzzy logic have been used to determine situations from lower level uncertain
sensor information. Van Kasteren et al [14] use Hidden Markov Models to suc-
cessfully determine a person’s activity in the home, where inference of high level
states (activities), and activity patterns over time are learned from training data.
Bayesian networks as used by [2,11,16] are used to determine situations (such as
activities in a meeting room) from lower level sensor data. These approaches re-
quire training data which can be difficult to obtain in particular environments,
such as the difficulties of smart home data collection in real life environments, as
noted by Tapia et al [13]. Our approach using DS theory has limited or no reliance
on training data, relying more heavily on domain knowledge. Fuzzy sets and fuzzy
logic as used by [5,7,11] are used to quantify and reason with imprecise context
concepts such as describing the temperature of a room as ’warm’ or ’cold’. We in-
corporate context fuzziness into our evidence-based approach by including fuzzy
membership in our sensor mass functions, as described in Section 4.2.

3 Basic Concepts of Dempster-Shafer Theory

Dempster–Shafer theory is a mathematical theory of evidence [12] which is used
to combine separate pieces of information (evidence) to calculate the probability
of an event. In a DS Theory reasoning scheme, the set of possible hypotheses are
collectively called the frame of discernment. This frame Θ represents the set of
choices {h1,h2,...hn} available to the reasoning scheme, where sources (such as
sensors) assign belief or evidence across the frame hypotheses. Let 2Θ denote the
set of all subsets of Θ to which a source of evidence can apply its belief. Then
the function m : 2Θ → [0, 1] is called a mass function that defines how belief is
distributed across the frame, if the function satisfies the following conditions:

m(φ) = 0 and
∑

A⊆Θ m(A) = 1

Based on these conditions, belief from an evidence source cannot be assigned
to an empty or null hypothesis, and belief from the evidence source across the
possible hypotheses (including combinations of hypotheses) must sum to 1. The
least informative evidence (ignorance) is the assignment of mass to a hypothesis
containing all the elements; i.e., {h1, h2, ...hn}. A crucial part of the process of
assessing evidence is the ability to combine evidence from multiple sources. In
DS theory, the combination of evidence from two different independent sources
is accomplished by Dempster’s combination rule:

m12(A) =

∑
∀X,Y :X�Y =A m1(X).m2(Y )

1 − ∑
∀X,Y :X�Y =φ m1(X).m2(Y )

(1)
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where m12(A) is the combined belief for a given hypothesis A. The numerator
in equation 1 represents evidence for hypotheses whose intersection is the exact
hypothesis of interest, A. The denominator, 1 − K is a normalisation factor,
where K is a conflict factor representing all combined evidence that does not
match the hypothesis of interest, A. The value of conflict, K, when combining
evidence is indicative of the level of disagreement amongst the sources of their
belief in hypothesis A.

In Section 4.2, we explain how we apply the DS Theory concepts of mass func-
tions, frames of discernment and evidence combination to situation inference.

4 Situation Inference

In this section, we explain how we use Situation Inference Diagrams to capture
the inference routes from sensor information to situations. We then explain how
basic DS theory (mass functions, evidence combination) and additional eviden-
tial operations (context quality in mass functions, evidence transfer, evidence
accumulation) are applied to situation inference.

4.1 Situation Inference Diagrams

In order to infer situations using DS Theory, we need to define how evidence is
propagated across layers of context, using a multi-layered hierarchy consisting
of sensors, abstracted context and situations [8]. We illustrate this hierarchy
using a Directed Acylic Graph (DAG) as shown in Figure 1. Sensors are the root
nodes at the base of the diagram. Sensor readings are abstracted or mapped
to more human-understandable context values. For example, a sensor reading
of a user’s location may be generated as a set of coordinates ‘12.4, 10, 5.6,
14:24:08, ID24‘ and translated using a building layout to a context value of ’Peter
hasLocation MeetingRoom5 at 14:24‘. Moving up the hierarchy, each context
value will be mapped to one or more situations, indicating that the occurrence
of a particular context value ’is evidence’ of the situation occurring; i.e., an
inference rule. Depending upon the complexity and range of situations in the
system, higher-level situations may also be inferred from lower level situations.
Each solid directed arrow in the graph is interpreted as ‘is evidence of‘. The full
notation for the DAG is shown in Figure 2.

Quantified uncertainty is incorporated into the situation inference DAG at
sensor and inference rule level. At sensor level, if sensor reliability is quantifi-
able, it is included as a sensor discount, as described further in section 4.2.
Uncertainty can also be quantified against inference rules. For example, in the
home data set that we have examined, a user ’sometimes’ uses the microwave
when preparing breakfast and this is quantified as 40% of the time, by examining
sample occurrences of the ’prepare breakfast’ situation in the data. Therefore, a
certainty of 0.4 is applied along the edge or inference rule from the context value
‘microwave used‘ to the situation of ‘prepare breakfast‘.

Situations may be inferred from evidence that does not occur at exactly the
same time and we term these ’time distributed situations’. The situation of a
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Fig. 1. Situation Inference Diagram

Fig. 2. Situation Inference Diagram Notation

user ’preparing breakfast’ may be detected by context values such as the ’plate
cupboard used’, ’grocery cupboard used’, and ’fridge used’ over a period of time.
We represent evidence that accumulates over time by a time period enclosed
in ’< >’ brackets within the time-distributed situation node on the DAG. This
number indicates the typical duration of the situation. Where the actual sequence
of evidence occurrence is also relevant, the duration is enclosed by ’> >’ brackets.

Some situations may be detectable by the occurrence of one of a set of situ-
ations. For example, a ’busy in kitchen’ situation may be declared when either
situation ’prepare breakfast’ or ’prepare dinner’ is occurring. This is indicated
on the DAG as ’is a type of’.
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4.2 Applying DS Theory to Situation Inference

Once the situation inference hierarchy is determined from sensor to situation
level, we can then apply evidential operations from DS theory as described in
Section 3, and extensions to DS Theory, to produce and propagate evidence
for situation inference. In order to infer situation occurrence, we assess sensor
readings or evidence at specific points in time t, where each point is separated
by a time gap, 
t. At each point in time, the situations with the greatest belief
(evidential support) are believed to be occurring. To achieve this, a number of
evidential operations need to occur from sensor level upwards: (1) At time t, each
sensor system defines its belief across the context values for the sensor via a mass
function; (2) Quality information associated with each sensor is used to modify
the belief distribution from its mass function; (3) The belief associated with
each context value is mapped upwards along the inference paths to its associated
situations using compatibility relations and evidence propagation between frames
of discernment. This mapping process continues up the hierarchy of situations;
(4) For each situation, belief from the relevant sources of evidence is fused in
order to determine total belief in the situation at time t, using an appropriate
evidence combination rule; (5) For situations that have a time duration, belief
from sources is fused with belief from pre-existing evidence that was captured
within the time duration of the situation.

When these steps have been executed, at time t, a separate level of belief is
available for each situation. A decision step selects those situations of highest
belief, taking into account which situations can occur at the same time. We use
examples from an office activity data set and a smart home data set to illustrate
the evidential operations.

Sensor Mass Functions. Mass functions, as explained in Section 3, define
how belief from an evidence source (such as a sensor) is spread across a set of
choices in a frame of discernment. In our approach, a mass function is required
for each sensor, in order to distribute belief for the sensor across the range of
possible context values for that sensor, i.e. the frame of discernment for that
sensor. In our office activity sensor example, context value ’active’ may be de-
fined as any keyboard or mouse activity on the computer within the last 10
seconds. If the sensor at time t has detected a reading 5 seconds ago, the mass
function will assign belief across the frame of discernment{active, inactive, θ} as
{1, 0, 0} respectively. The mass assigned to θ represents ignorance, where belief
is uncertain and cannot be sub-divided amongst other elements in the frame.

Using Context Quality in Sensor Mass Functions. In the real world,
absolutely reliable sources are rarely found. ’Discount factors‘ are an idea that
dates back to Shafer’s evidence theory work [12] and expanded by Lowrance et
al [6]. They can be used to account for the uncertainty due to unreliable evidence
sources. However, a variety of additional sensor and context quality metrics such
as precision [17] and fuzziness [11] are defined to quantify the imperfections of
sensor information. Precision indicates the range within which a sensor reading
is correct, for a given accuracy. Fuzziness is used to quantify imprecise context.
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If such quality information is available and quantifiable, we propose that it can
be incorporated into sensor mass functions in order to provide a more realistic
distribution of belief. We illustrate this through a set of examples:

(1) Using precision in mass functions: A location system, Ubisense1, generates
coordinate readings for tags worn for users. The coordinate readings are then
mapped to meaningful locations (context values) within the building based on
a building map. The measured precisions of Ubisense readings are 3.30 and
2.22 meters along the x- and y- axes respectively, as established using training
data in experimental work [17]. When these precisions are used during context
abstraction, they form an area around the coordinate reading, and the user/tag
may be located anywhere within the area. If this area intersects more than one
meaningful space, the proportions of the square in each space can be calculated.
Therefore, a reading which is translated to two context values ’desk1, 0.3’ and
‘desk2, 0.7’, means that the sensor is 30% confident that the user is located at
desk1 and 70% confident at desk2. The mass function for this sensor based on
this coordinate reading will generate belief of {0.3, 0.7, ..., 0, 0} for a frame of
discernment {desk1, desk2, ..., deskn, θ}.
(2) Using context fuzziness in mass functions : Context values can have imprecise
meanings such as ‘active‘ for our activity sensor. The level of imprecision or fuzzi-
ness is represented by a membership value, where the fuzzy membership function
applies a numerical value from 0 to 1 to each element of the fuzzy set [18]. For
our activity sensor, we observe that any keyboard or mouse activity within the
last 10 seconds is definitely active. After 10 seconds, the level or membership of
’active’ reduces with time, falling to 0 after 60 seconds. The mass function for
the activity sensor will include the fuzzy membership values in its calculation of
belief assignment to the context values, generating belief distributions such as
{0.2, 0.8, 0} for the frame {active, inactive, θ}, when a reading is more inactive
than active.

(3) Sensor discounting: When a quantified measure of sensor reliability is avail-
able, it is incorporated into the mass function via a sensor discounting function
[12,6]. When a source’s evidence is discounted, the remaining evidence is applied
to the combination of all options in the frame (i.e., ignorance, θ).

For our Ubisense system, we measured an accuracy of 70% for the precisions
described in example (1), meaning that 30% of readings are believed to be in-
correct. Using Shafer discounting function, the belief is discounted by 0.7. The
remaining 0.3 is attributed to ignorance. Using the Ubisense mass function ex-
ample from (1) of belief {0.3, 0.7, ..., 0, 0} for a frame {desk1, desk2, ..., deskn, θ},
the application of the discount factor will alter the belief distribution to {0.21,
0.49, ...,0,0.3} where discounting of evidence has resulted in a quantified uncer-
tainty of 0.3.

Reliability of a sensor may be a straightforward measure of physical sensor ac-
curacy as supplied by the sensor manufacturer. However, it may also incorporate
additional sources of error such as errors in using a sensor, as described in [9].
1 Ubisense is a networked location system: www.ubisense.net
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Evidence Transfer. Evidence propagation through layers of the hierarchy from
context value upwards is achieved using compatibility relations and evidential
mapping. Compatibility relations [6] define the mappings between the compat-
ible beliefs between two frames of discernment; i.e., the elements from the two
frames that can be true simultaneously. We can use compatibility relations to
define paths for transferring belief from one layer of the situation hierarchy to the
next. For example, a fridge sensor can generate belief across two context values
{FridgeUsed,¬FridgeUsed, Θ}. The use of the fridge is indicative of the ’get
drink’ situation, which has a frame of discernment {GetDrink,¬GetDrink, Θ}.
’Fridge used’ is compatible with ’get drink’ (i.e. they are both true simultane-
ously) and so on for the remaining elements in both frames. Having defined the
evidence paths using compatibility relations, we use evidence propagation [4] to
propagate evidence from one frame to another. We apply propagation along the
paths defined by the compatibility relations, enabling the mass of compatible
elements to be transferred; e.g., mass of ’fridge used’ can be propagated to ’get
drink’.

Evidence Combination. When each context value has propagated its evi-
dence to situation level, the evidence is combined to produce a final distribution
of belief over the choices in the frame of discernment. The basic formalism for
evidence combination from two sources is provided in Dempster’s rule of com-
bination as described in equation 1 of Section 3. Variations on this combination
rule have been introduced in the literature to deal with alternative combina-
tion scenarios, such as the use of evidence averaging for unreliable sources when
source discounting is used [12] and Murphy’s averaged combination rule [10].
Murphy observed that a single piece of evidence can force certainty or overrule a
majority when Dempster’s rule of combination is used. For scenarios where this
may occur (e.g. binary sensors where a single sensor fails to fire), this will dis-
tort the evidence, allowing a single sensor to negate evidence from other sources.
Murphy’s approach is to average the evidence prior to combining, thus ruling
out the dominance of a single sensor. The averaged evidence is then combined
using Dempster’s combination rule, applied n − 1 times where n is the number
of evidence sources. We propose using both averaging as proposed by Shafer and
Murphy’s alternative combination rule in our work, as demonstrated in section
5, and compare the results in our worked example.

Evidence Accumulation Over Time. In order to accumulate evidence for
a situation with a specified duration d, we extend the lifetime of evidence to
endure over the duration of the situation, combining later evidence with earlier
evidence as if it had occurred at the same time, t. At the first occurrence of
evidence of a situation (such as ’grocery cupboard’ detected for the ’prepare
breakfast’ situation), evidence is captured for this time, t. Further evidence for
the situation that occurs between time t and t+ d is fused with earlier evidence,
providing an overall belief in the situation occurrence.
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5 Case Study

In this section, we provide a demonstration of our evidence-based situation in-
ferencing approach using a sample of data from Van Kasteren’s home activity
data set [14]. We explain each of the steps from the processing of sensor evidence
up to the fusion of evidence into situation beliefs.

5.1 Data Set Description

The data set was recorded over 28 days in a house where a 26 year old man
lives. 14 sensors were places throughout the house. Each sensor generates binary
output only, outputting a value of 1 when fired. The data set is annotated with
7 situations or activities, such as ’go to bed’, ’take shower’, and ’prepare dinner’.
None of these activities occur at the same time according to the annotation. In
our example, we focus on the three situations that occur in the kitchen: ’prepare
breakfast’, ’prepare dinner’, ’get drink’. Our situation inference DAG for these
situations (Figure 3) contains all kitchen-based sensors as root nodes. Because
of the binary nature of the sensors, context values for these sensors are very sim-
ple; e.g., the grocery cupboard sensor firing indicates ’grocery cupboard used’
context. No indication of sensor performance is provided in the data set, so sen-
sor discounting or quality in mass sensor functions cannot be applied. Domain
knowledge in this environment for mapping evidence to situations could, in the-
ory, be available from users (’what do you typically do to prepare breakfast?’)
or from examining small amounts of training data.

Fig. 3. Situation Inference DAG for kitchen situations: get drink, prepare breakfast,
prepare dinner
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5.2 Experimental Approach

We used a combination of inherent domain knowledge combined with examina-
tion of 5 occurrences of each of the three situations to determine the inference
paths for our DAG. This highlighted some uncertainty in the inference rules,
such as the occasional use of the microwave in breakfast preparation (20% of the
time), or getting cups from the cups cupboard when preparing dinner (40% of
the time). Each situation is a time-distributed situation so we estimate situation
durations from a combination of data observation and domain knowledge. For
instance, the ’prepare dinner’ activity lasted an average of 38 minutes for the 5
occurrences we observed, with a standard deviation of 24 minutes so we applied
a duration of 62 minutes to capture ’prepare dinner’ evidence. We could have
used alternative duration calculations such as mean duration, minimum duration
or a duration range, depending upon the nature of the situation. From domain
knowledge, we included time as evidence to capture the fact that breakfast oc-
curs in the morning and dinner occurs in the evening. ’Get drink’ can occur at
any time of the day.

Table 1. Evidence and cumulative evidence by time slice for each situation

Cumulative evidence over situation durations (mins)

Time Sensor events Drink (2) Prepare Breakfast (15) Prepare Dinner (62)

9.:49 fridge, plates,
microwave

fridge fridge, plates, microwave (0.2) fridge (0.8), plates

9:50 groceries fridge fridge, plate, microwave (0.2),
groceries

fridge (0.8), plates,
grocery (0.8)

9:51 none none fridge, plate, microwave (0.2),
groceries

fridge (0.8), plates,
grocery (0.8)

9:52 none none fridge, plates, microwave
(0.2), groceries

fridge (0.8), plates,
grocery (0.8)

9:53 microwave,
groceries

none fridge, plates, microwave
(0.2), groceries

fridge (0.8), plates,
grocery (0.8)

We selected 5 consecutive time slices from a single day when the ’prepare
breakfast’ activity was annotated, using time slices of 1 minute (as also used by
[14]). Evidence for the five time slices is shown in Table 1, showing the kitchen
sensor events that occurred over times 9:49 to 9:53 for one day in the data set.
Sensor events outside the kitchen such as ’hall bedroom’ indicating that the hall
bedroom sensor is still firing (open) were discarded as our domain knowledge
suggests that only kitchen based sensors have a direct evidential bearing on
kitchen situation occurrence. The evidential calculations for these time slices
results in total belief for each of the three situations at times 9:49 to 9:53 as
shown in Table 2.
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Table 2. Total belief in situations by timeslice using evidence averaging and Murphy’s
combination rule for ’get drink’ (Drink), ’prepare breakfast’ (B’fast) and ’prepare din-
ner’ (Dinner) situations

Timeslice Averaging Combination Rule
Drink B’fast Dinner Drink B’fast Dinner

Belief Conflict Belief Conflict Belief Conflict
9:49 0.5 0.64 0.26 0.63 43% 0.98 22% 0.02 27%
9:50 0.5 0.84 0.37 0.63 43% 1 0 0.2 40%
9:51 0 0.84 0.37 0 n/a 1 0 0.2 40%
9:52 0 0.84 0.37 0 n/a 1 0 0.2 40%
9:53 0 0.84 0.37 0 n/a 1 0 0.2 40%

The process for inferring situation occurrence using sensor evidence is per-
formed by using the following steps for each time slice:

1. Use sensor mass functions to obtain context value beliefs.
2. Propagate the belief from the context values up to the relevant situations, us-

ing compatibility relations and evidence propagation as explained in Section
4.2.

3. Obtain total belief for each situation by combining evidence for the situation.
We use both basic evidence averaging and Murphy’s alternative combination
rule, as described in Section 4.2.

4. Select the situation with the highest belief (given that no situations in the
data set are co-occurring).

For illustration, we explain these steps for the first time slice (9:49):

(1) Use sensor mass functions for context values
Fridge, plates cupboard and microwave sensors are firing. No sensor discounting
is used. The three sensor mass functions assign mass to context values as follows:

{FridgeUsed = 1,¬FridgeUsed = 0}
{P lateUsed = 1,¬P lateUsed = 0}
{MicrowaveUsed = 1,¬MicrowaveUsed = 0}
In addition, the kitchen sensors that did not fire are evidential, generating

masses as follows:
{CupUsed = 0,¬CupUsed = 1}
{GroceriesUsed = 0,¬GroceriesUsed = 1}
{FreezerUsed = 0,¬FreezerUsed = 1}
{PansUsed = 0,¬PansUsed = 1}
Finally, we are using time as evidence. At 9:49am, the time sensor mass gives:
{Morning = 1, Evening = 0}

(2) Propagate the belief from the context values up to the relevant
situations
For each situation, propagate context value belief to situations of which that
context is evidence, as denoted on the situation inference DAG.
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Get drink
{FridgeUsed = 1,¬FridgeUsed = 0} →{GetDrink = 1,¬GetDrink = 0}
{CupUsed = 0,¬CupUsed = 1} → {GetDrink = 0,¬GetDrink = 0.8, Θ = 0.2}

Prepare Breakfast:
{FridgeUsed = 1, F ridgeNotUsed = 0} →{Breakfast = 1,¬Breakfast = 0}
{MicrowaveUsed = 1,¬MicroUsed = 0} →{Breakfast = 0.2,¬Breakfast =

0, θ = 0.8}
{P lateUsed = 1,¬P latesUsed = 0}→{Breakfast = 1,¬Breakfast = 0}
{GroceriesUsed = 0,¬GroceriesUsed = 1}→{Breakfast = 0,¬Breakfast = 1}
{Morning = 1, Evening = 0} →{Breakfast = 1,¬Breakfast = 0}

Prepare Dinner
{FridgeUsed = 1,¬FridgeUsed = 0}→{Dinner = 0.8,¬Dinner = 0, θ = 0.2}
{P lateUsed = 1,¬P lateUsed = 0} →{Dinner = 1,¬Dinner = 0}
{GroceriesUsed = 0,¬GroceriesUsed = 1}→{Dinner = 0,¬Dinner = 0.8, θ =

0.2}
{PansUsed = 0,¬PansUsed = 1} →{Dinner = 0,¬Dinner = 0.8, θ = 0.2}
{CupsUsed = 0,¬CupsUsed = 1} →{Dinner = 0,¬Dinner = 0.4, θ = 0.6}
{FreezerUsed = 0,¬FreezerUsed} = 1→{Dinner = 0,¬Dinner = 1}
{Morning = 1, Evening = 0} →{Dinner = 0,¬Dinner = 1}

Because this is the first time slice, we do not have any cumulative evidence. For
the next time slice at 9:50, the sensor events from 9:49 will be assessed as ’still
happening’ where they contribute to the time-distributed situations, as set out
in Table 1.

(3) Obtain total belief in each situation via evidence combination
We calculate total belief in each situation using two different methods: Simple
evidence averaging and Murphy’s version of the Dempster’s combination rule.
In the averaging approach, this involves averaging the belief for each separate
situation. At 9:49, this gives belief of 0.5, 0.64, 0.26 for situations ‘get drink‘,
‘prepare breakfast‘, ‘prepare dinner‘ respectively as shown in Table 2. For the
combination rule, we combine the averaged situation belief n-1 times using the
combination rule in equation 1, where n is the total number of evidence sources
for the situation. Total belief is shown for the three situations for our time slices
in Table 2. We then repeat the steps for the remaining time slices, using new
and cumulative evidence from Table 1.

Looking at Table 2, the situation ’prepare breakfast’ is deemed to be occurring
at 9:49. As evidence increases for ’prepare breakfast’ and ’prepare dinner’ (at
9:50) due to the grocery cupboard sensor firing, the belief in these two situations
increases. After 9:50, no further sensors fire until 9:53, but the existing evidence
endures for time slices 9:51 and 9:52. At 9:53 the microwave and grocery cup-
board sensors fire again. However, they do not change the belief because they
fired in previous time slices within the system duration so their evidence is still
active. For the ’get drink’ situation, the situation duration is 2 minutes, so be-
lief drops to zero at 9:51, 2 minutes after the fridge sensor contributed evidence
to ’get drink’ occurring. For evidence combination, the averaging of evidence
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provides the same highest belief answer as the combination rule, but the evi-
dence does not converge to the same extent as our combination rule. This is
because the combination rule normalises out conflicting evidence and because
uncertainty is re-distributed to the two other elements in the frame of discern-
ment. In our example, the three assessed situations cannot be co-occurring (ac-
cording to the annotations in the published data set). Therefore the selection of
’which situation is occurring’ is simply based on the highest belief at time t. In
a more complex environment where multiple situations may be co-occurring, we
will need to develop heuristics for belief thresholds in order to decide which situ-
ations are occurring. We anticipate that use of the conflict metric may be useful
in developing decision making heuristics for determining situation occurrence.

6 Conclusions and Future Work

In this paper, we presented an approach to inferring situation occurrence us-
ing the Dempster Shafer theory of evidence. Our approach incorporates context
quality information into sensor evidence, propagates sensor evidence up to situ-
ation level and obtains belief for situations via evidence fusion. We also provided
a mechanism to accumulate evidence for time-distributed situations. We demon-
strated our approach in a case study, using a sample of time-distributed evidence
from a publicly available smart home data set. Our approach enables situation
inference with uncertain information, with limited or no need for training data.

Our proof of concept demonstrated the inference of a time-distributed situa-
tion using uncertain information, with minimal use of training data. The next
stage of our work is to establish inference results for the full smart home data
set using our DS theory based approach. As part of our evaluation, we will com-
pare our results against published results for the data set that use alternative
uncertain reasoning approaches. We will also test our approach against an intel-
ligent office activity data set that we are collecting in-house. The data set tracks
office-based users using a variety of sensors. We expect that it will provide us
with richer sensor quality information which we can use to test the impact on
situation inference of using context quality in sensor mass functions.
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Abstract. This paper builds on previous work by different authors on
monitoring the use of household devices through analysis of the power
line current. Whereas previous work dealt with detecting which device
is being used, we go a step further and analyze how the device is being
used. We focus on a kitchen scenario where many different devices are
relevant to activity recognition. The paper describes a smart, easy to
install sensor that we have built to do the measurements and the algo-
rithms which can for example determine the consistency of the substance
in the mixer, how many eggs are being boiled (and if they are soft or
hard), what size of coffee has been prepared or whether a cutting ma-
chine was used to cut bread or salami. A set of multi user experiments
has been performed to validate the algorithms.

1 Introduction

Human activity recognition is a key element of many pervasive computing appli-
cations [10]. The work described in this paper is part of a large European Union
funded project (MonAMI1) aimed at the specific application domain of ambient
assisted living. As a consequence, our activity recognition research is directed at
the monitoring of activities of daily life in the home. An important aspect of the
project is large scale deployment in real life environments (planned for hundreds
of existing homes). This means that the sensing infrastructure must be cheap,
easy to deploy, and simple to maintain. In previous work we have investigated
camera based location systems [1] and microphones attached to the plumbing
systems [2] as initial components of such a system.

This paper focuses on another component: the analysis of electrical power
consumption of different household appliances. To this end we have implemented
a simple measuring device (iSensor) which can be inserted between the plug of an
appliance and the socket. Multiple devices can be connected to the sensor using a
standard multi-plug adapter. It requires no power supply (it is powered from the
mains) and no cabled connection (uses a ZigBee transmitter for connection with
a gateway). Thus it fulfills the requirement of easy installation and maintenance.
At the same time previous work (e.g. by [4] and [3]) has shown that this type

1 www.monami.info
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of sensor can detect which device is used when, which in turn is a valuable clue
to the recognition of more complex activities. We build on this work to detect
not just which device is being used, but also how it is used. We focus on a
kitchen scenario and demonstrate how it is possible to for example determine
the consistency of the substance in the mixer, how many eggs are being boiled,
what size of coffee has been prepared or whether a cutting machine was used to
cut bread or salami.

Related Work. So called infrastructure mediated sensing [9] has recently gener-
ated considerable interest as unobtrusive, easy to install and maintain method for
activity recognition. Published functionality includes motion tracking through
pressure changes in the HVAC system [9], the analysis of water flow in the
plumbing [2], [5] and various electric current sensing systems. The latter include
different power measuring adapters for the sockets similar to our iSensor device
[7,8], the analysis of transient noise to identify different devices [3] and general
current consumption based activity recognition [4].

An alternative approach for recognizing interactions with home appliances has
been sound analysis (e.g. [6],[11]), and a huge body of research on using different
sorts of other body mounted sensors (in particular accelerometers) which will
not be listed here, since our work is directed at non body worn approaches. This
is because, in our case, the requirements analysis within the MonAMI project
has revealed such approaches to be preferred by the users (which is not meant to
imply that body worn system are in general less desirable than infrastructures
solutions).

Paper Contributions and Organization. The main contribution that this
paper makes beyond state of the art described above is to show that power
measurements are not only able to determine what device is being used, but can
also provide relevant information about how this device is being used.

The paper starts with an overview of our approach including the description
of the iSensor, the scenarios and the principle of our recognition method. We
then discuss in detail how the recognition rules are derived from the device signal
characteristics. Finally we present an empirical evaluation that includes several
devices connected to the same iSensor running simultaneously.

2 Approach Overview

2.1 The iSensor

We have designed and implemented smart wireless sensors, called iSensors, which
can be connected to any power socket in a home environment. One or even several
different devices can be connected directly or using a multi-contact plug to an
iSensor. By analyzing the current consumption the iSensor is able to recognize
pre-defined devices when they are in use and also what they are used for. Once
a device event (like ”toaster on”, ”bread toasted (brown)”) is recognized it is
sent via ZigBee to a central home monitoring unit (see figure 1).
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Fig. 1. iSensors send detailed information about activities of several connected devices
to a home monitoring unit via ZigBee

Fig. 2. Left: used ampere value and belonging inductive voltage. Right: iSensor out-
and inside.

The current consumption is measured using electromagnetic induction. When
devices connected to the iSensor are powered on, the induced voltage is digi-
talized using an AD converter (ADC)2. We used a current transformer which
is able to handle devices which need between 0A and 10A. Figure 2 shows
the dependency between a device’s ampere request and the inductive voltage.
As can be seen the resolution is quite good between 1.0A and 7.0A. Unfortu-
nately the used current transformer shows saturation behavior when reaching
values higher then 7.0A. Hence when using more devices at the same time a
current transformer which provides both higher range and better resolution is
needed. To avoid wired connections we used a Jennic ZigBee microcontroller
(see http://www.jennic.com/) to send data via ZigBee to a processing unit. The
Jennic microcontroller is also powerful enough to do some easy processing tasks.
Hence our objective was to implement the later described algorithms using this
2 ADC conversion time: 36μs; feasible voltage range: 0.04V to 2.4V.
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microcontroller and to avoid ADC value streaming. Figure 2 shows some pic-
tures of the described iSensor. The iSensor can be integrated in any existing
home environment without effort - the sensor is just connected to an existing
power socket. The iSensor provides the same interface to other devices as a com-
mon power socket. This means that every device can be connected in the same
way as without using the iSensor - especially for elderly people this is a quite
important fact. There is also no need to care about the power supply of the
iSensor - the sensor itself is supplied by the connected power socket.

2.2 Scenarios

Household devices can be assigned to application areas regarding their use. For
example there are electric devices for home entertainment (e.g. TV, sound sys-
tems, DVD and Blue-ray player or beamer), for kitchen applications (e.g. toaster,
coffee machine and egg boiler) or personal hygiene (e.g. electric teeth brusher,
fan or electric shaver). In the following we will restrict our experiments to de-
vices which are used for kitchen applications. We found these devices the most
interesting ones because they provide lots of functionalities as different operating
modes (e.g. coffee machine: espresso or normal coffee).

In this paper we analyze in detail the following devices which can be found in
most households: water boiler, egg boiler, mixer, bread cutter, toaster, juicer, cof-
fee machine and fridge (see figure 3). To simulate a realistic kitchen scenario we
use a single iSensor for the fridge and connect all other devices to another iSen-
sor using a multi-contact plug. We envision such information to be useful among
others for the monitoring of dietary habits and general assessment of stability of
daily routines which are both important for ambient assisted living applications.

2.3 Recognition Idea

The general idea is to use ADC peak values (calculated using the last 600 ADC
values) as representatives for the current power consumption. After that the last

Fig. 3. Left: Devices that can be found in many common kitchen households. Right:
iSensor with several simultaneously connected devices using a multi-plug.
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21 representative values are collected and used to calculate the following features:
sum, maximum, minimum, average and variance. The resulting feature vector
of size five is used to distinguish between different devices and their operating
modes. In this way the iSensor provides two feature vectors per second.

The next sections show that we use only simple classification rules based
on thresholds which depend on both feature values and the time duration of a
specific operation. Such rules can be efficiently implemented in real time on even
the simplest microcontrollers as demonstrated by our system.

3 Signal Analysis and Recognition Methods

This chapter discusses the signals measured from different devices when using
them in specific operating modes. For each device and each operating mode rules
are defined that capture the current consumption characteristics. Impulses which
appear when switching on a device are used to distinguish between different
device types following a similar method as described in [3]. The description in
the rest of the paper will focus on the detection of specific modes of operation
assuming that the device has already been identified. All in all we analyzed more
then 3600 measurement points for each device. Note: In the following all time
axes are in ADC cycles.

Water Boiler. The voltage of the used water boiler ranges from 220V to
240V and its rated power is between 1850W and 2200W. As figure 4 shows
the water boiler delivers a constant ADC value of about 2330 when turned on.
It can also be seen that the ADC values are independent from the amount
of boiled water - only the duration is quite different. The duration feature
values are about 469 (1.0l) and 663 (1.5l). As a result we assume that in av-
erage 0.002195 liters of water are boiled per calculated feature value. All in all
we found thresholds as described in table 1 suitable for recognizing a water boiler
device and calculating the about amount of boiled water.

Fig. 4. ADC peak values when boiling 1.0l and 1.5l water
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Table 1. Rules: Water boiler

Device: if ((0 =< variance <= 650) and (2300 =< average <= 2450))
then device = waterBoiler

Boiled water: duration ∗ 0.002195l = boiledWater

Table 2. Rules: Fridge

Activities: if ((sum > 842) ∧ (duration == 1)) then doorActivity
if ((sum > 842) ∧ (duration > 1)) then fridgeCooling
if (fridgeCooling ∧ ((thrpowerCooling − sum) < −70))

then doorOpen else doorClosed

Fridge. When analyzing ADC values generated by a fridge we can detect door
opening actions as well as cooling actions. When opening the fridge door, a small
light will be turned on, which results in a clearly visible change of ADC value.
Unfortunately the fridge light consumes only relatively little power (about 10W,
240V) which is below the minimum power value that can be measured by our
ADC (see chapter 2.1). Thus, the current version of our device can detect left
open doors only when the fridge is cooling (then the power consumption is above
the threshold of our ADC). When analyzing data we found out that the power
consumption during a cooling process is mostly constant but varies between
different cooling periods. Hence we use the first twenty seconds of a cooling
period to calculate the current average power consumption (thrpowerCooling)3

before we can look for door opening events. The rules, described in table 2, have
been derived to detect cooling periods, door opening events and - during cooling
periods - door closing events. A visualization of measured ADC values can be
found in figure 5.

Bread Cutter. When analyzing the power consumption of a bread cutter it can
be seen that resulting ADC values are quite constant and characteristic when
the device is powered on and nothing is cut. During cut events the device needs
more power and hence ADC values raises a lot while something is cut. As can be
seen in figure 6 it is possible to distinguish between bread and salami cuts when
analyzing both the maximum adc value and the duration of a cut process. The
operating voltage of the used bread cutter is 220V and its rated power 100W.
Table 3 shows extracted classification rules.

Juicer. Figure 6 shows ADC values of a common juicer device when extracting
juice twice from a half piece of orange. As can be seen ADC values are around
90 when extracting juice. The juicer we used has a voltage of 230V and a rated
power of 30W. When analyzing in detail feature vectors of a juicer we found
rules as shown in table 4 for detecting juicer activity.

3 Note: During this time door activities cannot be recognized.
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Fig. 5. ADC values indicating fridge events

Fig. 6. Left: ADC values when cutting bread and salami. Right: ADC values when
extracting juice.

Toaster, Egg Boiler and Coffee Machine. Toaster, egg boiler and coffee
machine behave much like the water boiler when turned on. Thus ADC values
(current drawn) are used to identify the device and the duration of an operation
is used to distinguish between different device actions. In case of a toaster device
we are able to differentiate between three toasting levels - bright, brown and dark
toast. For egg boiler devices it is possible to recognize if three or five eggs were
boiled and if the eggs are soft, medium or hard boiled. In case of a coffee machine
we distinguish between a normal size coffee and a big one. Table 5 shows ex-
tracted classification rules. Note: The toaster/egg boiler/coffee machine voltage
is 230V/220-240V/220-230V and their rated power is 800W/350W/1450W.
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Table 3. Rules: bread cutter

Device: if ((0 =< variance < 4000) ∧ (700 < max < 900))
then device = breadCutter

Activities: if ((variance < 60) ∧ (100 < average <= 250)) then running
if ((32 < variance < 7000) ∧ (130 < average < 600)) then cutting
if ((cuttingDuration < 4) ∧ (maximum < 300)) then salamiCut
if ((cuttingDuration >= 4) ∧ (maximum >= 300)) then breadCut

Table 4. Rules: Juicer

Device: if ((0 =< variance <= 16) ∧ (50 =< average <= 90))
then device = juicer

Table 5. Rules: toaster, egg boiler and coffee machine

Rule toaster: if ((0 =< variance <= 600) ∧ (1100 =< average <= 1250))
then device = toaster

Activities: if ((110 < duration <= 194) then bright toast
if ((194 < duration < 271) then brown toast
if ((271 <= duration <= 342) then dark toast

Rule egg boiler: if ((0 =< variance < 15) ∧ (600 < average < 700))
then device = eggBoiler

Activities: if ((450 < duration < 650) then 3eggs soft
if ((750 < duration < 850) then 3eggs medium
if ((2000 <= duration <= 2200) then 3eggs hard

if ((250 < duration < 450) then 5eggs soft
if ((650 < duration < 750) then 5eggs medium
if ((1300 <= duration <= 1600) then 5eggs hard

Rule coffee machine: if ((0 =< variance < 1000) ∧ (1700 =< average <= 1890))
then device = coffeeMachine

Activities: if ((25 < duration <= 58) then small coffee
if ((58 < duration < 200) then big coffee

Mixer. As can be seen in figure 7 the current drawn by the mixer device depends
on the level to which it is set and on the consistency (fluid, medium,creamy)
of the substance in the mixer. To recognize mixer devices and to distinguish
between different mixing levels and liquids we use thresholds which are shown in
table 6. Note: The used mixer has a voltage of 220V to 240V and a rated power
of 100W.
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Fig. 7. ADC values of a mixer device: Upper image: Mixer off and on (empty tank
- operating level 1, level2, level1-2-1), Lower image: Mixer on (level2) when mixing a
protein shake (consistency from fluid to creamy)

Table 6. Rules: mixer

Device: if ((0 =< variance <= 30) ∧ (78 =< average <= 150))
then device = mixer

Activities: if (78 =< average <= 88) then mixer level1
if (89 =< average <= 110) then mixer level2 − fluid
if (110 < average <= 125) then mixer level2 − medium
if (125 < average <= 150) then mixer level2 − creamy

Fig. 8. Simultaneous device usage - Left: bread cutter and mixer; Right: water boiler,
toaster and mixer. For each figure the vertical axes specify ADC values and the
horizontal ones the time.

3.1 Simultaneous Device Usage

Above we have demonstrated that each of the devices has a characteristic current
signature for each of the investigated operating modes. However, so far, we have
looked at each device in isolation. In real kitchen environments on the other
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hand, more then one device is used at the same time. In many cases such devices
may all be connected to the same multi-plug connector which is plugged into
one iSensor. Hence we also analyzed if it is still possible to recognize devices and
operations when using more then one device at the same time. As figure 8 shows
thresholds for device combinations can also be found.

4 System Evaluation

During the following evaluation process we connect all devices to one iSensor
using a multi-plug (only the fridge was connected to a single one). In most of the
cases (about 90%) we can recognize a turned on device using a similar approach
as described in [3]. The following sections show how accurate we can distinguish
between different device actions when a device was recognized correctly4.

Evaluation: Mixer. When evaluating a mixer device we tried to distinguish
between mixing something fluid and creamy. Hence we asked seven users to
prepare both a chocolate milk (250ml milk and two spoons of chocolate powder)
and a quark-yoghurt dish (250g quark and 1 yoghurt) using mixing level two.
As result 100% of chocolate milks were recognized as fluid and 100% of quark-
yoghurt dishes were recognized as creamy. In about 57% of quark-yoghurt dishes
we could also see a change from medium consistency to a creamy one.

Evaluation: Juicer. We asked six people to extract juice from two half pieces
of orange. Hence twelve juice extractions were performed. As result our system
was able to detect 91.66% of performed juice extractions (see table 7).

Table 7. Evaluation: Juicer

performed juice extractions recognized juice extractions classification rate
12 11 91.66 %

Evaluation: Egg boiler. Six people were asked to prepare three soft boiled
eggs and after that five soft boiled eggs. As can be seen from table 5 this is the
combination of usage modes that have the most similar threshold values (=the
most difficult recognition task). Still, our system was able to distinguish between
the mentioned two types of egg boiling with an accuracy of about 83.33%. As
table 8 shows two times three soft boiled eggs were recognized as five soft boiled
eggs. This is because some users were not very accurate when filling the required
water amount. For other combinations of modes the recognition tends to be
better, however, because of the excessive number of eggs needed for the test we
did not do a systematic evaluation.

4 For all performed evaluations we stream raw peak ADC values to a processing unit
and apply the introduced rules there.
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Table 8. Evaluation: Egg boiler

real / recognized 5 eggs soft boiled 3 eggs soft boiled classification rate
5 eggs soft boiled 6 0 100.00 %
3 eggs soft boiled 2 4 66.66 %

88.33 %

Evaluation: Toaster. Again we asked six people to evaluate a toaster device.
Every person was asked to prepare a bright and a brown toast. Hence users had
to choose the time for toasting to get the desired result. As result our system
recognized 83.33% of the prepared toasts. As table 9 shows one bright toast was
confused with a brown one. In fact there is no clear definition when a toast
should be called bright or brown - therefore for some users a light brown toast
was still a bright one and the other way round.

Table 9. Evaluation: Toaster

real / recognized bright toast brown toast classification rate
bright toast 5 1 83.33 %
brown toast 1 5 83.33 %

88.33 %

Evaluation: Coffee Machine. We asked six persons to prepare a double-
sized coffee (big) as well as a normal one. As table 10 shows our system could
distinguish between big and small coffee brews with an accuracy of about 91.66%.
After each brew event the coffee machine is heating its water tank and therefore
it consumes the same amount of power as for brewing coffee - but the variance is
much higher. Hence we can filter out such water heating events. But every time
when the coffee machine is turned on for the first time - which means that both
water and heating rods are cold - also the variance of a water heating event is
the same as when brewing coffee. Hence our system can’t filter out such heating
events and a big coffee brew event is wrongly recognized.

Table 10. Evaluation: Coffee Machine

real / recognized big coffee small coffee classification rate
big coffee 6 0 100.00 %

small coffee 1 5 83.33 %
91.66 %

Evaluation: Water Boiler. As described in section 3 multiplying the time du-
ration which is needed for boiling water with 0.002195 is a good approximation
of the amount of water that was boiled. As figure 9 shows this simple formula ap-
proximates the real amount of boiled water quite well for the whole water boiler’s
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Fig. 9. Left: This chart visualizes the difference between the calculated (measured
values) and the real (true values) amount of boiled water for 0.75, 1.0, 1.25, 1.5 and
1.7 liter. Right: calculated amount of water for 1.3liter.

Fig. 10. Left: Evaluation results when cutting bread and salami. One bread cut was
not recognized, two salami cuts were recognized as bread cuts and all in all three salami
cuts more were recognized as performed. Right: Evaluation results when monitoring a
fridge for about 35 hours.

capacity range (0.75 - 1.70 liters). Testing five different water levels (0.75l, 1.0l,
1.25l, 1.5l and 1.70l) the deviation was between 0.006 and 0.076 (average 0.038
liters). In order to see how strong the results vary between different calculation
steps, 1.30 liters of water were boiled five times. As figure 9 shows the estimated
amount of boiled water is nearly constant and accurate.

Evaluation: Bread Cutter. Figure 10 shows classification results when eval-
uating a bread cutter device. There six people were asked to cut all in all 28
slices of bread and 29 slices of salami. As can be seen the number of bread and
salami cuts is recognized quite well with an accuracy of 96.42% for bread cuts
and 93.10% for salami cuts. However there are 10% insertions for salami and
7% confusions between salami and bread. This is because some users had prob-
lems when cutting salami/bread and pieces of salami/bread for example clamped
between the blades.
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Evaluation: Fridge. We monitored a fridge in our lab kitchen for about 35
hours. Our objective was to detect when the fridge door was opened and also
to count door opening events. Hence all persons had to note down when and
how many times they have opened the fridge door. Figure 10 shows that our
system is able to detect nearly 91% of door opening events. As it is mentioned
in chapter 3 our system is not able to detect door opening events during the
initialization time of a cooling process. Hence we missed 9% of door opening
events. Also three door events were recognized two times.

5 Discussion and Future Work
An obvious lesson from the work presented in this paper is that current measure-
ments from household appliances contain more information then just a binary
on/off signal. In some cases (e.g. the water boiler) this was to be expected, in
others (the consistency of the substance in the mixer or the bread cutter) we
found it a bit surprising.

The accuracy of the recognition depends on three things. The biggest factor
are variations in how the user operates a device, even when using it in the same
mode. This includes the amount of water filled into the egg boiler, or the bread
cutter usage. Another source of errors are ambiguities in the definition of the
classes (e.g. what is a light and what is a brown toast) In some cases (e.g. like
the coffee machine) there are also variations in the way the device works.

Overall the accuracies were in the range of 80% to 90%. Clearly, for ap-
plications that require exact counting of individual actions this would not be
enough. However, for monitoring trends (e.g. long term nutrition trends or just
the stability of a persons routine) or as features in a more complex, multi-modal
recognition system it is a reasonable performance.

We have shown that this information can be extracted with an easy to install
and maintain sensor and very simple algorithms. In terms of wide scale deploy-
ment the biggest problem is the fact that the thresholds have to be tuned to each
specific device. A possible way around this problem is to use unsupervised learn-
ing techniques during an initial phase of the deployment. In particular in applica-
tions where we look for routines or use the information as features for more com-
plex recognition tasks this might be a good solution. In such cases we do not need
to know what a certain usage mode corresponds to in real life. It is sufficient to
identify that there are different usage modes and be able to spot them.

As next steps we intend to deploy our devices for longer periods of time in real
environments (together with our camera based indoor location system [1]) and
attempt to recognize the cooking of different meals. This will show how useful
the information about the use mode of kitchen appliances really is.
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Abstract. Finding solutions for the current period of climate change
or “global warming” is possibly the most serious and pressing challenge
faced by scientists and the wider community today. Although govern-
ments are beginning to act, a community wide approach is needed with
a large proportion of individuals engaging to reduce energy consumption
that depends on fossil fuels. The Passive House (or Passivhaus) standard
is an ultra-low energy standard for building construction and design that
aims at dramatically reducing energy consumption in the home. While
appropriate for new builds, this standard may be difficult to achieve with
existing buildings. In this work, Wireless Sensor Network (WSN) tech-
nology is examined as an enabling tool to support rapid progression to
improved energy efficiency and increased comfort for existing buildings.
As with participatory urban sensing, the home occupant could, in the
future, take on the role of scientist; developing an awareness of trouble
spots in the house would allow them to target problems thus reducing the
need for heating and improving comfort. The paper reports on experi-
ences and findings from several residential and commercial environmental
monitoring WSN deployments using a WSN developed from off the shelf
components. The sensors deployed measure temperature, relative humid-
ity, CO2 concentration and light. Depending on the size and layout of
the space to be monitored, added to the scope of deployment, between 12
and 20 nodes were deployed and the monitoring period was 7-14 days per
location. The paper illustrates the value of using WSN technologies as
enablers for the amateur eco-home scientist on the path towards reduced
energy consumption and increased comfort. It evaluates the suitability of
the system for both commercial and residential deployments and shows
how large quantities of data can be reduced to meaningful high level
information delivered to the user.

1 Motivation

Climate change has emerged as one of the most critical issues facing the world
today. It has spawned a movement towards reducing carbon emissions by in-
creasing energy efficiency in a bid to decrease energy consumption. In the UK
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alone, the built environment has been identified as being responsible for more
than 45% of the energy used [1]. There is a need, therefore, to create new struc-
tures that are more energy aware while at the same time improving the energy
efficiency of older buildings still in use today. Modern building standards allow
for the construction of buildings that follow low energy usage models. The Pas-
sivHaus standard [2], for example, is an ultra-low energy standard for building
construction and design that aims at dramatically reducing energy consumption
(up to 90%) in the home. Passive houses avoid the use of a central heating sys-
tem by being airtight and using advanced insulation, triple glazed windows and
a number of other low energy building approaches.

An urgent problem, however, is the number of older buildings in use today
that need to be improved upon. Many of these buildings boast central heating
systems but it is doubtful how efficient these systems are, how well the building
environment reacts to the energy input and what the optimal amount of heat
required is, given a particular occupancy pattern, to create a ’comfortable’ en-
vironment. As a consequence, a number of energy conservation initiatives have
been put forward at a governmental level to encourage commercial entities as
well as the population in general to incorporate energy saving measures in their
day to day living. These include education and training programs on becoming
more energy efficient, funding energy saving home improvements like loft insu-
lation [3] and providing devices like the Smart meter [4] in a bid to provide
consumers with more control over their own energy use. The focal point of these
strategies is the empowering of consumers to make meaningful changes in their
lives. For these strategies to succeed the homeowner must be actively involved.
Wireless sensor networks (WSNs) have emerged as a useful tool in pushing such
energy conservation strategies forward. Initially aiming at the commercial market
they are moving into the residential arena, geared towards indoor environmental
monitoring applications.

Generally, WSN technology has prompted the advancement of a number of
scientific disciplines and applications by furnishing instrumentation that allows
monitoring of phenomena in much greater detail than previously possible. These
networks have been used in a variety of application areas like habitat monitoring
[5,6] and disaster monitoring [7,8]. The technology allows for monitoring envi-
ronments at a resolution and density that takes into account the spatial and
temporal context of the data as well as the interactions between various pa-
rameters within the environment. Such analyses can provide a level of insight
previously not possible with other single, point in time and space methods of
environment monitoring.

In this study, a WSN system was built from off the shelf components and
deployed in a number of residential and commercial buildings. The goal of these
deployments was to determine, from a user and technical perspective, the suit-
ability of the system for both commercial and residential monitoring and to
identify the data and information representation needs of various user types.
The users’ needs as well as their control over the environment and comfort set-
tings are different in the residential and commercial contexts. Moreover, a variety
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of stakeholders exist for data and information generated by these monitoring and
analysis systems. For example, a house occupant may simply want to know which
room is most comfortable on a given day while a building manager may want
to know which offices in a building are using the heating least efficiently. Both
want to assess the ’health’ of the building but the most expressive way to furnish
that information may be very different. Different user requirements translate to
different application requirements, such as: the data rates, duty cycles and time-
liness of the data and information (real-time vs post-deployment analysis and
data delivery). It is therefore important to assess WSN systems in both types of
spaces to determine how well-matched such systems are for a host of applications
and a host of users.

The residential deployments focused on assessing the WSN system from the
point of view of the home occupant and the housing association who constructs
and maintains the structure. Could the system be used to obtain useful, ac-
tionable information about the general quality of the building and its indoor
environment? (The quality of a building refers to the integrity of the physical
structure as well as the state of the environment within the structure [20].) Could
space usage patterns and problem areas within the home be identified?

The commercial deployments focused on assessing the system from the point
of view of the building manager and users in a multi-occupancy open-plan
office. Could spatial and temporal patterns and environmental trends be de-
tected within those spaces and could the system provide high level information
that was both useful and easy to understand for both stakeholders?

The hypotheses emerging from these test cases were as follows:

1. The WSN system can be a useful tool for assessing the quality of the building.
2. The system can be used to identify waste.
3. The system can be easily used to infer high level, relevant information.

The remainder of this paper is organized as follows: Section 2 describes some
related work in the area of WSNs for environmental monitoring with Section 3
providing a brief description of the deployed WSN system. Section 4 provides
an analysis of the results obtained and Section 5 concludes the paper with some
lessons learned.

2 Related Work

Building monitoring is a fast growing application area for wireless sensor net-
works with systems being deployed for structural monitoring, emergency re-
sponse and building climate control. Ji-Hye et al. discuss the development of
MONETA, an embedded monitoring system aimed at indoor environment mon-
itoring [9]. The system uses a remote shell to obtain device status information
and to send control data, while a web-based user interface allows display of and
interaction with sensor data. It is unclear, however, what sensors were used in
the system and whether or not the system has been deployed. Song et al. describe
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a hybrid home monitoring sensor network comprised of static and mobile nodes
[10]. Nodes form a multi-hop mesh network with each node capable of collecting
and routing data. The system is suitable for building control applications and
has been validated in a testbed setting.

In the area of indoor environmental monitoring research has looked at some
specific application areas in which microclimate monitoring is critical. The mi-
croclimate in a building refers to the variations in localised climate within the
building envelope [11]. This microclimate impacts the energy performance of the
building and is affected by factors like: the orientation of the building (which
affects solar access), the surrounding landscape (is there shading provided by
trees) and the shape of the building ( which can determine the quantity of solar
radiation falling onto the external surface area which in turn can increase sav-
ings in heating for example.) Studies have shown that there can be considerable
variation within a building’s environment.

Monitoring and control of indoor climate conditions is critical to preserving
art as they are affected to a great degree by fluctuations in temperature and
relative humidity (RH). Fluctuating levels of RH cause materials to corrode,
shrink, swell, or warp [12]. Researchers used piezoelectric quartz crystal sensors
to measure the RH and temperature gradients across a painting located at the
Sandham Memorial Chapel [13]. Temperature and RH measuring circuits were
connected to a computer using a cable and data collected showed that abrupt
changes could occur in the microclimate surrounding the painting and that these
changes over time could lead to cracking and damage.

In another study [12] researchers deployed a wireless sensor network to mon-
itor temperature and RH in an art gallery. The design of the system allowed
for lower power consumption and was evaluated in terms of cost, range, power
consumption and packet error rate.

More recently, however, there has been a proliferation of building environ-
mental monitoring systems on the market aimed at commercial organizations.
These systems are marketed as commercial products and aim at facilitating a
number of building control functions including: lighting monitoring and control
systems, heating, ventilation and cooling (HVAC) systems and energy consump-
tion monitoring [14,15,16,17,18,19]. The study here used one such off-the-shelf
system to test the hypotheses outlined in Section 1.

3 System Description

The Arch Rock platform [14], is an off the shelf wireless sensor network system
that enables the development of a variety of WSN applications. The system
brings together the power of embedded systems, flexible web service architectures
and makes use of industry-standard multi-hop mesh networking protocols. It
allows energy-efficient, reliable data collection, routing and dissemination over
industry standard links like IEEE 802.15.4.
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3.1 Network Architecture and Hardware

An IP-based server attaches to a local area network (LAN) and provides access
to the sensor network through a router which connects to nodes in the wireless
mesh network via IEEE 802.15.4 low-power radio. The IPSensor node platform
is the Telosb mote, an open source platform produced by Crossbow. The mote
consists of a IEEE 802.15.4 Zigbee compliant RF transceiver, a 250 kbps high
data rate radio, 1MB external flash for data logging and uses a Texas Instru-
ment MSP430 microcontroller with 10kB RAM. The node runs the open source
TinyOS 1.1.10 operating system, and is powered by 2 AA batteries. Each node
contained a number of integrated sensors: a Sensirion SHT-11 sensor provided
temperature ( ± 0.5°C accuracy) and relative humidity ( ± 3.5% accuracy)
measurements; a Hamamatsu S-1087 light sensor for photosynthetically active
radiation (wavelength 350 to 700nm), a Hamamatsu S-1087-1 light sensor for
total solar radiation (wavelength 320 - 1000 nm).

Fig. 1. IPSensor node with attached CO2 sensor is shown on the left and the weather-
proof box is shown on the right

IPSensor nodes were integrated with CO2 sensors (shown in figure 1), this
is discussed in greater detail in Section 3.2. Nodes which had to be deployed
outdoors were housed in a weatherproof box (shown in figure 1.)

3.2 Attaching External Devices to the Node

IPSensor nodes have a number of expansion ports which allow the integration of
binary devices such as high/low voltage switches, analog devices such as variable
voltage sensors and actuators such as relays. The node allows the attachment
of up to 5 external devices. This facility is useful as it allows the expansion of
the sensor load, increasing the scope of possible applications that can be created
using the platform.

An external ELT B-530 CO2 sensor ( ± 30ppm precision) was integrated
in-house using the available ADC and VPU0 connectors. Given the power re-
quirements of the sensor, the node had to be powered using a separate battery
pack of 8 AA batteries. Cost was a constraint so the lowest priced CO2 sensor on
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the market was selected, at the expense of dealing with a shortlived, relatively
large sensor with a large power source footprint.

The CO2 sensor had to be interfaced using a relay to provide a duty cycle of
3s warm-up/10seconds sample collection and reading/ every 5 minutes (which
was the sample rate for all sensors in the system). This ensured the optimal
functionality with respect to both overall data collection requirements and min-
imizing CO2 power consumption. The Arch Rock web interface allows sensor
calibration coefficients to be set and the ADC0 port to be activated. From then
on, the system deals with the external sensor readings in an identical way to the
internal ones. A node with an integrated CO2 sensor is shown in figure 1.

3.3 Software

The Arch Rock system provides a web services API that allows interaction with
sensor nodes and server for retrieving data, metadata and node statistics, send-
ing commands and setting variables. API calls operate on a set of event channels,
remote procedure calls, and attributes provided by the embedded application. A
web-based interface allows access to the nodes, server, router as well as statis-
tics and logs generated by the system. A local datawarehouse is available for
persistent data storage.

3.4 Ease of Configuration and Deployment

Deploying the Arch Rock system is straightforward and entails assigning the
server an IP address, connecting and registering the router to the server and
then linking nodes to the deployment. Once a deployment is up and running
additional routers can be added either to support an existing network or to
connect a separate network. The ease of setup and configuration means that
very little time is lost in actually deploying the system. A number of ’drop-and-
go’ deployments (numbering between 10 and 20 nodes) have been carried out
using the system. Set up time is usually between 30 minutes to an hour.

3.5 Flexibility

The Arch Rock system allows the creation of single to multi network, multi-
location applications. The server is configured to manage as many routers as
required and routers can be placed in any location as long as they can connect
to the server. This in theory means that there is no limit to the size of the
network that can be deployed.

The system is also amenable to integration with other devices to extend its
capability. In addition to the CO2 sensor integration described in Section 3.2
a message logging system using 3G technology was developed to allow remote
access to the deployment. Each message contains information about the quantity
of data collected and the system status including: what nodes are down or not
sending data and detecting if the server or router is down. The remote connection
will also allow download of data and logs which will allow troubleshooting if any
problems arise.
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3.6 Robustness and Reliability

Links may experience errors due to interference and obstructions and limiting
hop length is essential for limiting energy consumption to maximize node life-
time. The Arch Rock system allows any node to act as a router thereby relaying
data hop-by-hop along a reliable path. Routing paths are adapted through con-
tinuous network monitoring services and reliability is enhanced by link, network,
and transport level techniques [14]. A number of power management techniques
are used to reduce energy spent during communication without relying on com-
plex preplanning and scheduling that reduce the flexibility of the network.

In addition, secondary routers can be added to a deployment as an alternative
communication route in and out of the network. This ensures that if one router
fails a backup router is available to take over. This increases redundancy and
reliability of the system.

3.7 Connectivity

Given the need to deploy the system in a number of different building layouts
a number of connectivity tests were carried out. These were used to inform the
locationing of nodes within future deployments in terms of density and distances
required from nodes, router and server to ensure maximal connectivity.

Table 1. Connectivity test results

Obstruction Maximum radio range
None 30m
1 wall 18.9m
2 walls 11.9m
wooden door 22.5m
1 floor 4.6m
PC system 22.8m

The results showed that a maximum distance of 30m between nodes allows for
optimal connectivity in an open space. The impact of multipath fading, however,
causes radio range between nodes to vary depending on the type, location and
number of obstructions (table 1 shows the results.) Tests also showed that to
ensure reliable connectivity, nodes should be deployed so that each node can
connect to more than one node.

3.8 Deployment Density

It is important to note that the deployment density required for connectivity is
not necessarily adequate to allow meaningful observations to be made. Experi-
ments were carried out in the office deployments to determine what a suitable
density was to allow meaningful trends in the data to be recorded. Nodes were
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initially deployed in Office A at a density of 1.5m to 2.5m and then more nodes
added for a 1m-1.5m density. Evaluation of temperature across the office showed
greater variability with the more dense deployment (over 6°C) compared to 1.5°C
for the more sparse deployment . The denser deployment also allowed a problem
hotspot in the office to be identified and isolated.

Given these findings, nodes were initially deployed at a 1m-1.5m density in
Office B and then increased to a 0.5m-1m density. Variability of temperature
showed little difference (less than 1°C) between the two densities. Based on the
test results a density of 1m-1.5m was selected for both office deployments.

3.9 Deployments

Residential
House A is a 2 floor, 5 bedroom, early twentieth century terraced house occu-
pied by a family of four (2 adults and 2 children). There is old double glazing on
most of the upstairs windows with single glazing on downstairs bathroom and
kitchen windows and secondary glazing in the living and dining rooms. The cen-
tral heating system is over 20 years old. 18 nodes were deployed (at a height of
between 1m and 2m), one node per room with additional nodes at the entrance
and the closet in Bedroom 2 (this was at the request of the homeowner who
identified those locations as possible problem areas.)
House B is a 2 floor, 4 bedroom, early twentieth century terraced house with
5 occupants (all university students). All windows are double glazed and the
house has a new central heating system. 13 nodes were deployed (at a height
of between 1m and 2m) with 1 node per room and an additional node at the
window in Room 1 which was identified as a potential problem area.

Commercial
The building consists of regular offices, seminar rooms and lecture rooms dis-
tributed over five floors. The two open-plan office spaces (Office A and Office
B) monitored in this exercise were both located on the ground floor with dou-
ble glazing and centrally controlled heating systems. Nodes were distributed
throughout the offices at a 1m to 1.5m density and positioned opportunistically
(for example, on desks and shelves).

4 Evaluation

4.1 Hypothesis Testing

Hypothesis 1: The WSN system can be a useful tool for assessing the
quality of the building.
Patterns in temperature, humidity and CO2 can be useful indicators of the
condition of properties that affect a building’s quality. Presenting time series
graphs for each sensor and location over the deployment period, the modus
operandi for the majority of off the shelf systems, is not adequate for a number
of reasons:
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1. with the sheer volume of data generated, it is difficult to identify trends and
patterns in the data without in-depth analyses (12 nodes, for example, each
with five sensors enabled and a sampling period of 5 minutes would generate
over 480,000 data points over a 2 week deployment.)

2. it is challenging for the user to translate parameter readings to meaningful
building health indicators. For example the user may see that temperature
is rising but what does that imply?

3. Multi-variable correlation is required but difficult to do with time series data
for multiple nodes and multiple parameters.

The key here is that the information presented reflects the needs of the particular
stakeholder, giving an indication of how well his home is performing in terms of
the properties described above. In the next section, some example analyses are
discussed to show how the data was used to derive meaningful conclusions which
were presented to the home occupant.

Findings
Analysing heating efficiency
By assessing the impact of heating on indoor temperature profiles, conclusions
can be made about the insulation and heat retention properties of the home.

House A
Figure 2 shows the temperatures recorded over a typical 24 hour period for House
A. There were two heating periods, 5:30am for 2 hours, and again at 3:00pm for
approximately 5 hours. For the first heating period, the overall increase in tem-
perature in all rooms was between 2°C - 3°C with the exception of the entrance
way and loft spaces which did not appear to be affected by the heating. Once the
heating was switched off there was an almost immediate decrease in temperature
over a 2 hour period till it returned to pre-heating levels.

During the second heating period the increase in temperature was about 5°C
over the four hours of continuous heating. Again, there was a steady decline as
soon as the heating was turned off. An interesting note here was the almost 3°C
difference between temperature measurements in Bedroom 2 and a closet in the
same room.
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Conclusions for the home occupant
General insulation and heat retention problems are evident throughout the
house, with marked problems in the entranceway and loft spaces. A possible
draft exists in the Bedroom 2 closet which would warrant special attention. For
this purpose the visualization tool provided by the Arch Rock system was suffi-
cient.

House B
Figure 2 shows daily temperatures measured at various locations in House B over
a 24 hour period. Temperatures remain relatively constant within each room
throughout the day with a loss of almost 5°C over a four hour period before the
temperature again starts to rise when the heating is turned back on at approxi-
mately 3pm. Two exceptions are the node at the window in Room 1 and the node
in Bedroom 1 whose readings both show relatively small changes. Although the
window in Room 1 had double glazing, it shows consistently lower temperatures
(between 4 and 7°C) than another more centrally located node in the same room.

Conclusions for the home occupant
Insulation is good throughout the house with the exception of Bedroom 1 and
the window in Room 1. There is a possible heat leak at the Room 1 window and
heat retention problems exist in both bathrooms. Again the Arch Rock system’s
visualization functionality was sufficient to allow these inferences to be made.

Users rarely want to look at data in isolation. If we imagine two home occu-
pants in different houses using the WSN system it is more interesting to make
comparative assessments to determine how well one house is performing vis-a-vie
another. The Arch Rock system would need additional functionality, however, to
be able to make these more complex analyses. The next section is a comparative
assessment of heating efficiency in the two houses.

Comparing heating efficiency across houses
Figure 3 compares and contrasts the average temperatures between House A and
House B for each day over the deployment period.

In general, the average temperatures at House B were higher than at House
A with differences of 3-7°C calculated. When the dispersion of temperature data
between the two houses was analysed ( see figure 3) it showed higher minimum,
maximum and average (indicated by the black bar) temperatures for House A.
The difference in energy consumption could explain these observations as the gas
consumption in House B was over 70% higher than House A. It is also possible,
however, that House B is better insulated than House A.

Identifying dampness
Excess moisture due to high relative humidity can lead to mould, mildew and
wood rot which can cause permanent damage to a building structure. One of
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Fig. 3. A comparison of daily average temperatures in House A and House B is shown
on the left; a comparison of daily minimum, maximum and mean temperatures in
House A and House B

the causes of dampness is condensation which can result from poor insulation or
poor ventilation. Figure 4 shows relative humidity readings taken over a 24 hour
period in House A. The graph indicates that both bathrooms have potentially
problematic relative humidity readings (above 65%). The Arch Rock system was
therefore successful in allowing the flagging of these areas for closer inspection.

In order to determine to what degree this humidity is actually a problem,
however, further correlation analyses between humidity and temperature must
be carried out. The dewpoint is the temperature at which water condenses and
the closer the air temperature is to this dewpoint the more likely condensation
will occur. Therefore, by monitoring for periods where the dewpoint and air tem-
perature are close we can isolate problem areas. The graph in figure 4 shows the
difference between the air temperature and the dewpoint in different locations
in House A.

In the upstairs bathroom the difference in the two temperatures falls just be-
low 3°C and remains consistently at that level for the entire period. This means
that if the temperature in that room were to drop by that figure condensation
would likely occur.
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Conclusions for the home occupant
Although there was high humidity observed in both bathrooms, damp is a more
pressing issue in the upstairs bathroom.

Hypothesis 2: The system can be used to identify waste. Improvements
in energy efficiency is the key promise of many of the off-the-shelf systems being
sold today. It is therefore important to determine whether the data collected
by these system can provide insight on ’wasteful’ behaviours within the home.
Providing time series data by itself is clearly not adequate, rather, the data
gathered has to be linked to the behaviour of the home occupant in order to
provide easy to understand, meaningful information that can be acted upon.

Findings
Identifying light usage
A good indicator of waste is the amount of electricity that is used within the
home. By selecting time periods when lights should be off in particular rooms,
and calculating summaries of time for which lights remain on during these peri-
ods, we can assess electricity waste by looking at the light usage figures. Com-
paring real occupancy with apparent light usage may act as a prompt to perhaps
change behaviour in an effort to reduce waste. Again, the information has to be
easy to understand.

The graph in figure 5 shows the total number of hours lights stayed on during
the night hours (10pm to 6am) over the entire deployment period in House B.
Areas that are likely to be unoccupied and/or not being used were ideal places
to examine more closely.

An interesting observation from the graph is the pattern of usage of areas like
the bathrooms and bedrooms during the night/early morning hours. The down-
stairs bathroom shows 27 hours of usage over the 7 day deployment, an average
of almost 4 hours for each 8 hour ’night’ period (10pm to 6am). An inference
can be made that the lights are being left on for extended periods, rather than
that the bathroom is actually being used for that long. Bedroom 2 also shows
high usage with 20.3 hours over the deployment period. In this case, the occu-
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pant of the room has to determine whether the light usage pattern matches up
with the actual occupancy and use of the room. (Does the occupant, who is a
student, sleep with the lights on? Is the occupant in that room studying at that
time of the night?) More importantly, is the room not receiving enough essential
daylight, important for health?

Identifying heating waste
Another good indicator of waste is the amount of heat used within the home. Is
the heat on when no one’s home? Is the heat being used efficiently? Again, it is
incumbent upon the occupant to link the information presented to his behaviour
to be able to make meaningful changes that can help reduce waste.

Figure 5 shows the temperatures recorded over a typical day in House B. It
shows relatively constant temperatures in each of the rooms with a range of
20°C to 28 °C across different rooms. This is with outside temperatures between
4°C and 5 °C for that entire day. It is clear from time series that the heat is
turned on throughout the day. However, the following questions require in-depth
analyses which the off the shelf system does not provide. Would the benefit to
the occupants be similar if the heat is turned on an off periodically? Can the
thermostat be turned down once the room heats up to a comfortable temperature
level? The information given here is designed to get the occupant to first think
about what they are doing in order to effect change in their behaviour.

Hypothesis 3: The system can be used to infer high level, relevant
information easily.

Monitoring comfort. Many commercial systems are able to generate large
quantities of data cannot reduce this data into usable information. In this first
example, the stakeholder is the building manager who wants to know what the
comfort levels are within the monitored office at any moment in time. In ad-
dition, the building manager wants to track the comfort within the space over
time. There is, therefore, real-time, spatio-temporal requirements that are not
supported by the Arch Rock system.

An application was created and integrated with the Arch Rock system to
monitor comfort levels within different spaces. Comfort can be calculated by
correlating temperature and humidity at points in time to determine what the
comfort index is at that point. Using temperate and humidity data gathered
by the system, comfort indices were calculated for each of the nodes and used
as input to an interpolation algorithm to generate a live comfort field map of
the monitored offices. The application run in real-time and showed the user,
’at-a-glance’, the comfort variation across the office as well as changes in the
measurements over time. Figure 6 shows a section of a comfort map generated
for Office A.

Another important stakeholder is the office occupant who needs to be assured
that conditions in the offices are optimal. Simplicity is key and so charts clearly
showing the comfortable and uncomfortable zones (during the occupant’s time in
the space) can give a clear indication of the state of the office environment. Again
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Fig. 6. A comfort map of Office A is shown on the left and a thermal map of the
livingroom in House A is shown on the right

Fig. 7. Comfort chart for Office A (on the left) and Office B (on the right)

these charts required analysis and visualization beyond the facilities provided by
the off the shelf WSN system. Some examples of comfort charts for Office A and
Office B are shown in figure 7.

Locating poor insulation sites
Time series data allowed rooms with poor insulation to be identified, however,
the ability to drill down into the area in order to localize the problem is impor-
tant. By deploying a larger number of nodes in the room, gathering the neces-
sary data the problem area was located and visualized in an easy to understand
format.

Figure 6 shows some interpolated maps generated from temperature data col-
lected by a custom-built component. The maps make it easier to visualize the pa-
rameter field over the space. In this example, the heating was turned on in the
room with a fire lit in the fireplace (the white area on the left). The poorly insu-
lated area is clearly distinguishable as the dark area at the bottom of the map.

5 Concluding Remarks

WSNs are increasingly being used in the area of indoor environmental monitoring
with systems being marketed as energy saving enablers. In this paper, the authors
discuss a case study in which the suitability of an off the shelf WSN system was
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assessed in the context of both residential and commercial deployments. It is clear
that the system has some value: it facilitates reliable, robust gathering of data;
it allows flexible deployment configurations and it also provides data that can
be useful in giving a degree of insight into the state of the building environment.
The study clearly showed, however, the limitations of such a system in terms of
the lack of higher level information (beyond time series) that it provides.

In order to be of any value in answering serious questions about the build-
ing indoor environment, the system has to be transformed from a data collector
to an information generator. Moreover, it has to take into account the various
stakeholders for whom the information is being generated and cater the represen-
tation of that information to the particular stakeholder. Granted, the examples
described in Section 4 are amenable to post analysis, but this is not always
desirable and it is often necessary that information be generated in real-time.
Therefore, the authors propose the creation of a real-time indoor environmental
monitoring system. The system will exploit the benefits of off-the-shelf compo-
nents while incorporating high level information generating and visualization
tools. The hope is that the system will be of benefit in a number of indoor
environmental monitoring applications for a variety of stakeholders.
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Abstract. We describe an open framework utilizing sensors and appli-
cation data on S60 mobile phones enabling rapid prototyping of context-
aware mobile applications. The framework has an extensible layered
architecture allowing new sensors and features to be added to the con-
text framework as they become available on mobile phone platforms.
The framework provides access to multiple sensors to derive user context,
and we present results from experiments with two prototype applications
built using the toolbox. Initial experiments have been carried out to val-
idate the data obtained by the tool. In the experiments 14 participants
have been continuously using a Nokia N95 mobile phone with a context
logger application for an average of 48 days per user and covering 70% of
the time. The study has provided valuable insights into the performance
issues of the system in real-life usage situations, including the stability
of and power consumption in the system.

Keywords: context, context-awareness, mobile, framework, toolbox,
application prototyping.

1 Introduction

Context-awareness and context-aware applications have gotten much attention
for more than a decade. With the advancements in mobile platforms, such as mo-
bile phones the potential for developing novel context-aware mobile applications
is increasing. Standard off-the-shelf mobile phones now have several built-in sen-
sors, such as, GPS, accelerometer, light sensor, proximity sensor, microphone,
camera, as well as multiple network connectivity options, such as, GSM, WLAN,
and Bluetooth. However, utilizing these sensor inputs for developing context-
aware mobile applications is a complex task. The complexity of development
include:

Abstraction level: low-level sensor information has to be translated into higher-
level information in order to be useful in the application. For instance a GPS
coordinate being translated into human-readable place descriptions.

P. Barnaghi et al. (Eds.): EuroSSC 2009, LNCS 5741, pp. 193–206, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Multiple sensors: are available which can potentially supplement each other
(information fusion) in order to deal with the uncertainty of the information
read from individual sensors.

Dynamic environment: readings from sensors will change dynamically according
to changes in the environment.

We therefore propose an open extensible framework for developing context-aware
mobile applications. The framework has a layered architecture, which abstracts
the complexity of multiple low-level sensors from the application programmer.
Sensors is interpreted broad, as it includes built-in sensors such as accelerometer,
microphone, camera, etc, as well networking components, phone application data
(calendar, address book, phone log, etc), and phone state (profile, charge level,
etc). Our current implementation exploits the potential of using such sensors in
modern off-the-shelf S60 mobile phones for novel applications.

The focus has been on the assessment of the potential for such a framework
taking into consideration the increased performance requirements in such system
due to the additional CPU, memory and power consumption introduced. An
initial deployment of the system included continuous use by 14 participants,
which were provided with a standard mobile phones (Nokia N95) which had the
Mobile Context Toolbox installed along an application that would continuously
log the data acquired from all sensors currently supported by our framework.
The experimental results from real-life use of the device for a period of time
have provided interesting insights into the potential of such a system as well as
information about the additional CPU, memory and power requirements.

2 Mobile Context Toolbox

Mobile Context Toolbox is based on the Symbian OS running on Nokia N95
smart-phones. The reason for choosing this platform is the wide array of built in
sensors as well as the relatively easy access to them. At the time of development
the standard operating system for Nokia N95 phones is the Symbian OS S60 3rd
Edition and the tool is developed in Python for S60 [1].

2.1 Mobile Phone Sensors as Context Sources

In principle, mobile devices can acquire context data through a large variety of
sensors embedded in the device and in the surrounding environment, as well as
from online sources.

GPS provides an absolute localization system which was designed for survey-
ing tools and navigation aids with global coverage. Typically, the accuracy on
low cost devices ranges between 5–20 meters [2]. While having a high availability
measured by the geographical coverage, GPS receivers require a clear view of the
sky and thus do not work well indoors or under cover. They also perform poorly
in cities where tall buildings form the so called urban canyons and block parts
of the sky, thus preventing the devices from obtaining locks on enough satellites
to calculate a position.
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Identifying the cell that is being used by the phone in cellular networks is the
most basic method of localization, also it is the most imprecise as the granular-
ity will only be the same as the cell size. Experimental analysis performed by
Trevisani et al. [3] in urban, suburban, and highway environments showed that
directly associating the device’s location with that of the Base Transceiver
Station covering the current cell resulted in average differences of 800 meters or
more, compared to the actual location recorded via GPS. In the programming
interfaces available for these experiments only information about the currently
active cell is provided and not to all visible base stations. However, [4] observed
that if a user spent enough time in one place, improved location estimates could
be produced from the probability density function of nearby base stations.

For more fine grained localization wireless access points might be used
when available. Similarly to base transceiver stations, access points are typically
affiliated with a place, such as Home, Office or even Train. Wireless access points
also have unique MAC addresses, also called Basic Service Set ID (BSSID), which
makes them an excellent radio beacon. Compared to the area covered by a base
transceiver station, the reach of a wireless access point is significantly smaller, es-
pecially indoors. Therefore, by applying the same principles as mentioned above,
it is possible to use wireless network signatures to identify places more precisely
than with base transceiver stations.

Bluetooth devices are not well suited to be used directly as beacons for places
in the same way as base transceiver stations and wireless access points because of
their nomadic behavior [5]. Bluetooth was primarily designed to enable wireless
headsets or enable laptops to connect to mobile phones and typically have a
reach of 5 - 10 m. However, as a by-product devices are becoming aware of the
presence of other Bluetooth-enabled devices. As Bluetooth capability is often
embedded in wearable devices, they can be used as electronic representatives for
people. The ability to infer which context two people share can provide insights
into the nature of their association, for example associating a person to a certain
place, or time of day.

While scanning for Bluetooth-enabled devices provides a profile of the physical
nearby surroundings, the obtained results may not be an accurate reflection of
the user’s social relations. If it is assumed that the most important individuals
in a person’s social settings are also people that the user contacts or is contacted
by, this will be reflected in the devices correspondence logs. If there exists a
correlation between the time or whereabouts of the user and correspondences,
it can be used to stipulate in which context a social relation exists based on the
number of calls and/or messages, their frequency and time. This can for example
be used to deny incoming calls from friends when at work, or to sort the contacts
in the contact list by the current context rather than simply alphabetically.

There have been approaches to infer activities based on accelerometer sen-
sor readings [6], but most of them have required a rather high sampling rate
and extensive data processing. However, computationally simple and low sam-
ple based activity detection might very well be interesting, for example to turn
costly services on and off, to adjust other sensor sampling rates or simply to
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differentiate between the phone being Idle or Moving. For low sample rate based
approaches it is most likely not possible to track or recognize the users movement
patterns, nonetheless approaches based on sample differences are still possible.
The accelerometer available in Nokia N95 phones is a 3-axis accelerometer which
includes the gravitational acceleration. The output from the accelerometer is a
three dimensional vector, A = (ax, ay, az), indicating the acceleration in each
spatial direction. In situations with low acceleration, the gravitational force will
be dominant, from which the device’s orientation can be obtained. If a device is
moved sporadically and only in short intervals, which often is the case when it
is being handled, it is most likely not possible to measure any significant differ-
ence in the magnitude of the acceleration, thus an orientation based approach is
more appropriate. If the device is kept in the users pocket or purse, the orien-
tation may not show any significant change between samples, in which case it is
more appropriate to observe the differences in the magnitude of the acceleration
vector, expressed as |A| =

√
a2

x + a2
y + a2

z .
In [7] a system is described where readings of ambient audio and video are

clustered into events, such as walking through a door or crossing a street. These
events are then hierarchically clustered into higher level scenes, such as visiting
a supermarket or walking down a busy street.

The system state of a mobile phone can be a valuable source of contextual
information. For instance, the volume of a mobile phone can be an indicator of
the user’s context. In most cases when a mobile phone has the volume turned
down, it could mean that the user is not available to talk, and that a discrete
message might be the appropriate way to contact him. Furthermore, by auto-
matically learning when to turn down the volume and acting on behalf of the
user, unseemly situations can be avoided. Reading if the device is in power saving
mode or currently in active mode can be a valuable context, as this knowledge
can be used to activate other more expensive sources of context, for example
gesture recognition, or prefetching online resources relevant to the current con-
text, etc. By reading the battery state it is possible to decide if it is appropriate
to start a job or if some precautions must be made.

Information entered by the user himself is probably the most precise
indication of his contextual state available. Examples of such sources are the
calendar, where future objectives, social meetings and whereabouts in many cases
is readily available. The Smart Location Bar on modern webbrowsers applies the
webbrowser history for adapting the presentation of available options. Instead
of merely adapting the presentation, a more active approach could be taken.
For example, prefetching online information or even automatically launching
the browser based on the history of visited websites, music played, etc.

2.2 Architecture

The system is built in layers (as depicted in Fig. 1) on top of the Nokia S60
platform using Python for S60 (PyS60) with a set of extensions for accessing
low-level sensors and application data. The adapters layer provides interfaces
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for the low-level sensors, whereas the context widgets uses one or more adapters
to infer higher-level contextual information. Finally the application layer uti-
lize contextual information inferred from context widgets and/or directly from
context adapters. The inspiration for taking this approach is the framework of
context widgets described in [8] where the emphasis is on a clean cut between sys-
tem resources, inferring contextual information and applications using it. Taking
this approach simplifies the process of aggregating sensor data into higher-level
contexts, as-well as making the framework extensible and adaptable to changes
in the underlying platform.

Operating System

Context Widgets

Adapters

Applications

PyS60 with Extensions 

Symbian OS Series 60 3rd Edition

Python for 
Symbian Blues

LightBlue Location-
Requestor

Extended
Location

WLanTools

Envy

AppSwitch

Movement Place

Correspondence Logs IEEE 802.11

Accelerometer Bluetooth GPS GSM

Context Logger Radio Cloud

Fig. 1. Mobile Context Toolbox architecture. The
bottom two layers show Symbian, PyS60 and exten-
sions to PyS60. The Adapters and Context Widget
layers encapsulate system dependencies and infer-
rence logic and provide resources that the Applica-
tion layer utilizes.

As described in Sec. 2.1
there is an abundance of pos-
sible sources of contexts on
the S60 platform devices, such
as the Nokia N95, and nat-
urally not all of them have
been included in the initial
version of the Mobile Con-
text Toolbox. The first ver-
sion’s main objective was to
be applied in a survey where
the emphasis was on studying
the data available for services
running continuously on mo-
bile phones. Therefore, sup-
port for all of the major
mobile phone sensors as dis-
cussed in Sec. 2.1 has been
included in the toolbox, with
the exception of audio and
video. Furthermore, an analy-
sis of social relations was also
one of the survey goals and
a very valuable source of so-
cial insight is from the Corre-
spondence Logs, which is also
recorded.

2.3 Sensor Adapters

In the bottom two layers in Fig. 1 the vendor software is found, in our case
Symbian OS and Python for S60 with a set of extension modules [9]. A layer of
adapters provides access to all vendor specific resources and serves as the base
for the rest of the system. If the vendor software is changed at a later point in
time or if the survey application will run on different devices, only the adapters
will need to be replaced.
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2.4 Context Widgets

The aim of introducing Context Widgets [8] is to enable the application developer
to work at a higher abstraction layer. The context widget mediates between
the application and the underlying sensors and mobile operating system, by
abstracting the complexity of the sensors and the context information, as well
as provide a set of building blocks for the application programmer. Thus the
widgets (or combinations of widgets) can be re-used in multiple applications.
As pointed out in [10], the underlying complexity and details of the sensors
should be available to the applications using them if needed. For instance, it
can be relevant at the application level to know the accuracy of for instance
location information provided by the widget. This accuracy may vary depending
on the set of sensors used for location determination in the underlying widget
(for instance in the case of GPS, GSM cells or WLAN access points).

The Movement widget differentiates between the user being stationary, mov-
ing at a moderate pace and moving at a significant pace. The widget follows the
transition rate between GSM cells, GSMtr, and the change in observations of
wireless access points, WLANchange. If GSMtr exceeds a threshold it is assumed
that the pace is significant. Similarly, if WLANchange exceeds a threshold, it is
assumed that the pace is at least moderate. If there is little change in GSM and
WLAN scans it is assumed that the phone is stationary.

The Place widget incrementally creates and maintains WLAN profiles for
places that the user spends time in. Each profile is automatically established and
recognized without any requirement for user interaction. Firstly, a filter is applied
such that only access points, APs, continuously observed are considered. Sec-
ondly, a graph is constructed with edges between APs which have been observed
in the same WLAN scan. By applying a weight, wAP1,AP2 = p(AP2|AP1), on
each edge, it is possible to group APs by the similarities of their edges.

As the framework has been designed with the aim to be open and flexible it is
possible for the application programmer to add new sensor adapters and context
widgets, for instance to infer context information based on new or combined
sensors or to aggregate available context information into higher-level contexts.

2.5 Applications

Fig. 2. Radio Cloud

Applications are the top-level software modules in the
architecture that make use of context information re-
ceived either directly from adapters or from widgets.
There are two examples of applications provided in the
toolbox. The Context Logger application implements the
subscriber interface and provides the means to subscribe
and record events from adapters or widgets. The Ra-
dio Cloud is an example application, which gets it’s in-
put directly from the WLAN and Bluetooth Adapters
and visualizes the observed surroundings in a Tag Cloud
manner where the size is determined by the number of
observations in the last 20 minutes, as seen in Fig. 2.
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2.6 Event Driven System

It is vital that no unnecessary queries of sensor data are made and that all sensor
readings are utilized. Approaches where the upper layers poll for sensor data are
therefore not practical, as making a new scan for each poll as-well as unnecessary
polling and subsequent data analysis pose an unwarranted strain on the battery.
For example, if several context widgets make use of the WLAN interface, it is not
suitable for each of them to generate individual scans. In order to ensure that all
sensor readings are perceived and utilized, two design patterns are used. Firstly,
all entities encapsulating a system resource are used as singletons, which simply
means that there are shared and global points of access to all system resources.
Secondly, the system is based on propagation of events, which means that when
a resource is updated, modules relying on this resource will be notified, as shown
in Fig. 3.
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Adapter
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Widget

GPS
Adapter

Application Layer
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Adapter
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Fig. 3. Event dependency structure in the Mobile Context Toolbox. Arrows indicate
event subscriptions. Modules with solid borders are currently provided by the toolbox.

3 Experiments

The availability of real-world data is crucial when designing and testing pro-
totypes for mobile phones. In order to make such data available a survey has
been conducted where 14 people volunteered and were provided with a Nokia
N95 mobile phone, which was used as their regular mobile phone for a period of
five weeks or more. The phone had the Context Logger application installed in
order to continually record sensor data from the phone. The goal of the survey
was first and foremost to provide material in the study of which data is avail-
able to applications running continuously on mobile phones and under which
circumstances this data is available.

As the survey is completely dependent on the cooperation of the participants
and due to increased use of sensors, the lack of battery time was considered a
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risk in terms of participants leaving the survey. To get a better understanding
of the power requirements, a set of experiments measuring power consumption
were made using the Nokia Energy Profiler application [11].

3.1 Recorded Data Sources

The data sources that were recorded in this survey include:

Accelerometer
Data Captured: Time stamp, and x- y- z- values of the accelerometer.
Sample Rate: Every 2 seconds.
Comment: The data was sampled every 30 seconds where 15 readings were done

every 2nd second.

GSM
Data Captured: Time stamp, country code, operator code, location area code,

cell ID.
Sample Rate: Every 60 seconds.
Comment: The phone software API only allow reading the CellID of the GSM

base transceiver station to which the phone is currently connected.

GPS
Data Captured: Time stamp, longitude, latitude, altitude.
Sample Rate: Varies. GPS is activated when movement is detected.
Comment: GPS is by far the most expensive sensor in terms of energy con-

sumption.

Bluetooth
Data Captured: Time stamp, Bluetooth MAC address, Bluetooth friendly name,

Bluetooth device type.
Sample Rate: Approximately every 1.5-3 minutes. The sampling rate varies as

the Bluetooth discovery time increases with the number of Bluetooth devices
available within discovery range.

Comment: Continuous discovery of Bluetooth devices is performed by the mo-
bile device. A discovery of a device will always produce the unique MAC
address of the device, however lookup of the Bluetooth ”friendly name”, and
device type might fail, as more time is required to obtain that.

WLAN
Data Captured: Time stamp, AP MAC address, SSID, RX level.
Sample Rate: Every 60 seconds (varies with a few seconds).
Comment: Continuous discovery of WLAN access points (AP’s) are performed.

RX level (in dBm - power ratio in decibels) is a measurement of the link
quality.

Phone Activity
Data Captured: Time stamp, activity type, phone number, direction.
Sample Rate: Whenever phone activity occurs.
Comment: Currently captured phone activity data includes SMS, MMS and

calls made.
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3.2 Ground Truth

A survey as the one conducted here require ground truth from users in order to
cross check assumptions about the data. For this purpose, it is made possible
for the user to manually label his present context (location and activity), which
simply records a key-value pair along with a time-stamp. This mechanism is
further enhanced with the ability to automatically poll for labels. The initial
settings of the manual logging mechanism is to ask the users to manually log
their location or activity.

Ground Truth
Data Captured: Time stamp, type, text label.
Sample Rate: User may enter a label at any point in time and the app will also

prompt the user to label a location and activity every 3:5 hour.
Comment: The context discovery application can prompt the user to provide

feedback by showing a simple popup menu where the user can indicate a
current state. In the current version of the tool two types of information can
be provided:
– Location information (such as, home, work)
– Activity information (such as working, having dinner, running)

4 Results

The survey started October 28, 2008 and ended January 7, 2009 and resulted in
approximately 472 days worth of mobile data recordings. The average duration
in which data was recorded was 48 days and the average coverage was 70% of
the time. Table 1 provides an overview of the number of records for each user.

The coverage is calculated based on the time stamps of the recorded data,
where it is assumed that whenever the phone is active data is being recorded.
The unique values should be read as unique for each user and not globally. The
bottom row indicate the unique values across all participants, which confirms
that the participants where located in the same geographical area.

4.1 Power Considerations

For the purpose of the survey software, the aim was to only require the phone
to be recharge once per day. To document the power consumption of the differ-
ent sensors, a set of measurements were made of the power consumption while
making use of the phone’s sensors.

The results show that when the device has no application running or only the
Python for S60 environment loaded, the energy consumption is approximately
0.05W . Furthermore, the tests also confirmed that retrieving Base Transceiver
Station information does not pose any extra load on the device. The GPS-AGPS
measurements indicated that there is no difference in the energy load when they
are active. The energy consumption is in both cases approximately 0.41W , which
roughly corresponds to 11 hours of usage. This strongly suggests that GPS is not
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Table 1. Overview of the number of recordings made for each participant in the sur-
vey in the following order: Participant, Accelerometer, Bluetooth, Unique Bluetooth
devices, GPS, GSM, Unique GSM cells, Manually entered labels, Phone Activity, Wire-
less Access Points, Unique Wireless Access Points, Duration of Survey in days, Coverage
(percentage of the time recordings were made)

Part. Accel BT. BT.* GPS GSM GSM* Man. PA. WiFi WiFi* Days Cov.

1 1474480 54349 2846 516 69458 529 533 544 224101 6387 71 68%

2 2045773 38028 2478 1514 75669 603 596 1062 364272 6040 66 80%

3 318597 27329 790 12 37217 98 222 21 125600 630 31 83%

4 875287 7880 743 2 17750 228 134 620 186421 2394 52 24%

5 1117147 13575 2373 4058 56206 227 386 277 251016 2347 48 81%

6 711490 23702 1141 95 51702 235 82 839 92396 2119 50 72%

7 1184457 13327 1765 3 45826 955 272 581 139466 4017 46 69%

8 700258 42346 2080 614 74250 172 212 74 154108 3359 41 61%

9 1101926 42346 1050 119 37393 100 104 497 104576 1804 38 68%

10 1103086 21676 2104 419 63937 419 414 116 192338 2650 48 93%

11 1122315 12492 655 929 46158 929 163 121 295716 2286 47 68%

12 796452 30610 2317 40 51548 40 143 151 97769 2403 50 72%

13 1024276 27550 1741 1114 49349 1114 137 949 171951 5463 51 68%

14 971558 21502 1303 44 40017 44 149 686 118687 1263 36 77%

Total 14547102 350879 20408 9479 716480 2837 3547 6538 2518417 28110 48.2 70%

suitable to continually run in the background. The measurements while scanning
for wireless networks resulted in spikes of energy consumption and otherwise no
further load on the device. When using the lightblue python API, the minimum
length of the Bluetooth scanning period is 15 seconds and cannot be modified.
During scanning the energy consumption is approximately 0.23W . However, as
the length of each scan varies with the number of visible bluetooth-enabled
devices, the additional load of constantly scanning also increases.

4.2 Sensor Readings

Fig. 4 plots a typical day’s worth of observed wireless access points and GSM
cell ID’s, as-well as inferred output from the Movement and Place widgets, as
described in Sec. 2.4. The readings are visualized by assigning each wireless
access point and GSM cell a unique color. The size of each bar in the WLAN
BSSID stack bar chart is defined by the normalized response rate histogram for
access points in a sliding window of 3 min.

It is evident that the Place widget infers which WLAN profile the phone
observes and does so consistently. The output from the widget is an ID, that
was randomly generated during the creation of the profile, and is made available
to modules that subscribe to the widget.

The Movement widget outputs 0, 1 or 2 for stationary, moderate, significant
movement. When the rate of transitions between GSM cells reaches a certain
threshold the widget assumes that the user is moving at a significant pace.
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Fig. 4. WLAN BSSIDs shows the availability of WLAN access points, GSM shows
the variation in GSM cells, Place shows places recognized based on observations of
wireless access points, Movement is detected based on both observations of wireless
access points as-well as GSM cells and Accel STD shows the standard deviation of the
magnitude of the acceleration vector calculated every 30 seconds from samples made
every two seconds

Similarly, if the WLAN scans contain a large proportion of newly seen access
points, the widget assumes that the user is at least moving at a moderate pace.

As a reference, the standard deviation of the magnitude of the acceleration
vector,

√
a2

x + a2
y + a2

z, is also plotted. It is apparent that there is correlation be-
tween high Accel STD values and detected movement, but high physical activity
does not necessarily imply that a user is in transit between places.

5 Discussion

When people carry mobile phones through out the day, it enables a unique
opportunity to capture life data from a wide range of sensors. Together these
sensors provide an interesting source of information about activities, people,
places and other entities. As such, the mobile phone serves as a proxy in terms
of providing information about the context of the human user.

With mobile phones being ubiquitous, context frameworks like ours have in-
teresting potential within several application areas. Continuous logging of sensor
data allow detailed information about our lives (private, work and social context)
to be made available. This could be used for instance in health applications for
”self monitoring” with the purpose of self-reflection. Another area is information
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retrieval and information management, where the logs could allow context-based
retrieval of information [8].

As evident from our initial studies the applications as envisioned here are
within reach in term of technical feasibility, even though the results indicate the
additional power consumption introduced hereby. However, the privacy implica-
tions of such applications raises a set of concerns. Who owns and who gets the
right to the data captured is an issue that must be considered.

We plan to continue work on the Mobile Context Toolbox and to make it
available as open source in order to allow others to utilize the framework for
further field studies like the one presented here and to contribute to the further
development of the Mobile Context Toolbox itself. Obvious extensions include
additional adapters providing additional phone information, status, application
events and data, and access to additional built-in sensors. Additional sets of con-
text widgets can be developed utilizing information aggregation to infer more
precise context information based on multiple sensors. Thereby, the Mobile Con-
text Toolbox can become an even more useful tool in terms of lowering the barrier
to the development of and experiments with context-aware mobile applications.

6 Related Work

In the last decade several context frameworks have been proposed, in order
to faciliate the process of developing context-aware applications by partly hid-
ing the level of complexity involved. Generic context frameworks include ”the
context toolkit” [12] and JCAF [13], where the intention is to help develop
and deploy context-aware applications. More recently the developments of mo-
bile phones have included multiple sensors, thus creating an opportunity to use
mobile phones as a basis for not only obtaining but also processing multiple
sensor data. Thus allowing mobile context-aware applications to be exploited.
One recent example is the CenseMe [14] application which implements a system
similar to Mobile Context Toolbox for obtaining multiple sensor data also from
S60 mobile phones. However, the focus in CenseMe has been on fewer sensors
(Bluetooth, accelerometer, audio, images, GPS) and classification of the data. A
concern has also been the limitations of the mobile device in terms of the com-
putational requirements in order to carry out classification of the sensor data.
For instance in classification of audio to determine talking/not talking. Finally
the CenseMe application has aimed to establish a social context by means of the
output of the classifiers in order to provide input for an experimental social net-
work, similar to the work done in IYOUIT [15]. In IYOUIT an application (also
for the S60 platform) has been created which similarly utilize multiple built-in
sensors to establish a context. This context can be fed into a social network,
enabling users to automatically monitor context descriptions of their friends in
the network, which has been a focus of IYOUIT. Earlier approaches include Con-
textPhone [16] which provide a programming platform for earlier versions of the
S60 mobile platform, where only a few sensors were deployed. Thus this environ-
ment does not provide a set of features at the level of Mobile Context Toolbox
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and the related approaches mentioned above. Similar ContextPhone provides a
framework on which context-aware mobile applications can be built, with Con-
textContacts [17] as one example. However, the ContextPhone framework is not
open and extensible like the Mobile Context Toolbox.

7 Conclusions

We have presented the Mobile Context Toolbox as a framework for developing
context-aware mobile applications on the S60 platform, along with results of ini-
tial experiments with applications built on top of the toolbox. Our main focus
has been to create a tool for the collection of multiple sensor data from stan-
dard off-the-shelf smart phones in order to carry out field tests. The toolbox has
been designed with an open and extensible layered architecture so that it can
be extended and other context-aware mobile applications can be built on top
of the framework. Our architecture subscribes to the model of context widgets
allowing the framework to be extended with new ways of analyzing and aggre-
gating contexts from multiple sensors. Using this approach, a proof-of-concept
Context Logger application has enabled us to carry out a survey with 14 par-
ticipants continuously using the application for 48 days per user on average.
These initial experiments and the initial data analysis have provided insights
into the future potential use of the Mobile Context Toolbox. This allows us to
examine the feasibility for potential applications and has provided indications of
the stability of the Mobile Context Toolbox for longer-lasting field tests under
real-life-usage conditions. Further work could include approaches to optimize the
use of resources when using multiple sensors.

Acknowledgments. The authors would like to thank the 14 participants which
took part in the initial experiments with the Mobile Context Toolbox prototype
and the Context Logger application. Also thanks to Forum Nokia for the equip-
ment used for the experiments.
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Abstract. Smart cars are promising application domain for ubiquitous comput-
ing. Context recognition is important support for a smart car to avoid accidents 
proactively. Despite many techniques have been developed, we find a lack of 
complex situation recognition in the smart car environment. This paper presents 
a novel context recognition approach that is composed of two parts: offline sta-
tistic-based situation pattern training and online situation recognition. The train-
ing phase is done to learn the statistical relationship between simple context  
atoms and complex context situations and hence generate the pattern of every 
single situation. The online recognition phase will recognize the current situa-
tion according to its pattern in the running time of a smart car. The implementa-
tion of the software and prototype is given to provide the running environment 
for the approach. Performance evaluation shows that our approach is effective 
and applicable in a smart car.  

Keywords: Smart car, Context-aware, Context recognition, Ubiquitous  
computting. 

1   Introduction 

A smart car aims at assisting its driver with easier driving, less workload and less 
chance of getting injured [1]. For this purpose, a smart car must be aware of the road 
environment, which means sensing and recognizing the context around the car and the 
driver.  

There are many techniques developed in the area of pattern recognition, most of 
which have been utilized to the context recognition domain. However, the current 
approaches neglect the nature of context, especially in the smart car area. Without the 
analysis of context data in depth, the recognition of context can not be applicable in 
the specific area. This paper focuses on the analysis of context nature and hence  
proposes a novel recognition approach.  

The remainder of the paper is organized as follows. Section 2 introduces the related 
work of context recognition. Section 3 analyzes the nature of context by a hierarchical 
context model, with the definition and classification of information in a smart car 
environment. The recognition approach is presented in Section 4. In Section 5, the 
implementation of smart car prototype is introduced. The performance evaluation is 
shown in Section 6 and the conclusions are given in Section 7. 
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2   Related Work 

Context recognition includes raw data collection and preprocessing, feature extraction 
and selection, and recognition method.  

Raw data from various sensors are first preprocessed after they are collected for 
particular purpose. Preprocessing typically includes noise removal, data calibration 
and reforming of data distributions [2].  

The main objective for feature extraction and selection is to enable the best classi-
fication performance. Features extracted from sensor signals are called features [3], 
cues [4] or context atoms [5]. Extracting methods are classified into two groups: the 
time domain and frequency domain. Commonly used feature extraction methods in 
the time domain include the calculation of signal characteristics such as mean, root 
mean square, and standard deviation. Commonly used feature extraction methods in 
the frequency domain include coarse spectrum estimates, spectral centroid, spectral 
roll-off point and spectral flux. 

Context recognition from several sources at an instant of time has similar aspects 
to sensor fusion. Clustering algorithm, Hidden Markov Model (HMM), Bayesian 
classifier and neural network are commonly used methods.  

Data clustering is a widely used method in context recognition where the extracted 
features correspond to high level contexts. K-means clustering [6] and the Self-
Organizing Map (SOM) [7] are two common clustering methods. TEA (Technology 
for Enabling Awareness) project applies Kohonen's Self-Organizing Maps (KSOM) to 
derive contexts from cues and its variants [8].  

HMM has a long history in speech, face and activity recognition [9, 10]. Clarkson 
applies HMM for context recognition based on audio-visual information from a wear-
able camera and microphone. The results show that by using HMM models it is pos-
sible to generate context models with different time resolutions and obtain good  
recognition accuracies for various contexts [11]. Mark compares the performance 
between Bayesian, C4.5, HMM for recognition of posture, speech, location and activ-
ity [12]. The c4.5 decision trees seem to perform better in overall accuracy.  

Bayesian classifier is used to classify different contexts from sensor data [13, 14]. 
Context recognition based on Naïve Bayesian classification gives a good perform-
ance, but a lot of background knowledge is required and over-specific background 
information may cause the loss of generality in recognition.  

Neural networks are widely applied methods in the fields of pattern recognition 
and data analysis. Multilayer perceptron (MLP) classifier is used to separate different 
walking patterns of a user and orientation of a mobile device [15]. 

3   The Nature of Context  

Context is any information that can be used to characterize the situation of an entity 
[16]. Before recognition, we must analyze the nature of context. As a kind of knowl-
edge about the driving environment, context data can be separated into three layers 
according to the degree of abstraction and semantics: sensor layer, context atom layer 
and context situation layer, as shown in Figure 1. Sensor layer is the source of context 
data, context atom layer serves as an abstraction between the physical world and  
 



 Statistic-Based Context Recognition in Smart Car 209 

 

Fig. 1. The three-layer of context data 

semantic world, and context situation layer provides description of complex facts with 
fusion of context atoms. 

(1) Sensor data: we use S to denote the output set of sensor layer. 

,1 ,2 , ,( , ,..., ), ( , , ).t t t n t i t iS S S S S V t q= = . (1) 

Where St,i denotes the sensor output set of sensor i at time t,  Vt is the value of sensor i 
at time t, and  qi  is the degree of credibility of the value. 

(2) Context atom: we use A to denote the atom set. 

,1 ,2 , ,( , ,... ), ( , , ).t t t m t i iA A A A A t q= = Γ . (2) 

Where At,i denotes a semantic piece retrieved from sensor i at time t, called a context 
atom. Γ denotes an assertion retrieved from the sensor data with the assistance of 
ontology technology, which cannot be divided to more trivial ones. 

(3) Context situation: we use C to denote the situation set. 

1( ,..., ), ( , , ),s i i i iC C C C A Ser p where= =  ,1 ,( ,..., )i t t iA A A= . (3) 

A context situation represents the current state of an entity. Ai denotes the set of atoms 
that constitute a situation. Seri denotes the sets of services that should be performed in 
this situation, which may be null.  pi is the priority of a situation. We define the prior-
ity of situations for safety higher than that for entertainment. 

Context atoms layer provides the elementary conceptual data pieces and use ontol-
ogy to provide the definition of attributes and classes. However, it is unable to repre-
sent complex knowledge, such as the potential danger of two-car collision. Thus a 
situation layer is built on the top of atom layer. The main purpose of situation layer is 
to fuses individual context atoms into meaningful context situations, and the recogni-
tion of context in this paper means the recognition of context situation. 

4   Context Recognition 

The recognition approach can be summarized as follows: a pattern-based inference 
engine is developed and is composed of two parts: offline statistic-based situation 
pattern training and online situation recognition, as shown in Figure 2. The training 
phase is done to learn the statistical relationship between context atoms and situations  
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Fig. 2. The architecture of context recognition engine 

and hence generate the pattern of every single situation. The online recognition phase 
will recognize the current situation according to its pattern in the running time of a 
smart car. 

In order to facilitate saving, loading and visualization of models, an XML-based 
interface was developed. Model parameters that are pre-defined in the designing 
phase are exported to profile in a standard XML format, as shown in Figure 3, which 
can be loaded by the real-time classifiers.  

 
The profile includes information including: 

 id: the unique identity of a particular situation; 
 action: the measure that will be taken during the situation 

 

 

Fig. 3. An example of XML-based context situation profile 
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 onentry: an optional property holding executable content to be run upon enter-
ing this state. 

 onexit: an optional property holding executable content to be run when exit-
ing this state. 

 transition: defines an outgoing transition from this situation. May occur 0 or 
more times, including the target, i.e., the new situation for the current situa-
tion to switch to, and the event triggering the transition. 

4.1   Context Situation Training 

The situation training model is a grid of M*M nodes, with a vector of atom sets Ak(t)  
and a weight vector Xk(t) associated with each node k, where 

1 2( ) { ( ), ( ),..., ( )}k k k
k nA t a t a t a t=  and ,1 ,2 , ( , , )( ) { , ,..., }k k k k

j j j j n k j ta t a a a= . ,
k
j ia  is the ith 

value from the context source j at time t of node k. 1 2( ) { ( ), ( ),..., ( )}k k k
k nX t x t x t x t=  and 

,1 ,2 , ( , , )( ) { , ,..., }k k k k
j j j j n k j tx t x x x= . Each , [0,1]k

j ix ∈ . We denote the input training vector 

at time t as 2 n1( ) { ( ), ( ),..., ( )}kA t a t a t a t= . The similarity function is defined as 
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, ( )k i tδ  is defined in the same way. A node with the highest similarity will be cho-

sen: 
1

( ) arg max ( )k
k M M

v t G t
≤ ≤ ×

= . The update algorithm of weight vector is described 

below:  
For each node k = 1, 2, …, M*M, 

(a) If , ( ) ( )k
j ia t A t∈ , then , , ,( ) ( ) ( ) ( )(1.0 ( ))k k k

j i j i m j ix t x t t h dl x tα= + − ; 

(b) If , ( ) ( )k
j ia t A t∉ , then  , , ,( ) ( )(1.0 ( ) | ( )k k k

j i j i j i mx t x t x t h dl= − ; 

(c) If , ( ) ( )k k
j i ja t A t∉  and ( ) 0mh dl > , then ( , , ) ( , , ) 1n k j t n k j t= + , 

, ( , , ) ( ) ( )k
jj n k j ta t a t= ,  , ( , , ) ( ) ( ) ( )k

j n k j t mx t t h dlα= ; 

(d) If ( ) ( )jx t tβ< , then ( , , ) ( , , ) 1n k j t n k j t= − . 

where 2 2( ) (1 )exp( )mh i a b i a i= − × × − ×  and dl is the Euclidean distance between 

the winner node   and the node k being updated. 
The training procedure orders the inputs by assigning map-units to each kind of in-

put, and the resulting map will be topologically ordered, i.e. similar inputs activate 
neighboring units. After a few iterations, neurons start to organize themselves in a 
structured, topological way: different inputs activate different neurons. A cluster of 
approximate atom sets corresponds to a situation. 



212 J. Sun and K. He 

4.2   Context Situation Recognition 

Context recognition is to assign an unknown set of context atoms to the correct con-
text situation pattern according to its feature vector. The process can be denoted as: 

1 1 2 2, , , ,... , , .
m m k kt i t i t i i t i iA A A C A A C C⊗ ⊗ ⊗ → ∈ ∈  (5) 

In the current experiment, we define 14 situations in the scenario as shown in Figure 4, 
including five driver situations, five car situations and three transportation situations. 
Since they apply different features and have different target, three separate classifiers 
are developed. Whenever any input atom changes, the recognition engine performs the 
classification in real-time. It is convenient for developers to extend the number of 
situations, for the framework has been built successfully and the whole approach is 
extensive.  

 

 

Fig. 4. Recognition classifier 

(1) Transportation state classifier 
Collision-1, -2, and -3 are risk assessments and mean the danger level. The trans-

portation contexts are acquired by Crossbow sensor board, which is combined with a 
wireless module. It provides sensing capabilities include: ambient light, barometric 
pressure, magnetic field, photo-sensitive light, humidity and temperature. Ultrasound 
sensors are used to estimate the distance between two adjacent cars. In the current 
stage, we only apply the distance to assess the potential danger of collision. 

(2) Car state classifier 
Five analog signals are collected to determine the current behavior of the car, in-

cluding: a) break pedal pressure, ranging from 0 to 50 kgf/cm2; b) accelerator pedal 
pressure, ranging from 0 to 50 kgf/cm2; c) engine speed, ranging from 0 to 8,000 rpm 
(Revolutions Per-minute); d) vehicle speed, ranging from 0 to 120 km/h; and e) steer-
ing wheel angel, ranging from -1800 degrees to -1800 degrees. They are sampled at 
1.0 kHz and recorded in unsigned 16-bit format.  

(3) Driver state classifier 
Cameras, commonly used for natural and unobtrusive detection, are installed to 

track the movement of eyes and head of the driver. Real-time face detecting and eye 
tracking are achieved by fusion of ASM [17] and cascaded Adaboost [18]. Detection 
of eye blink behavior is implemented by the work in [19]. For image-based user rec-
ognition, we use Fisherface algorithm [20] to compare the detected face with the 
registered users’ face images. 
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5   Implementation 

We have developed a context-aware software platform for the smart car, shown in 
Figure 5. The presented platform includes four layers: network layer, broker layer, 
context infrastructure, and services layer.  

 

 
Fig. 5. The software platform for smart car 

(1) Network layer  
In order to collect context information, the smart car supports different communi-

cation approaches. A ZigBee wireless sensor network connects all mini-sensors. CAN 
bus is used to receive information from the engine and steering system. The WLAN 
802.11a/b/g network supports the communication between digital devices. The 
CDMA 1xRTT network is responsible for wide-area communication. 

(2) Broker layer  
The sensor broker is responsible for discovery and registration of new sensors add-

ing into the smart car. One broker manages one category of sensor. Sensors can 
transmit data via WLAN, serial port, Ethernet, and USB. The broker will assign a 
globally unique address or identity to a sensor, specify the updating frequency, and 
define the way for the sensor to transmit data and for the system to parse data. The 
device broker is responsible for discovering new devices and registering them for 
cooperation in the smart car. The ECU broker aims at managing processors and col-
lecting specific contexts such as spare memories.  

(3) Context infrastructure  
The context infrastructure has been implemented on the basis of Context Toolkit 

[21] and consists of three parts: a) The context wrapper, which transforms sensor data 
into semantic context atoms; b) The context reasoner, which trains and recognizes 
context situations by aggregating various types of context atoms; c) The context stor-
age, which is a repository for historical contexts and provides the advanced query 
services.   

(4) Service layer  
Smart cars intend to create safer, more efficient and more convenient driving envi-

ronment for drivers, so specific services should be developed. In a smart car, most 
services, such as slowing down when the distance to the front adjacent car is less than 
the safety limit, need to transfer signal via CAN to control a certain actuator. Each  
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Fig. 6. The prototype of smart car 

actuator is managed by an ECU. In order to execute the service, a message including 
the service API and parameters should be sent to the ECU that manages the actuator. 
The ECU will parse the message and send control signal to a relay, which will control 
the actuator to change its state. Some of the devices are shown in Figure 6.  

6   Performance Evaluation 

In order to assess the performance of the classification and real-time implementation, 
twenty volunteers, each for 0.5 hours, are invited to drive the smart car for 15 times. 
The road contains 12 surface street segments and three signalized intersections. Two 
performance metrics are evaluated: accuracy of the context recognition and efficiency 
of the recognition. 

Experiment 1: Situations recognition 
Figure 7 shows the clustering result for five driver situations. The clustering algo-

rithm successfully mapped sensor readings into a two-dimensional grid in which areas 
of high activation correspond to these contexts. 

The transitions between different situations can be simplified in Table 1. In the 
real-time recognition, each situation is associated with an intermediary state, called 
the critical situation.  

 

 

Fig. 7. The prototype of smart car 
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Table 1. The transition of driver context situations 

Situation transition Transition Atom set 
Awake→Drowsy EyeMovement=Drifting OR EyeLid=Close  
Drowsy→Awake EyeLid=Open AND EyeMovement= Concentrated 
Awake→Abstracted Gaze ≠ LookForward AND Face≠forward 
Abstracted→Awake Gaze = LookForward 
Awake→Drunk AlcoholDensity >= Medium 
Drunk→Awake null 
Awake→Sick Breath= Abnormal AND HeartBeating= Arrhythmia 
Sick→Awake Breath=Normal AND HeartBeating= Normal 

 
Experiment 2: Accuracy of context situation recognition   
We define 13 situations of the smart car prototype.  The driver situation is the most 

complex one since it deals with face image processing. So we will use driver recogni-
tion as the worst-case evaluation.   

 

Fig. 8. Accuracy of Driver situation classifier 

From Figure 8 we can see the feature dimension of context situations will impact the 
accuracy. Appropriate features will contribute to reducing the error probability. Natu-
rally, the most useful features are those that distinguish one situation from another, 
especially for situations that are most frequently confused. An obvious way to reduce 
the error rate is to introduce new and independent features providing additional infor-
mation. Although increasing the number of features will increase the computational 
cost of both the feature extraction and the classification, it is often reasonable to  
believe that the performance will improve.   

The classification results indicated that the classifier can extract situations fairly 
well, even from continuous input, but also showed that some results are likely valid 
only in restricted scenarios. In real-world conditions, undefined situations and situa-
tion transitions will decrease the performance, and the overall recognition accuracy 
fell to 87 percent. 

Table 2. The accuracy of car situation(%) 

situation Drive 
Constantly 

Turn 
Left 

Turn 
Right 

LeftLane 
Change 

RightLan-
eChange 

Accelerate Decelerate 

Accuracy 100.0 97.4 93.7 87.6 92.5 99.9 99.9 
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Experiment 3: Efficiency of the context situation recognition 
We use the time consumption for the processing sequence of context sensing, 

processing, situation clustering, and service invoking to assess efficiency of context 
recognition. The response time equation is denoted as: 

s wap recg parse netT T T T T T= + + + +
 

where Ts is the delay time for conveying the data from the sensor to the context infra-
structure, Twap is the delay time for context atom management, including mapping 
sensor data into semantic atoms and publishing them to those subscribing the context, 
Trecg is the delay time to match the current context atoms into a situation pattern, Tparse 
is the delay time to parse the situation profile to find out the appropriate service of the 
situation, and Tnet is the delay time for conveying the service message to a certain 
actuator.  

Table 3 shows the response time performance. The delay appears close in each  
session, so the averages are listed for evaluation. 

Table 3. Response time in the smart car (unit: second) 

Person Ts Twap Trecg Tparse Tnet Total 
One 0.1 0.2 0.8 0.08 0.2 1.4 
Two 0.1 0.4 0.8 0.09 0.2 1.6 

 
The data rate of the sensor network using ZigBee is 250 kbit/s in the 2.4 GHz band, 

with a 14-byte format including the head and the data. The data rate of CAN bus is 
1Mbps, with an 8-byte format including the message identity in the first byte and the 
priority and length in the second byte. So the communication delay from the sensor 
network to the context infrastructure and the delay from the context infrastructure to 
the actuator are less than 1ms and can be neglected. 

Context recognition is a computationally intensive task. However, it is still feasible 
for non-time-critical applications, so the efficiency (with delay of nearly 1.5 second) 
is acceptable. For time-critical applications such as collision avoidance systems and 
navigating systems, we need to improve the sensing technology and the analysis 
method of situation recognition. 

7   Conclusion and Future Work 

As a promising application domain of ubiquitous computing, smart cars draw more 
and more attentions. This paper proposes a novel context recognition approach in the 
smart car. Our contributions are three folds: 1) the nature of context from the view-
point of knowledge fusion is analyzed; 2) a novel context recognition mechanism is 
developed; 3) a software platform is implemented. 

Our future work includes applying more sophisticated sensing technologies to rec-
ognize the physiological and psychological status of the driver to enhance safe driv-
ing. More real-time inference techniques will be inserted into the risk assessment 
module for more reliable recognition.  
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