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Preface

These proceedings contain the refereed papers and posters presented at the Sec-
ond International Conference on the Theory of Information Retrieval (ICTIR
2009), held at Microsoft Research in Cambridge, UK, September 10–11, 2009.

This biennial international conference provides an opportunity for the pre-
sentation of the latest work describing theoretical advances in the field of infor-
mation retrieval (IR). The first ICTIR was held in Budapest in October 2007,
organized by Keith van Rijsbergen, Sándor Dominich, Sándor Darányi, and Fer-
enc Kiss. ICTIR was brought about by the growing interest in the consecutive
workshops run at ACM SIGIR each year from 2000 until 2005 on Mathematical
and Formal Methods in IR (Athens, Greece, 2000; New Orleans, USA, 2001;
Tampere, Finland, 2002; Toronto, Canada, 2003; Sheffield, UK, 2004; Salvador,
Brazil, 2005). This sustained initiative was in a large part down to the deter-
mination of Sándor Dominich and his passion for all things good, formal and
mathematical. The foundation and the success of ICTIR is a direct result of
his commitment and dedication to fostering research and development into the
theoretical underpinnings of IR. His dedication is epitomized by his two books
on the subject: Mathematical Foundations in Information Retrieval published
in 2001, and The Modern Algebra of Information Retrieval published in 2008.
While his efforts to promoting formal methods for IR have led to the foundation
of ICTIR, sadly, his untimely passing in 2008 means that he is unable to witness
how the theory of IR unfolds in the future. Nonetheless, his belief in the impor-
tance of theory and his spirit in advocating the development of formal methods
in IR lives on through this conference series. We dedicate ICTIR 2009 to Sándor
Dominich as a tribute to his contribution to the field.

ICTIR 2009 presented the latest developments in IR and boasted a
high-quality program covering a diverse range of topics. The papers accepted for
publication and presentation at ICTIR 2009 were selected from a total of 82 sub-
missions, which were received from Continental Europe (39%), UK (21%), North
America (18%), Asia and Australasia (10%), Middle East and Africa (12%). The
submissions were assessed by at least three reviewers in a double-blind review
process, and were ranked according to their scientific quality, originality, and
contribution to the theory of IR. In total, 18 full papers (22%), 14 short papers
(17%), and 11 posters (13%) were accepted. We categorized the accepted con-
tributions into four main themes: novel IR models, evaluation, efficiency, and
new perspectives in IR. Twenty-one papers fall into the general theme of novel
IR models, ranging from various retrieval models (8), query and term selec-
tion models (4), Web IR models (3), developments in novelty and diversity (3),
to the modeling of user aspects (3). There are four papers on new evaluation
methodologies, e.g., modeling score distributions, evaluation over sessions, and
an axiomatic framework for XML retrieval evaluation. Three papers focus on the
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issue of efficiency and offer solutions to improve the tractability of PageRank,
data-cleansing practices for training classifiers, and approximate search for dis-
tributed IR. Finally, four papers look into new perspectives of IR and shed light
on some new emerging areas of interest, such as the application and adoption of
quantum theory in IR.

We would like to thank the invited speaker, Peter Bruza, for his thought-
provoking keynote speech on using quantum theory to develop a new suite of
information-processing models that are motivated from a cognitive science per-
spective. We would also like to thank all the authors who submitted their work
for consideration, and all the participants and student volunteers for their contri-
butions and help. We are grateful to the members of the Program Committee for
their time and effort in providing timely and high-quality feedback and reviews.

Finally, we would like to say special thanks to the following organizations
and individuals who helped to make ICTIR 2009 a success:

– Microsoft Research for hosting the event and providing the excellent con-
ference facilities, as well sponsoring the conference dinner. We especially
thank Rachael Billing (overall organization, banquet, catering), Nick Duffield
(graphics design, marketing materials), Sarah Head (marketing, conference
bags), Sarah Nightingale (facilities), Fabien Petitcolas (sponsorship), Mari
Ann Lindqvist (finance), Adrian Cooper (security), Ian Kelly (IT) and the
entire IT support team.

– The Open University for providing conference website design, registration
and financial management. Many thanks go to Damian Dadswell (Web),
Harriett Cornish (initial graphical designs), and Jane Whild, Rachel Barnett,
Aneta Tumilowicz and The Open University’s Finance devision (budget and
financial management).

– The British Computer Society - Information Retrieval Specialist Group
(BCS-IRSG) for providing financial support for students and for sponsor-
ing 40 copies of book The Modern Algebra of Information Retrieval as the
tribute to Sándor Dominich.

– The editorial staff at Springer for their agreement and assistance in publish-
ing the conference as part of the Lecture Notes in Computer Science (LNCS)
series.

– Yahoo Research for sponsoring the Best Student Paper Award.
– True Knowledge for their kind sponsorship.

September 2009 Leif Azzopardi
Gabriella Kazai

Stephen Robertson
Stefan Rüger

Milad Shokouhi
Dawei Song

Emine Yilmaz
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Joaqúın Pérez-Iglesias and Lourdes Araujo

Semi-subsumed Events: A Probabilistic Semantics of the BM25 Term
Frequency Quantification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 375

Hengzhi Wu and Thomas Roelleke

Batch-Mode Computational Advertising Based on Modern Portfolio
Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 380

Dell Zhang and Jinsong Lu

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 385



Is There Something Quantum-Like about

the Human Mental Lexicon?

Peter Bruza

Faculty of Science and Technology

Queensland University of Technology

p.bruza@qut.edu.au

Abstract. This talk proceeds from the premise that IR should engage

in a more substantial dialogue with cognitive science. After all, how users

decide relevance, or how they chose terms to modify a query are processes

rooted in human cognition. Recently, there has been a growing literature

applying quantum theory (QT) to model cognitive phenomena. This talk

will survey recent research, in particular, modelling interference effects

in human decision making. One aspect of QT will be illustrated - how

quantum entanglement can be used to model word associations in human

memory. The implications of this will be briefly discussed in terms of a

new approach for modelling concept combinations. Tentative links to hu-

man abductive reasoning will also be drawn. The basic theme behind this

talk is QT can potentially provide a new genre of information processing

models (including search) more aligned with human cognition.

Acknowledgments. This research is supported in part by the Australian
Research Council Discovery grant DP0773341.
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Probably Approximately Correct Search

Ingemar J. Cox1, Ruoxun Fu1, and Lars Kai Hansen2

1 University College London
2 Technical University of Denmark

ingemar@cs.ucl.ac.uk

Abstract. We consider the problem of searching a document collection

using a set of independent computers. That is, the computers do not
cooperate with one another either (i) to acquire their local index of doc-

uments or (ii) during the retrieval of a document. During the acquisition

phase, each computer is assumed to randomly sample a subset of the

entire collection. During retrieval, the query is issued to a random sub-

set of computers, each of which returns its results to the query-issuer,

who consolidates the results. We examine how the number of comput-

ers, and the fraction of the collection that each computer indexes, affects

performance in comparison to a traditional deterministic configuration.

We provide analytic formulae that, given the number of computers and

the fraction of the collection each computer indexes, provide the prob-

ability of an approximately correct search, where a “correct search” is

defined to be the result of a deterministic search on the entire collection.

We show that the randomized distributed search algorithm can have ac-

ceptable performance under a range of parameters settings. Simulation

results confirm our analysis.

1 Introduction

Searching the Web is critical to the Web’s success. Search is now common - Amer-
icans alone are estimated to have performed over 13 billion searches in February
2009 [9]. And the size of the indexed web is now estimated to be about 65 billion
webpages, of which Google is estimated to index over 17 billion pages [16].

The frequency of searches together with the size of the index prohibit a single
computer being able to cope with the computational load. Consequently, a variety
of computer architectures have been proposed. Commercial search engines such
as Google, use an architecture where the the index is distributed (and arguably
“virtually centralized”) over a number of disjoint partitions [1]. And within each
partition, the partial index is replicated across a number of machines. A query
must be sent to one machine in each partition and their partial responses are then
consolidated before being returned to the user. The number of partitions and the
number of machines per partition is a careful balance between throughput and la-
tency [6]. Changes to the collection or to the query distribution may necessitate
that the index be repartitioned, a process than can be quite complex and time con-
suming [6]. Note that while the index is distributed across machines, the machines
themselves are typically housed within a central server facility.

L. Azzopardi et al. (Eds.): ICTIR 2009, LNCS 5766, pp. 2–16, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Peer-to-peer networks offer a more geographically dispersed arrangement of
machines that are not centrally managed. This has the benefit of not requir-
ing an expensive centralized server facility. However, the lack of a centralized
management can complicate the communication process. And the storage and
computational capabilities of peers may be much less than for nodes in a com-
mercial search engine. Li et al. [5] provide an overview of the feasibility of peer-
to-peer web indexing and search. Their analysis assumes a deterministic system
in which, if necessary, a query is sent to all peers in the network, for example.
The authors do comment on the possibility of “compromising result quality”
by streaming the results to the users based on incremental intersection. How-
ever such a “compromise” is quite different from the non-deterministic search
proposed here.

In this paper, we investigate the expected performance of a non-deterministic
information retrieval system consisting of a set of independent computers. We de-
fine a non-deterministic information retrieval system to be one in which (a) the set
of unique documents indexed may be selected (in part) randomly and/or (b) the
response to a query may (in part) be a function of a random process. By “inde-
pendent computers” we mean computers that do not communicate between one
another for the purposes of either building the index, or responding to a query. The
absence of communication/coordination between computers prevents the non-
deterministic IR system from overloading the communication infrastructure, and
provides a system architecture that is very scalable and reconfigurable.

Our system assumes two capabilities. First, the ability to randomly sample
documents from a collection. And second, the ability to randomly sample/query
computers within the network. The random sampling of documents within a
collection, is, of course, trivial if the collection is available as a static document
set with limited number of documents. However, if the collection is considered
to be the Web, then it is necessary to randomly sample pages from the Web.
This is more difficult. A comparison of several techniques can be found in [2,8].
The random sampling of computers within a network is straightforward when
the computers are a part of a “centralized” cluster. And recent work [4,14,13],
based on distributed hash tables, provides algorithms for choosing a random
peer within a peer-to-peer network.

We are interested in comparing the performance of non-deterministic and
deterministic IR systems. In this regard, we consider the results of the determin-
istic system to be correct, i.e. we are not judging the performance of our system
based on standard IR metrics such a mean average precision (MAP). Rather,
given a deterministic implementation of a specific IR system, how close will the
outputs of a non-deterministic system be to the deterministic system? Given this
measure, we refer to our system as a PAC (probably approximately correct) IR
system, in (broad) analogy with PAC learning [15].

In Section 2 we first define a number of terms and concepts before deriving
analytic expressions describing the expected coverage of a PAC IR system and
its expected level of correctness. Section 3 then discusses the performance of a
PAC for two specific configurations, the first of which models the architecture
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used by search engine services, and the second models a hypothetical peer-to-
peer network configuration. Section 4 provides simulation results that support
the previous theoretical analysis. Finally, Section 5 summarizes our results and
suggests avenues for future work.

2 Framework

Our model of an IR system assumes a set of computers, and that each indepen-
dently samples a fraction of available documents to construct a corresponding in-
verted index. We refer to this as the acquisition stage. Next, a user query is issued
to a (small) subset of these computers and each computer independently responds
with a corresponding result set. These result sets are then merged by the query is-
suer to produce the overal result set. We refer to this as the retrieval stage.

In the next Section, Section 2.1, we first define a variety of terms and concepts.
Section 2.2 then considers the acquisition stage, and derives an analytic model
for the expected coverage of our PAC IR system. This model is then used in
Section 2.3 to derive an analytic model for the correctness of a PAC IR system.

2.1 Definitions

The entire set of unique documents is referred to as the collection. The size of
the collection is denoted by N . For the Web, N ranges from 17 to 65 billion
webpages, as noted earlier.

Let K represent the total number of computers available to perform searches.
Note that in the case of peer-to-peer networks, K is not constant. However, in
such a case, let us assume K represents the average number of available comput-
ers. For simplicity, we assume that the computers are homogeneous. However,
this is not needed in practice.

Each computer is assumed to be capable of indexing n unique documents,
which form an individual sample from the collection. We assume that n ≤ N ,
and, in practice, normally n � N . We define the “collection sample” as the
union of individual samples. As such, the collection sample may well contain
duplicate documents. We define coverage as the ratio of the number of unique
documents in a collection sample to the size of the collection. Finally, during
retrieval, we query a subset, k′, of computers, and the union of their indices is
known as the “retrieval index”.

2.2 Sampling the Collection

In order to index the N distinct documents, the K computers must sample
the collection (Web). In our analysis we assume that each computer operates
independently, with no cooperation between computers. In such a scenario, there
is no guarantee that the samples on each computer will be disjoint. In fact, it is
almost certain that documents will be sampled more than once, i.e. they will be
indexed by more than one computer. This redundancy is, in fact, helpful. First,
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it provides tolerance to node failures, and to the dynamic entry and exit of nodes
in a peer-to-peer network. Second, the redundancy allows only a subset of nodes
to answer a query (see Section 2.3), which both reduces the communication
overhead and increases the throughput, i.e. the number of queries that can be
answered per second.

Independent sampling of the N documents in the collection by each of the
K computers is analogous to having an urn with N labeled balls. Each of K
people, then randomly choose n balls each. An individual chooses his/her n
balls without replacement, thereby guaranteeing that there is no repetition on a
single computer. After indexing the n balls, they are returned to the urn. Thus,
the next person may also randomly select balls that have been previously chosen
by other people (i.e. indexed by other computers).

The key question to answer is, how many different balls have been drawn from
the urn after all K people have each randomly picked n balls? The answer to this
question determines the coverage obtained after all K computers have sampled
n documents.

Obviously, the coverage ranges from n
N in the worse case, where all comput-

ers sample the same set of n documents, to min(N,Kn)
N in the best case, where each

computer’s sample is disjoint from all other computers’ samples. Treating the cov-
erage as a random variable, we need to understand its probability distribution. Of
course the complete probability distribution may be quite complicated. However,
from a practical point of view, we believe that an analysis on the expected coverage
would be sufficient to explain the underlining rules of our algorithm.

The probability of a ball being picked by a single individual is n
N , and the

probability of not being picked is therefore 1 − n
N . Thus the probability, P (d̄i),

that document di will not be picked by any of the K people is

P (d̄i) =
(
1− n

N

)K
(1)

Thus, the probability, P (di), of being chosen one or more times in the total
sample is

P (di) = 1− P (d̄i) = 1−
(
1− n

N

)K
(2)

and the expected number of distinct documents in our total sample, N̂ , is

N̂ = P (di)N =
(

1−
(
1− n

N

)K)
N (3)

To simplify our further analysis, let us now set

ε = P (d̄i) =
(
1− n

N

)K
(4)

Then
N̂ = N(1− ε). (5)
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And the expected coverage can be defined as

E(Coverage) =
N̂

N
= 1− ε. (6)

Thus, as ε approaches zero, our coverage approaches unity, i.e. we approach a
complete sampling of the document collection.

We can use Equation (4) - Equation (6) to determine the coverage. We are
interested in the relationship between coverage, the size of the individual sample,
n, and the number of computers, K, given a certain collection size, N . In par-
ticular, given a collection, how many machines do we need, and what capacity
should each of them have, to meet a desired level of performance for our system.

To help our analysis, let us first denote c as the size of the collection sample,
where c = Kn. The collection sample, c, is treated as a constant in the following
analysis. Also to simplify our analysis, let us first assume that c ≤ N . From
Equation (4), we have

ε =
(
1− n

N

)K
=
(

1 +
− c

N

K

)K

(7)

Thus, if the collection sample, c = nK is a constant, then ε is a monotonically
increasing function with respect to K. The smallest value of ε = (1− n

N ) occurs
when K = 1. In this case, n is at its largest, and the coverage is maximized
since there are no duplicates in our collection sample. Conversely, as the number
of computers, K, increases, ε increases, approaching the limit of e−

c
N as K

approaches infinity. The proof is shown as below.
From the property of exponential functions, we know that

ex = lim
n→∞

(
1 +

x

n

)n
(8)

From Equations (7) and (8), we have that

lim
K→∞

ε = lim
K→∞

(
1 +
− c

N

K

)K

= e−
c
N (9)

Next, the derivative of ε with respect to K is

∂ε

∂K
= ε

(
ln
(
1 +
(
− c

NK

))
−
( − c

NK

1 + (− c
NK )

))
From the property of natural logarithms, we also have

ln(1 + h) ≥ (
h

1 + h
), for h ≥ −1 (10)

Since
n ≤ N ⇒ nK ≤ NK ⇒ − c

NK
= − nK

NK
≥ −1
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So ln
(
1 +
(
− c

NK

))
−
( − c

NK

1+(− c
NK )

)
≥ 0, because ε ≥ 0, we have

∂ε

∂K
= ε

(
ln
(
1 +
(
− c

NK

))
−
( − c

NK

1 + (− c
NK )

))
≥ 0 (11)

Combining Equations (9) and (11), we show that the ε increases monotonically
with an upper bound of e−

c
N , as K increases. Thus, the expected coverage ranges

from (1 − e−
c
N to c

N ]. Figure 1 plots ε and coverage for the case where N =
1000000 and c = N .
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Fig. 1. Simulation calculating ε and coverage as a function of the number of computers,

K, when the number of computers, N = 1000000, and the collection sample is c = N

This monotonic property remains true when we relax the assumption that
c ≤ N , and allow c > N , provided n ≤ N . In this case, K cannot start from 1
since it would imply that n > N . Let us define Kmin as the smallest value of
K such that the property n ≤ N is maintained. Then, a more general form of
coverage can be written as (1− e−

c
N , 1− (1 − c

NKmin
)Kmin ].

In summary, for any given c, we have a lower bound, 1−e−
c
N , for the expected

coverage. The smallest coverage occurs when K = c and n = 1, and approaches
1−e−

c
N if K is large enough. Conversely, coverage is maximized when K = Kmin,

and is given by 1− (1− c
NKmin

)Kmin .
Unfortunately, coverage is not our only concern. We must also consider the

throughput of the system, as well as the system’s latency. However though
smaller K promises a larger coverage, it results in a larger individual sample, n.
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Let us define k′ as the number of machines that process a query simultaneously,
and p as the number of documents that each machine can process in a unit time.
Then, the query rate, T , can be defined as

T =
K

k′ ×
p

n
(12)

The first factor represents the query throughput of the system, and the second
factor is the inverse of the latency. Suppose k′ and the collection sample size, c,
are fixed, then

T =
K2 × p

k′ × c
∝ K2 (13)

Obviously larger K increases the query throughput, but, as we discussed earlier,
a larger K decreases coverage, when our sample collection size, c, is fixed. Thus,
for a given c, choosing appropriate values of K and k′ is a tradeoff between
coverage and query rate, and will depend on the application.

For example, consider the case where the size of collection sample, c, is equal
to the size of the collection, N . Using Equation 9, we can easily infer that ε
tends to be e−1 = 0.367 with a large K. Inserting this value in Equation (6),
we see that when we sample N documents, our expected coverage is at least
1− ε = 0.63.

Next, let us assume we want complete coverage. Of course, this cannot be
guaranteed, but we can set ε to a small value such that the probability of missing
a document is low. For example, consider the case when ε = 10−2, say. That is,
99% coverage. In this case, from Equation (9) we have

ε = e−
c
N = 10−2 ⇒ c

N
≈ 4.6

Thus, if the size of the collection sample is 4.6 times the size of collection, we
can expect 99% coverage of the collection.

2.3 Retrieval

The previous theoretical analysis elucidated the connection between (i) the num-
ber of computers, K, (ii) the size of each computer’s sample, n and (iii) the
fraction of the collection that is not indexed, ε. By increasing K and/or n, we
can make ε as small as desired. Of course, in practice, economic considerations
can limit the values of both K and n.

When performing retrieval within such an architecture, we wish to send the
query to k′ randomly chosen nodes, where k′ ≤ K, and normally k′ � K. This
is because it is necessary to (i) limit the amount of communication generated
by a query, (ii) limit the computational resources expended in responding to a
query, and (iii) limit the latency between query issue and response.

Clearly, if we only interrogate k′ machines, we cannot guarantee the coverage
provided by all K machines. However, Equation (3) can be used to determine
the expected size of the index used during retrieval, i.e. the expected number of
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distinct documents in the retrieval index. For this, we simply have to replace K
with k′.

N̂ ′ = P (d′i)N =
(

1−
(
1− n

N

)k′)
N (14)

The probability of any document being present in the retrieval index is then

P (d′i) = 1−
(
1− n

N

)k′

(15)

In practice, information retrieval systems are seldom evaluated based on a sin-
gle target document. Instead, performance metrics such as precision and recall
are often used. In our case, we assume that the retrieval model is identical, ir-
respective of whether we are using a deterministic or non-deterministic search
architecture. Thus, if we want to compare our PAC strategy to a deterministic
implementation of the IR system, we need to consider what the expected overlap
in the two result sets is. Thus, given the top-r documents from the determin-
istic system, what is the probability that our PAC IR system will retrieve r′

documents from r, where r′ ≤ r.
We know from the Equation (15) that the probability of a specific document

being present in the result set is P (d′i). Thus, the probability of exactly r′ doc-
uments from r being present in the result set is

P (r′) =
(

r
r′

)
P (d′i)

r′(1− P (d′i))
r−r′

(16)

This is a standard binomial distribution, and the expectation of r′ is therefore

E(r′) = rP (d′i) (17)

Equation (17) indicates that acceptable performance using PAC search can be
achieved provided the probability, P (d′i), is sufficiently high. We will discuss
this problem in more detail in the next section, where we consider two practical
applications.

3 Discussion

Information retrieval systems can be broadly categorized into one of three ar-
chitectures, namely (i) single server search, (ii) distributed and, arguably, “vir-
tually centralized” search, and (iii) peer-to-peer decentralized search. We do not
consider the first case, as we assume that our collection and/or query rate is
too large to be handled by a single machine. The second case represents the
architecture used by commercial search engines such as Google [1]. Finally a
variety of peer-to-peer decentralized architectures have been proposed and de-
ployed [11,12,3,7,18,17,10] with a variety of search capabilities. In the following
two subsections we examine the second case and the third case, respectively.
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3.1 Distributed Search

Due to the rate of queries and the huge size of the Web, modern commercial
search engines partition the Web index over many machines. A response to
a query requires each partition to be independently searched. Each partition
(Google refers to them as index shards [1]) contains a “randomly chosen subset
of documents from the full index” [1]. Note, however, that while the documents
may be chosen at random, each partition is disjoint. In addition, replicas are
added to each partition to increase the query throughput. This architecture is
referred to as a distributed cluster architecture.

The key parameter of such an architecture is the tradeoff between the repli-
cation and partitioning. While increasing the partitioning level, which reduce
the replication level, improves the query completion time since more machines
process the same query simultaneously, the reduced replication level decreases
the number of different queries that can be answered at the same time. A crucial
problem faced by these engines is to find a best compromise between parti-
tioning and replication, especially as the data set and the query rate change
continuously. Clearly this compromise changes over time, as the database and
query loads change. However, changing the partitions and replications can be
expensive in both time and bandwidth, as reported in [6].

In [6] it is claimed that Google partitions its index into 1000 disjoint sets.
Thus, the number of documents indexed by a single machine is n

N = 1
1000 . It is

further claimed that the data in any partition is replicated over 300 machines, so
the total number of machines is K = 300, 000, and the total number of samples
is Kn = 300N . Let us now examine the performance of such a system, when
configured for PAC IR.

First, let us consider the expected coverage when each of the K machines,
independently samples 0.1% of the Web. Solving for ε in Equations (7) and (9),
we have

ε =
(

1 +
(
−300

300000

))300000

≈ e−300

This is a very small number and indicates that if all 300,000 machines were
to each, independently randomly sample and index 0.1% of the Web, then it
is almost certain the every document on the Web would be contained in the
combined index.

For the query part, let us consider the configuration ascribed to Google, in
which 1000 machines, one per partition, are used to service each query. In this
case, k′ = 1000 and n

N = 1
1000 , as before. Substituting in Equation (15) we get

P (d′i) = 1−
(

1− 1
1000

)1000

≈ 0.63

Thus, if a user is looking for a particular document, there is a 63% chance that
it is present in a subset of 1000 randomly chosen nodes. That is, approximately
two thirds of the time, the user will find the specific target document.



Probably Approximately Correct Search 11

Table 1. The probability of exactly r′ documents being present in the top-10

r′ Pr(d1 · · · dr′)

0 0.000045173

1 0.00077682

2 0.0060113

3 0.027566

4 0.082957

5 0.17119

6 0.24532

7 0.24106

8 0.15545

9 0.059405

10 0.010216

Assuming we are primarily interested in the top-10 results, i.e. r = 10, and
given P (d′i) = 0.63, substituting in Equation (17), gives

E(r′) = 10× 0.63 = 6.3

This shows that we can, on average, expect 6 documents from the top-10 re-
trieved by a deterministic search algorithm to be present in our PAC IR top-10.

We can also use Equation (16) to calculate the probabilities for all possible
r′. These probabilities are enumerated in Table 1 for r = 10 and 0 ≤ r′ ≤ 10.

Table 1 indicates that there is over an 88% chance of retrieving 5 or more
documents in common with the deterministic solution. And the most likely sit-
uation, occurring about 25% of the time, is that 6 out of the 10 documents will
be common. There is approximately a 1% chance that the PAC search result set
will be identical to the deterministic case. In contrast, the likelihood that the
PAC search results do not contain any of the documents from the deterministic
case, occurs less than 0.01% of the time.

In summary, the performance of our PAC IR system is approximately 63% of
the deterministic system, when utilizing equivalent resources. Of course, we can
improve performance by simply increasing the number of machines the query
is sent to. For example, if we send the query to 2000 servers, then the query
correctness increases to 86%. Unfortunately, this is at the expense of halving the
query throughput. However, this example serves to highlight the flexibility of
PAC search, which allows accuracy to be traded for throughput. That is, a PAC
IR system could choose to tradeoff accuracy for query throughput during peak
load periods.

Due to the unstructured nature of the PAC IR system, it is also straighforward
to add and remove machines as well as adjust the data present on a machine.

3.2 Peer-to-Peer Decentralized Search

Another possible implementation of PAC IR is in peer-to-peer decentralized
search. Following the estimation data in [5], suppose we have a peer-to-peer net-
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work with one million machines (K = 106). Let us further assume that every
machine can provide 1GB for storing the index. If every document has, on av-
erage, 1000 distinct terms, and each term posting requires 20 bytes, then every
document consumes 20k bytes in the index, and each machine can therefore in-
dex 50k documents (n = 5 × 104). Thus the whole network has Kn = 5 × 1010

documents.
Now let us consider the case where we wish the peer-to-peer PAC IR system

to index 17 billion documents, which is the same of the estimated size of Google’s
collection. Thus, the coverage obtained by the collection sampling is

E(Coverage) = 1−
(

1− 5× 104

1.7× 1010

)106

= 0.947

This is not particularly surprising given that the size of our collection sample,
Kn, is about 3 times the collection size.

During retrieval we must once again transmit the query to only a subset of
the 1 million machines. If we assume that the query is sent to 10000 machines
[5], then k′ = 10000, and we have

P (d′i) = 1−
(

1− 5× 104

1.7× 1010

)10000

= 0.03

The expected number of documents common to the top-10 generated by a de-
terministic search is then E(r′) = 10 × 0.03 = 0.3, i.e. on average, there is less
than one document in common.

It is tempting to assume that this poor performance is due to the random
nature of PAC IR. However, if we consider the expected number of distinct
documents in a random selection of 10000 machines, we have

ndistinct =

(
1−
(

1− 5× 104

1.7× 1010

)10000
)
× (1.7× 1010) ≈ 4.93× 108

In comparison, if each machine sample is disjoint from one another, we have
5× 104 × 104 = 5× 108 distinct documents. Thus, the coverage provided by the
random sampling is 4.99

5 = 98.6% of the best possible coverage.
In fact, the root cause of the poor performance is due to the low capacity of

each machine. If we wish to reach a PAC performance of 63%, we need to query
340, 000 machines.

This conclusion can also be reached in the Bubble Storm algorithm[13], in
which the probability of a query meeting a document is 1 − e−

k′g
K , where k′ is

the query replication number, g is the document replication number and K is the
total number of machines in the network. Following the estimation data above,
the average document replication number is g = Kn

N ≈ 3, k′ = 10000 and K =

106. So the probability of a query meeting a document is 1− e−
3×10000

106 = 0.03,
which is similar to the result of our PAC IR algorithm. And, of course, too low
to be practical.
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The simple solution to the problem is to increase each machine’s capacity.
Suppose each machine can provide 340GB for storing data, then

P (d′i) = 1−
(

1− 5× 104 × 340
1.7× 1010

)1000

= 0.63

Thus E(r′) = 10 × 0.63 = 6.3. However, it seems unlikely that most peers can
provide this storage requirement.

4 Simulation

The previous theoretical analysis examined the expected coverage and corre-
sponding query performance, which is the result of averaging over many trials.
In practice, any configuration for a PAC IR system represents a single instance
or trail. Thus, it is interesting to investigate the standard deviation form the
expected value, across trails. Clearly, we would like this to be small.

We investigated this issue using a simulation with different settings of machine
capacity (n), number of machines (K) and collection size (N). In the first simu-
lation, we manually generated a collection with 1e + 6 documents (N = 1e + 6),
and set n = 1000, K = 1000. This synthetic collection was simply a set of doc-
ument identifiers. In each trial, each of the K machines samples n documents
to form a collection sample, which is then stored in disk. Then we repeat this
process to generate 20 trails and a corresponding 20 collection samples. Next, we
randomly generated 100 test queries and computed the top-10 ranking results
from the original full collection. Then, for each trial, the queries are replicated to
all 1000 nodes and an averaged query performance on each collection sample is
calculated. The results for each trial were then avaerged to provide an estimate
of the expected values for coverage and query performance.

In the second simulation, we change K to be 2000 with all other parameters
being the same as the first one.

In the third simulation, we use TREC45 as our experiment environment to
test the performance of PAC. TREC45 contains about 550,000 documents, i.e.
N = 556079. All other settings are set the same as for the first simulation.

The results from Tables 2 and 3 show that the variation across trials is very
small. This is very encouraging and supports our analysis in section 2, which
indicates that in spite of the random nature of the PAC search, the most com-
mon outcomes for coverage and query performance concentrate in a short range
centered around their expectations.

Table 2. Comparison of expected coverage, average coverage and standard deviation

across 20 trials

Simulation Expectation Average Std dev.

1 0.6323 0.6322 0.0003

2 0.8648 0.8648 0.0004

3 0.8347 0.8346 0.0004
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Table 3. Comparison of expected query performance, average query performance and

standard deviation across 20 trials

Simulation Expectation Average Std dev.

1 0.6323 0.6264 0.0135

2 0.8648 0.8636 0.0124

3 0.8347 0.8377 0.007

5 Conclusion

We examined the problem of non-deterministic search in which a set of computers
(i) independently sample the collection/Web and (ii) queries are sent to a random
subset of computers. Equations are derived for the expected coverage of the
sample collection, and the accuracy of the retrieval results. The latter is measured
with respect to the results provided by a deterministic IR system. Under the
assumption that the deterministic system provides correct result, we consider the
probability of being approximately correct. We therefore describe our approach
as PAC search.

Our analysis of PAC IR in the context of commercial search engines sug-
gest that a performance level of 63% can be achieved using the same amount
of storage and computation. However, while the performance is lower, we be-
lieve that the PAC IR architecture may be simpler to manage. Moreover, more
sophisticated implementations might close this performance gap.

PAC IR was also analyzed in the context of peer-to-peer decentralized web
search. The key problem with such a configuration appears to be the much small
storage available on any machine. Consequently, it would be necessary to send
the query to many more computers, and the communication overhead may then
be too high.

The fact that a query is sent to a random set of machines means that the same
search, issued multiple time, is likely to produce different results. Users may find
this disconcerting. However, if a pseudo-random set of machines is selected based
on a function (hash) of the query, then the result set would remain the same
each time the same query is issued. For common queries, additional random
machines could be queried to determine if better results exist within the sample
collection. If so, these documents could be indexed by the pseudo-random set
of machines corresponding to the query. More generally, for common queries, it
is interesting to consider how to optimally learn the best set of k machines to
answer the query.

A further level of optimization is the caching of query results. First, it would
be interesting to analyze the expected cache hit rate for a given distribution of
queries when a query is sent to a random set of machines. And a similar analysis
should be performed when the query is sent to a pseudo-random (deterministic)
set of nodes.

A key assumption in our analysis is the ability to randomly sample the collec-
tion. This is difficult, but certainly possible. Moreover, in the case of a centrally
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managed system, common to commercial search engines, it would not be neces-
sary to for each machine to independently sample the Web. Rather, a centralized
crawler could still be used, and the documents from this crawl could be randomly
(and non-disjointly) partitioned across the computers.

We have also implicitly assumed that the deterministic and non-deterministic
IR systems both implement the same underlying retrieval model. Usually, most
retrieval models have parameter values that are based on the statistics of the
collection. However, for the PAC IR system, each computer only has access to its
local sample. Future work is needed to determine if, and under what conditions,
the statistics of the local samples will be sufficiently close to the statistics of the
overall collection.
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Abstract. The PageRank algorithm is used today within web infor-

mation retrieval to provide a content-neutral ranking metric over web

pages. It employs power method iterations to solve for the steady-state

vector of a DTMC. The defining one-step probability transition matrix

of this DTMC is derived from the hyperlink structure of the web and a

model of web surfing behaviour which accounts for user bookmarks and

memorised URLs.

In this paper we look to provide a more accessible, more broadly ap-

plicable explanation than has been given in the literature of how to make

PageRank calculation more tractable through removal of the dangling-

page matrix. This allows web pages without outgoing links to be removed

before we employ power method iterations. It also allows decomposition

of the problem according to irreducible subcomponents of the original

transition matrix. Our explanation also covers a PageRank extension to

accommodate TrustRank. In setting out our alternative explanation, we

introduce and apply a general linear algebraic theorem which allows us to

map homogeneous singular linear systems of index one to inhomogeneous

non-singular linear systems with a shared solution vector. As an aside,

we show in this paper that irreducibility is not required for PageRank to

be well-defined.

1 Introduction

The PageRank metric is a widely-used hyperlink-based estimate of the relative
importance of web pages [1,2]. The standard algorithm for determining PageR-
ank uses power method iterations to solve for the steady-state vector of a DTMC.
The one-step probability transition matrix which defines the DTMC is derived
from a web graph that reflects the hyperlink structure of the web and a user-
centred model of web-surfing behaviour. The model provides a mathematical
account of how users make use of web bookmarks and also of what they do
when at web pages without any outgoing links.

In July of 2008, it was announced by Google that the company’s crawlers
had found more than one trillion current unique web pages, and that the web
was growing at several billion new pages every day [3]. This is in contrast with
Google’s index of 26 million web pages in 1998 [3]. Despite its size, Google’s index
is only a fraction of the total number of indexable web pages in existence. This is
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because many sites are currently difficult to index—because of technologies like
JavaScript and Flash, and also because certain sites require appropriate handling
of forms, drop-downs, and so on. Also, by design, certain sites prevent access by
Google’s crawlers to many of their constituent web pages through robots.txt and
nofollow links.

In [4] an investigation was presented into this rapid growth of the web. It
was argued that the recent acceleration of growth has been driven in particular
by a growing percentage of web pages without outgoing links—upward of fifty
percent—and an analysis was provided into the different sorts of web pages which
are classed by search engines as having no outgoing links.

In this paper we show how to reduce the complexity of PageRank calculation
by partitioning the treatment of web pages with and without outgoing links,
such that only pages with outgoing links are required during the power method
iterations. As an added benefit, this approach also permits decomposition of
the PageRank problem according to connected subcomponents of the original
transition matrix [5]. We show this by presenting PageRank as a special case
of a broader class of problem. Our proposal is an alternative formulation of
linear algebraic proposals made in [6,7]—which are extensions of a lumping pro-
posal in [8]. In this paper we also consider a PageRank extension considered via
lumpability theory in [9,10], which allows for TrustRank [11]. We show that this
extension is also a special case of the same broader class of problem, and that it
can be handled similarly, in linear algebraic fashion. We suggest treating these
proposals as companions to work in two other key research areas, research which
focuses specifically on the size of the PageRank problem. The two research areas
are asynchronous solution methods (where problem size requires the use of het-
ergeneous computing clusters) [12] and partitioning techniques for the PageRank
problem across multiple processors [13,14,5].

The kernel of our proposal is a linear algebraic theorem which allows homo-
geneous singular linear systems of index one to be mapped to inhomogeneous
nonsingular linear systems with a shared solution vector. This theorem is a gen-
eral one. Its formulation was inspired by the PageRank equation. However, the
theorem is not restricted in applicability to PageRank; nor indeed to DTMCs.
The theorem may be used to apply novel solution methods to eigenvector prob-
lems (for example, asynchronous methods which require the spectral radius of
the modulus equivalent of the coefficient matrix to be strictly less than one
[15]), or it may be used to improve sparsity patterns or conditioning when using
traditional solution methods to such problems.

As an aside to the core proposal, we show that, contrary to the standard pre-
sentation of PageRank in the literature, irreducibility is not required for PageR-
ank to be well-defined. We show, in particular, that the personalisation vector
needs not to be completely dense.

The paper is organised as follows. In Section 2 we review the conceptual model
for PageRank. We set out what is now regarded as the standard definition of
PageRank, and we present its sparse formulation. In Section 3 we extend the
standard PageRank definition to allow for non-dense personalisation vectors.
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In Section 4 we consider web pages without outgoing links. We introduce a
theorem which allows us to map homogeneous singular linear systems of index
one to inhomogeneous non-singular linear systems with a shared solution vector.
Using this theorem we show how to employ the original transition matrix as a
coefficient matrix when solving for standard PageRank—without an adjustment
to deal with pages without outgoing links. We then extend our approach to deal
with a generalisation of the PageRank definition which accounts for TrustRank.

2 Standard PageRank Definition

PageRank computation for the ranking of hypertext-linked web pages was origi-
nally outlined by Page and Brin [1,2]. Their approach was subsequently amended
by Kamvar et al. [16]. This alternative formulation of PageRank and its com-
putation is now generally regarded as providing the standard PageRank defini-
tion [17,18].

The standard conceptual model of PageRank is called the random surfer
model. Consider a surfer who starts at a web page and picks one of the links
on that page at random. On loading the next page, this process is repeated. If
a dangling page (that is, a page without outgoing links—also referred to as a
cul de sac page) is encountered, then the surfer chooses to visit a random page
(as though going to a memorised link, or a bookmarked link). During normal
browsing, the user may also decide, with a fixed probability, not to choose a link
from the current page, but instead to jump at random to another page. In the
latter case, to support both unbiased and personalised surfing behaviour, the
model allows for the specification of a probability distribution of target pages.

The PageRank of a page is considered to be the limiting (steady-state) prob-
ability that the surfer is visiting a particular page after a large enough number
of click-throughs. Calculating this probability vector corresponds to finding a
dominant eigenvector of the modified web-graph transition matrix.

2.1 Random Surfer Model

In the random surfer model, the web is represented by a graph G = (V, E), with
web pages as the vertices, V , and the links between web pages as the edges, E.
If a link exists from page u to page v then (u→ v) ∈ E.

To represent the following of hyperlinks, we construct a transition matrix P
from the web graph, setting:

Pij =
{ 1

deg(ui)
: if (ui → uj) ∈ E

0 : otherwise
(1)

where deg(u) is the out-degree of vertex u, i.e. the number of outbound links
from page u. From this definition, we see that if a page has no out-links, then
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this corresponds to a zero row in the matrix P. To represent the surfer’s jumping
from dangling pages, we construct a second matrix D = dpT , which we refer to
as the dangling-page matrix, where d and p are both column vectors, and

di =
{

1 : if deg(ui) = 0
0 : otherwise (2)

and p is the personalisation vector representing the probability distribution of
destination pages when a random jump is made. Typically this distribution is
taken to be uniform, i.e. pi = 1

n for an n-page graph (1 ≤ i ≤ n). However, it need
not be, as many distinct personalisation vectors may be used to represent differ-
ent classes of user with different web browsing patterns. This flexibility comes
at a cost, though, as each distinct personalisation vector requires an additional
PageRank calculation.

Putting together the surfer’s following of hyperlinks and their random jumping
from dangling pages yields the stochastic matrix P ′ = P +D, where P ′ is a one-
step probability transition matrix of a DTMC.

To represent the surfer’s decision not to follow any of the current page links,
but to jump instead to a random web page, we construct a teleportation ma-
trix E, where Eij = pj for all i, i.e. this random jump is also dictated by the
personalisation vector.

Incorporating this matrix into the model gives:

A = cP ′ + (1 − c)E (3)

where 0 < c < 1, and c represents the probability that the user chooses to follow
one of the links on the current pages—i.e. there is a probability of (1−c) that the
surfer randomly jumps to another page instead of following links on the current
page.

This definition of A avoids two potential problems. The first is that P ′, al-
though a valid DTMC transition matrix, is not necessarily irreducible and ape-
riodic. Taken together, these are a sufficient condition for the existence of a
unique steady-state distribution [16,18]. Now, provided pi > 0 for all 1 ≤ i ≤ n,
irreducibility and aperiodicity are trivially guaranteed.

The second problem relates to the rate of convergence of power method iter-
ations used to compute the steady-state distribution. This rate depends on the
reciprocal of the modulus of the subdominant eigenvalue (λ2). For a general P ′,
|λ2| may be very close to 1, resulting in a very poor rate of convergence. How-
ever, it has been shown that in the case of matrix A, |λ2| ≤ c, thus guaranteeing
a good rate of convergence for the widely taken value of c = 0.85 [19].

Given the matrix A, we can now define the unique PageRank vector, π, to be
the steady-state vector or the dominant eigenvector that satisfies:

πA = π (4)
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2.2 Sparse PageRank Definition

Having constructed matrix A we might näıvely attempt to find the PageRank
vector of Equation (4) by directly using a power method approach:

x(k+1) = x(k)A (5)

where x(k) is the kth iterate towards the PageRank vector, π. However, the web
was known to have more than a trillion unique pages in 2008, with several billion
new pages being added to this total every day, so it is clear that this is not a
practical approach for realistic web graphs [3]. The reason for this is that A
is a completely dense matrix, on account of the completely dense teleportation
matrix E.

Given the teleportation-matrix density concern, a sparse reduction of the stan-
dard equation Equation (4) is typically employed in calculations [18]. The re-
duction is as follows:

π = πA (6)
= π(cP ′ + (1− c)E)
= cπP ′ + (1− c)πE

= cπP ′ + (1− c)
∑

i

πip

= cπP ′ + (1− c)p

where P ′ is more sparse than the original matrix A.

3 Irreducibility Is Not Required

As given above, it is regularly written in the literature that irreducibility is
required for Equation (4) to be well-defined, with a unique steady-state vector.
To ensure irreducibility, it is written that a completely dense personalisation
vector is required.

Kamvar et al. [16] write, “If [the Google matrix] is aperiodic and irreducible,
then the Ergodic Theorem guarantees that the stationary distribution of the
random walk is unique. In the context of computing PageRank, the standard
way of ensuring that [the Google matrix] is irreducible is to add a new set of
complete outgoing transitions, with small transition probabilities, to all nodes,
creating a complete (and thus an aperiodic and strongly connected) transition
graph.”

Langville et al. [6] write, “[To guarantee] the existence and uniqueness of the
PageRank vector, Brin and Page added another rank-one update, this time an
irreducibility adjustment in the form of a dense perturbation matrix [E] that
creates direct connections between each page.”

In the context of an unbiased representation of how we surf the web (without
a back button), a completely dense personalisation vector makes sense. But this
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density requirement poses a difficulty when we start personalising PageRank.
If we were to attempt to categorise users—for example, as avid consumers of
sports news—or we were to attempt to model how a particular person, or group
of people, surfs the web (as per the intuitive justification for PageRank), then it
seems clear that we should allow for zero entries in the personalisation vector,
zero entries which correspond to those pages to which the particular person will
not teleport.

One might argue that this is not the case, that for any person there is a chance,
albeit very small, that this particular person teleports to any web page. But it is
difficult to justify intuitively why any personalised categorisation of users should
necessarily have non-zero probability of teleporting to every web page. Equally,
it is difficult to understand why there cannot be a personalised model of a person
for which there is at least one zero personalisation vector entry. The argument
for a completely dense personalisation vector seems to be based more on a need
for theoretical well-definedness than on any force of intuition.

In this subsection, we recall a theorem from [20] from which it follows that
complete density is not required for PageRank to be well-defined.

Let us remove the requirement that p be completely dense, and let us have
instead that p is just a probability vector. Let R define the set of indices of
non-zero entries, {pt > 0 : 1 ≤ t ≤ n}. Now, if we consider Equation (6), then
it is clear that independent of the structure of P , every page is connected to
each and every page in set R. Indeed, by definition, these are the pages to which
the surfer could teleport whilst on any other page. Accordingly, this set R forms
part of a single irreducible component of recurrent pages.

Let us now consider those pages which are not part of R. Any such page is
either transient, in which case the page has an outgoing path to some page in R
but there is no reciprocal path back from pages in R, or such a page has both
an outgoing path to a page in R and has a reciprocal path back from a page in
R. In the latter case, the page forms part of an irreducible component of pages
of which R is a subset.

Let us now recall the following from [20]:

Proposition 1. Suppose that a DTMC with one-step probability transition ma-
trix T has just one strongly connected subcomponent of recurrent states. This is
equivalent to supposing that there is some state which is reachable from all other
states—in matrix form, ∃j∀i∃p(T p

ij > 0). Then,

1. The transient states all have steady-state entries equal to zero.
2. The restriction of matrix T to the recurrent states (removing all rows and

columns corresponding to transient states) is an irreducible probability tran-
sition matrix.

3. There is a corresponding unique steady-state distribution.
4. The recurrent states all have positive steady-state entries.

From this proposition, it follows that we require only that p be a probability
vector for PageRank to be well-defined.
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4 Computing PageRank without Dangling Pages

4.1 Motivating PageRank Computation without Dangling Pages

Eiron et al. write that the number of dangling pages is higher than the number of
non-dangling pages [4]. Langville and Meyer write that the number of dangling
pages relative to non-dangling is growing, and that some sets of crawled pages
show percentages of dangling pages reaching 80% [6].

The reason for this high percentage of dangling pages is two-fold: an increasing
number of pseudo-dangling pages and an increasing number of real dangling
pages.

Pseudo-dangling pages are pages which are treated as dangling pages because
their outlinks have not (yet) been crawled. There are several reasons for this
growing number of pages with uncrawled outlinks.

Firstly, over recent years there has been an ever increasing amount of dynamic
content on the web, and also links to such content, and the rapid increase has
left crawlers incapable of keeping up. Unlike static pages, which are hand-edited
HTML, dynamic pages are database-driven. These dynamic pages are limited in
number only by what is available in the database, and, potentially, not even then.
For example, the number of pages given by a web calendar might be expected
to be (nearly) infinite. Even in more mundane examples the size of the database
may not provide an upper bound on the number of potential dynamic pages. For
example, session IDs, timestamps, and so on, may further expand the potential
number of dynamic pages, as ostensibly the same page is treated differently,
because it has a different URL or a different embedded timestamp.

Two further reasons for the growing number of uncrawled links are robots.txt/
nofollow and JavaScript. Robots.txt and nofollow are conventions whereby web-
site owners can demarcate certain parts of their sites as not to be crawled. The
outlinked pages in a prohibited part of a site are typically still indexed according
to anchor text, but as they are not actually crawled, they are treated as dangling
pages [4].

JavaScript links are becoming more prevalent, particularly as part of dynamic
AJAX websites. Such links are not evaluated by current search engines [21].

Real dangling pages are those from which there really are no outgoing links.
These may be HTML pages without links. However, the main reason for the
exploding number of real dangling pages is the recent push by the research
community to move more and more material online: PDF, postscript and PPT
files of papers, presentations, theses, and so on.

4.2 Dangling-Page Matrix Yields Scaling

In the literature, there are two linear algebraic treatments of PageRank whereby
the dangling page matrix is removed from the PageRank definition. In [6], a
somewhat ad hoc proof is presented to show that the dangling-page matrix serves
only to scale the solution vector. The proof starts with the identity Equation (19).
It then proceeds to show that by reformulating this identity we can get the linear
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algebraic form of Equation (15). It is ad hoc because it proceeds by assuming the
given identity is the correct one. It gives no clues as to how one might discover
this identity in the first instance. In the later [7], the same fact is proved by way
of the Sherman-Morrison formula [22].

In this subsection we look to provide a more accessible explanation for the re-
moval of the dangling-page matrix. Our proposal presents PageRank as a special
case of a broader class of problem. The kernel of the explanation is the following
theorem which allows us to map homogeneous singular linear systems of index
1 to inhomogeneous non-singular linear systems with the same solution vector.

Theorem 2. Let us define matrix, V (K) ∈ Cn×n (K ⊆ {1, 2, . . . , n}):

V
(K)
ij =

{
vi if j ∈ K
0 if j /∈ K

, (7)

where v ∈ Cn.
Now suppose that 1 is not an eigenvalue of (M −V (K)), for some M ∈ Cn×n,

v and K.1

Then, we have the following: If 1 is an eigenvalue of M , then it is a simple
eigenvalue of M and there is a corresponding right eigenvector x of M which is
the unique fixed-point of

x = (M − V (K))x + v. (8)

Proof: Suppose y = My. Then,

y = (M − V (K))y + (
∑
k∈K

yk)v. (9)

The last equality holds because

V (K)y =

⎛⎜⎝ v1

∑
k∈K yk

...
vn

∑
k∈K yk

⎞⎟⎠ = (
∑
k∈K

yk)v. (10)

Now, by supposition, 1 is not an eigenvalue of (M − V (K)), so:∑
k∈K

yk = 0. (11)

Also, for all α = 0, we have the following:

z := (M − V (K))z + αv = α(I − (M − V (K)))−1v (12)

This is true because, as 1 is not an eigenvalue of (M − V (K)):

(I − (M − V (K))) is invertible (13)

1 Given an irreducible complex matrix, M , with unit spectral radius, an example of

suitably chosen V (K) has v equalling the first column of M and K = {1}.
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Accordingly, the fixed-point x of

x = (M − V (K))x + v (14)

is a scalar multiple of y, and thus x is a right eigenvector of M which cor-
responds to eigenvalue 1. Further, given non-singularity, x is the unique
fixed-point, and so 1 is a simple eigenvalue of M .

Let us now recall the standard PageRank definition:

π = π(c(P + D) + (1− c)E) (15)

We know from the Perron–Frobenius theorem together with continuity of spec-
tral radius with respect to matrix entries that if we remove cD from the PageR-
ank matrix to yield (c(P ) + (1 − c)E), then the resultant matrix does not have
1 as an eigenvalue. So, by Theorem 2:

x = x(c(P + D) + (1− c)E − cD) + p (16)
= x(c(P ) + (1− c)E) + p

= cxP + (1− c)xE + p,

where x∑
i xi

= π.
Now, we know that

(1 − c)xE = (1 − c)
∑

i

xip (17)

where
∑

i xi > 0.
So, from Equation (17), we have that

x = cxP + αp (18)

where α is some positive real scalar.
If we rewrite this equation as an inhomogeneous non-singular linear system, it

is clear that the α coefficient serves only to scale. This allows us to solve instead:

y = cyP + p (19)

where non-negative vector y is such that y∑
i yi

= π.
So, we have defined a scalar multiple of the PageRank vector π which makes

no appeal to a dangling-page matrix.
Given the removal of the dangling-page matrix, we find in [6] an iterative

procedure for removing dangling pages before we employ power iterations to
solve for PageRank.

4.3 Different Dangling and Personalisation Vectors

In [9,10], considerations are presented into generalisations of PageRank which
allow the dangling-page vector to differ from the personalisation vector—to ac-
count, in particular, for TrustRank [11]. The generalised PageRank definition
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differs from the standard PageRank in that D = dgT , where dangling-page
vector, g, is any probability vector. In these two papers, lumpability theory is
used to show that, even in this generalised form of PageRank, the dangling-page
matrix can be removed.

In this subsection we use Theorem 2 to provide an alternative, linear algebraic
reformulation of this generalisation, to remove the dangling-page matrix. We also
introduce another theorem, which allows another means of reformulating.

By Theorem 2, reasoning as before, though with the generalised equation,

x = x(c(P + D) + (1 − c)E − cD) + w (20)
= x(c(P ) + (1− c)E) + w

= cxP + (1− c)xE + w,

= cxP + αp + w,

where α is a non-zero scalar.
Now, if we solve the two inhomogeneous nonsingular equations:

y = cyP + p; (21)

z = czP + w. (22)

Then, α is easy to determine by substituting x = αy + z into Equation 20.
In the above, we have shown that the dangling page matrix is not required

when solving for generalised PageRank, and we did so by appealing to Theorem
2. An alternative approach would be to appeal to the following theorem. It allows
us to split an inhomogeneous nonsingular linear system into two constituent
systems. The proof is a simplification of the earlier proof.

Theorem 3. Let matrix V (K) be defined as before in terms of a vector, v, and
a set of indices, K. Let Mx = w where M is non-singular and w is a vector.
Then, if (M − V (K)) is non-singular, then

(M − V (K))x = αv + w, (23)

for scalar α =
∑

i∈K xi.

5 Conclusion and Future Work

In this paper we have revisited the assumption that the personalisation vector
needs to be completely dense. We used Proposition 1 to show that this is not the
case. In so doing we have presented a generalisation of PageRank which better
accords with the intuitive justification given in the literature.

We then introduced Theorem 2. This theorem is broad-ranging in terms of
its potential applicability. The theorem may be used to apply novel solution
methods to eigenvector problems. For example, given some irreducible complex
matrix, M , with unit spectral radius of its modulus equivalent, if we choose v to
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be the first column of M and if we choose K = {1}, then the theorem allows us
to apply asynchronous solution [15] to solve for the dominant eigenvector of M .
Equally, the theorem may be used to improve sparsity patterns or conditioning
when using traditional solution methods to such problems. We intend to explore
both applications in future work. In this paper, however, the application of—
and, indeed, inspiration for—Theorem 2 was the PageRank equation. Applied
to this special case, we used the theorem to remove the dangling-page matrix
from the PageRank definition.

Finally we considered an extension of the PageRank definition which allows the
dangling-page vector to be different from the personalisation vector. We showed
how the same linear algebraic framework enables the dangling-page matrix to be
removed here. We also suggested an alternative approach via Theorem 3.
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Abstract. In text classification (TC) and other tasks involving super-

vised learning, labelled data may be scarce or expensive to obtain; strate-

gies are thus needed for maximizing the effectiveness of the resulting

classifiers while minimizing the required amount of training effort. Train-
ing data cleaning (TDC) consists in devising ranking functions that sort

the original training examples in terms of how likely it is that the human

annotator has misclassified them, thereby providing a convenient means

for the human annotator to revise the training set so as to improve its

quality. Working in the context of boosting-based learning methods we

present three different techniques for performing TDC and, on two widely

used TC benchmarks, evaluate them by their capability of spotting mis-

classified texts purposefully inserted in the training set.

1 Introduction

In many applicative contexts involving supervised learning, labelled data may
be scarce or expensive to obtain. In such situations, once we have trained the
classifiers with the available training data (and tested them on the test data,
and/or applied them to the unlabelled data that need to be classified), we are
often left with the issue of how to improve the effectiveness of the existing classi-
fiers, given that the amount of humanpower needed to perform further labelling
is limited. One potential solution is to apply (computer-assisted) training data
cleaning (TDC). TDC techniques attempt to minimize the additional effort re-
quired from human annotators. Indeed, training data often contain misclassified
items, sometimes as a result of lack of experience on the part of the junior an-
notators who have performed the labelling, sometimes as a result of tight time
constraints under which the labelling activity has been performed. A good TDC
technique top-ranks the training examples with the highest likelihood of be-
ing misclassified, which allows the human annotator to improve the quality of
the training set by double-checking the labels attached to the training examples,
starting with the ones most likely to be erroneous, and working down the ranked
list until s/he sees fit. We present three different techniques for performing TDC
in TC, and test them using a boosting-based supervised learning device that gen-
erates confidence-rated predictions. The reason we are using this device is that
it has two features that allow us to exemplify our TDC techniques particularly

L. Azzopardi et al. (Eds.): ICTIR 2009, LNCS 5766, pp. 29–41, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



30 A. Esuli and F. Sebastiani

well, i.e., (i) it allows for a notion of confidence in the classifier’s classification
decisions; and (ii) the classifier it generates is actually a classifier committee.

2 Preliminaries

This work attempts to identify good TDC techniques for text classification
(aka text categorization – TC), and for multi-label text classification (MLTC)
in particular. Given a set of textual documents D and a predefined set of
classes (aka labels, or categories) C = {c1, . . . , cm}, MLTC can be defined as
the task of estimating an unknown target function Φ : D × C → {−1, +1},
that describes how documents ought to be classified, by means of a function
Φ̂ : D×C → {−1, +1} called the classifier1; here, +1 and −1 represent member-
ship and non-membership of the document in the class. As usual, we accomplish
MLTC by generating m independent binary classifiers Φ̂j : D → {−1, +1}, one
for each cj ∈ C, entrusted with the task of deciding whether a document belongs
or not to class cj .

As the learning device we use a boosting-based learner, called MP-Boost [1];
MP-Boost is a variant of AdaBoost.MH [2] optimized for multi-label settings,
which has been shown in [1] to obtain considerable effectiveness improvements
with respect to AdaBoost.MH.

MP-Boost works by iteratively generating, for each class cj , a sequence
Φ̂j

1, . . . , Φ̂
j
S of classifiers (called weak hypotheses). A weak hypothesis is a func-

tion Φ̂j
s : D → R, where D is the set of documents and R is the set of real

numbers. The sign of Φ̂j
s(di) (denoted by sgn(Φ̂j

s(di))) represents the binary de-
cision of Φ̂j

s on whether di belongs to cj , i.e. sgn(Φ̂j
s(di)) = +1 (resp., −1) means

that di is believed to belong (resp., not to belong) to cj . The absolute value of
Φ̂j

s(di) (denoted by |Φ̂j
s(di)|) represents instead the confidence that Φ̂j

s has in this
decision, with higher values indicating higher confidence.

At each iteration s MP-Boost tests the effectiveness of the most recently
generated weak hypothesis Φ̂j

s on the training set, and uses the results to update
a distribution Dj

s of weights on the training examples. The initial distribution
Dj

1 is uniform. At each iteration s all the weights Dj
s(di) are updated, yielding

Dj
s+1(di), so that the weight assigned to an example correctly (resp., incor-

rectly) classified by Φ̂j
s is decreased (resp., increased). The weight Dj

s+1(di) is
thus meant to capture how ineffective Φ̂j

1, . . . , Φ̂
j
s have been in guessing the cor-

rect cj-assignment of di (denoted by Φj(di)), i.e., in guessing whether training
document di belongs to class cj or not. By using this distribution, MP-Boost

generates a new weak hypothesis Φ̂j
s+1 that concentrates on the examples with

the highest weights, i.e. those that had proven harder to classify for the previous
weak hypotheses. The overall prediction on whether di belongs to cj is obtained
as a sum Φ̂j(di) =

∑S
s=1 Φ̂j

s(di) of the predictions of the weak hypotheses. The
final classifier Φ̂j is thus a committee of S classifiers, each classifier casting a
1 Consistently with most mathematical literature we use the caret symbol (ˆ) to in-

dicate estimation.
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weighted vote (the vote being the binary decision sgn(Φ̂j
s(di)), the weight being

the confidence |Φ̂j
s(di)|) on whether di belongs to cj . For the final classifier Φ̂j

too, sgn(Φ̂j(di)) represents the binary decision as to whether di belongs to cj ,
while |Φ̂j(di)| represents the confidence in this decision.

3 Three Techniques for Training Data Cleaning

In the following, by a TDC technique we will mean a technique that, given a
training set Tr and a class cj , produces a ranking rj(Tr) in which the elements
of Tr are sorted in decreasing order of their likelihood of being mislabelled for cj .
Different techniques correspond to different ways of estimating this likelihood.

We now present three alternative TDC techniques. For each cj ∈ C, the first
technique (that we dub the confidence-based technique – CON, in short) consists
in (i) training the classifier Φ̂j on Tr; (ii) reclassifying Tr by means of Φ̂j ; and
(iii) ranking Tr in increasing order of Φ̂j(di) · Φj(di) value. Note that, while
Φj(di) is a value in {-1,+1}, Φ̂j(di) is a value in (−∞, +∞), so Φ̂j(di) ·Φj(di) is
also in (−∞, +∞). A positive (resp., negative) value of Φ̂j(di) · Φj(di) indicates
correct (resp., incorrect) classification, while a high (resp., low) absolute value of
Φ̂j(di) ·Φj(di) indicates that this classification decision has been taken with high
(resp., low) confidence. CON thus corresponds to (a) top-ranking the examples
di ∈ Tr that Φ̂j has misclassified, in decreasing order of the confidence |Φ̂j(di)|
with which Φ̂j has taken its decision, and (b) appending to this list the examples
di ∈ Tr that Φ̂j has correctly classified, in increasing order of the confidence
|Φ̂j(di)|. The rationale of this technique is that, if Φ̂j has misclassified a training
example di with high confidence, this means that the cj-assignment made to
di by the human annotator is highly at odds with the cj-assignments that the
human annotator has made for the other training examples. This indicates that
the human annotator may well have misclassified di for cj .

For each cj ∈ C, the second technique (that we dub the nearest neighbours
technique – NN) consists in ranking the training examples in terms of how incon-
sistent their cj-assignment is with the cj-assignments of their k nearest neigh-
bours, for a predefined k. More formally, this consists in (i) computing, for each
di ∈ Tr, the value

ζ(di, cj) =
∑

dz∈Trk(di)

sim(di, dz) · Φj(dz) (1)

where sim(·, ·) denotes a measure of similarity between documents and Trk(di)
denotes the k training examples most similar to di; and (ii) ranking Tr in
increasing order of ζ(di, cj) · Φj(di) value. For class cj, the examples di with
cj-assignments highly consistent with the cj-assignments of their neighbours
will have high ζ(di, cj) · Φj(di) values, which means that the top-ranked exam-
ples (which are the ones with the lowest ζ(di, cj) · Φj(di) values) will be the
ones with cj-assignments most dissimilar from those of their closest neighbours.
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Equation (1), of course, is that of the standard distance-weighted k-NN learning
device, the only difference being that, while in the standard case Φj(dz) ranges
on {0,1}, in our case it ranges on {-1,+1}, which means that neighbours with a
negative cj-assignment weigh negatively on ζ(di, cj).

For each cj ∈ C, the third technique (that we dub the committee-based tech-
nique – COM) consists in (i) training the classifier Φ̂j on Tr; (ii) reclassifying Tr
by means of Φ̂j ; and (iii) ranking Tr in increasing order of Δ(Φ̂j(di))·sgn(Φ̂j(di))·
Φj(di) value, where Δ(Φ̂j(di)) is a measure of the disagreement among the S mem-
bers of Φ̂j on whether di belongs to cj or not. This technique is based on the intu-
ition that the examples most in need of double-checking are the ones which Φ̂j

has misclassified (i.e., are such that sgn(Φ̂j(di)) · Φj(di) = −1) with the most
widespread agreement among its S members. In other words, if the information
that a training example provides to the training process is so inconsistent with that
providedby the other training data, as to have the members of the generated classi-
fier committee misclassify the example, and with widespread agreement, then it is
likely that the example might be mislabelled. This technique will thus top-rank the
training examples that the committee has misclassified and on which the S mem-
bers of the committee agree most. The key difference between the first technique
(CON) and this technique is that here the confidence that a classifier committee
has in a certain decision is taken to coincide with the level of (weighted) agreement
among its members, and not with the (weighted) sum of the individual opinions.
As a measure of disagreement among the S members of the committee we have
chosen to use standard deviation (denoted σ). This is a natural choice, given that
the values Φ̂j

1(di), . . . , Φ̂
j
S(di) are real numbers: standard deviation thus allows to

measure disagreement by taking into account not only the polarity sgn(Φ̂j
s(di)) of

each member’s decision, but also its confidence level |Φ̂j
s(di)|, so that two mem-

bers with views of different polarity are taken to disagree more if they are highly
confident in their views, and less if they are not.

Actually, there is a fourth technique (that we dub the distribution-based tech-
nique – DIS) that might come to mind. For each cj ∈ C, this technique consists
in (i) training the classifiers Φ̂j on Tr, and (ii) ranking the examples di ∈ Tr
in decreasing order of the Dj

S(di) value that MP-Boost has produced as a side
effect of the learning process. The rationale of this technique is that, since the
training examples that maximize Dj

S(di) are the ones that have turned out the
most difficult to make sense of during the boosting iterations, they are thus
the ones whose cj-assignment is most highly at odds with the cj-assignment of
the other training examples. The problem with the DIS technique is that it turns
out to be equivalent to our first technique (CON), in the sense that CON and
DIS always generate identical rankings, a fact that had never been noted in the
literature2. The only advantage that DIS provides over CON is thus that there is

2 We discovered this fact experimentally in the course of this work. A conversation

with Robert Schapire, one of the “fathers” of boosting, later revealed that, while

this phenomenon had never been observed before, an a posteriori justification can

be found for it in the theory that underlies the AdaBoost.MH algorithm, of which

MP-Boost is a variant.
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no need to reclassify the training examples by means of Φ̂j , since the information
needed for ranking is already available after training has occurred.

Before discussing the experiments it is worthwhile noting that, although we
have described these techniques in the context provided by a boosting-based
learner which generates confidence-rated predictions, all of these techniques can
be used also in connection with other learning devices. More specifically, CON
only needs the classifier to return a score of confidence in its own decision, NN
has no specific requirements, and COM requires the classifier to consist of a
committee of classifiers. Moreover, the discussed equivalence between CON and
DIS has the practical consequence of making available a technique equivalent to
DIS to learning devices not based on boosting.

4 Experiments

In order to test our TDC techniques we use a standard MLTC dataset Ω =
〈Tr, T e〉 split into a training set Tr and a test set Te. We assume that Tr contains
no misclassified examples, and we simulate the presence of misclassified training
examples by artificially “perturbing” a small number m of training examples;
we call the value p = m

|Tr| the perturbation ratio. In what follows, “perturbing a
training example di for class cj” means changing its cj-assignment, from positive
to negative (in this case we call di a false negative for cj) or from negative to
positive (a false positive); by T̂ r we denote the training set after perturbation.

We test two different perturbation techniques, which we call random pertur-
bation (RP) and targeted perturbation (TP). As the name implies, in RP the
training examples to perturb are picked at random from Tr. The same train-
ing examples (x% of the entire lot) are perturbed for all classes cj ∈ C. TP
is instead obtained by (i) training the classifiers Φ̂j on Tr, (ii) reclassifying Tr
by means of them, (iii) ranking, for each cj ∈ C, the reclassified examples in
increasing order of the confidence |Φ̂j(di)| that Φ̂j had in classifying them, and
(iv) perturbing the top-ranked ones, in number equal to x% of the training ex-
amples. The rationale of this technique is that the training examples that Φ̂j

classifies with low confidence are more likely to be “borderline” examples for cj .
As a result, these examples are the ones that, should they be manually labelled,
would have the highest probability of being misclassified (either due to lack of
experience or to lack of adequate time) by a human annotator. In other words,
while RP simulates the perturbation of a training set that might derive from,
say, file corruption, TP simulates the perturbation that might derive from lack
of experience, or lack of care, on the part of the human annotator who has la-
belled the training set. Unlike in RP, in TP we allow different training examples
to be perturbed for different classes cj ∈ C, since the same document might be
controversial, or “borderline”, for one class but not for others.

In order to determine which among the three TDC techniques of Section 3 is
the best we will measure how good each technique is at ranking T̂ r in such a way
that the perturbed training examples are placed at the top of the ranking. To this
end, it seems natural to adopt one of the measures routinely used for evaluating
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ad-hoc (ranked) retrieval. Of course, ad-hoc retrieval is all about ranking the
“good” (i.e., relevant to the information need) examples higher than the bad
ones, while TDC aims at ranking the “bad” (i.e., likely misclassified) examples
higher than the good ones; but this is of course an inessential difference.

As a measure of ranking quality we will choose mean average precision (MAP),
which in our context is defined as follows. Let rj(T̂ r) be the ranking for class cj ,
realized according to TDC technique r, of the perturbed training set T̂ r, and let
[rj(T̂ r)]k be a binary predicate that returns 1 if the example at the k-th position
in rj(T̂ r) is perturbed for class cj, and 0 otherwise. We define the precision at
n of rj(T̂ r) as

Pn(rj(T̂ r)) =
1
n

n∑
k=1

[rj(T̂ r)]k (2)

We then define the average precision of rj(T̂ r) as

AP (rj(T̂ r)) =
∑|T̂ r|

k=1 Pk(rj(T̂ r)) · [rj(T̂ r)]k∑|T̂ r|
k=1[rj(T̂ r)]k

(3)

The mean average precision (MAP) of technique r on T̂ r is finally defined as

MAP (r(T̂ r)) =
1
|C|
∑
cj∈C

AP (rj(T̂ r)) (4)

Aside from a measure of TDC effectiveness we also need a measure of MLTC
effectiveness, so as to determine the effectiveness gains in classification obtained
if TDC is performed. For this purpose we have used the well-known F1 function,
in both its microaveraged (Fμ

1 ) and macroaveraged (FM
1 ) variants.

Section 4.2 reports the results of our experiments with the three TDC
techniques of Section 3, the two different perturbation techniques, different
perturbation ratios, and different datasets Ω.

4.1 The Datasets

In our experiments we have used the Reuters-21578 and RCV1-v2 datasets.
Reuters-21578 is probably still the most widely used benchmark in MLTC
research. It consists of a set of 12,902 news stories, partitioned (according to the
“ModApté” split we have adopted) into a training set of 9,603 documents and
a test set of 3,299 documents. The documents are labelled by 118 categories;
in our experiments we have restricted our attention to the 115 categories with
at least one positive training example. Reuters Corpus Volume 1 version 2
(RCV1-v2) is a more recent MLTC benchmark made available by Reuters and
consisting of 804,414 news stories produced by Reuters from 20 Aug 1996 to 19
Aug 1997. In our experiments we have used the “LYRL2004” split, defined in
[3], in which the (chronologically) first 23,149 documents are used for training
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Table 1. Mean average precision (MAP) of the three TDC techniques (CON, NN,

COM) on the full set of classes (top 4 rows) and on the 30 most infrequent classes

(bottom 4 rows) of Reuters-21578 (left) and RCV1-v2 (right). Boldface indicates

the best performer for a given combination of perturbation ratio (p), perturbation

method, and dataset.

Reuters-21578 RCV1-v2
Random Targeted Random Targeted

p CON NN COM CON NN COM CON NN COM CON NN COM

F
u
l
l

S
e
t .001 .596 .458 .305 .510 .369 .152 .232 .238 .072 .357 .082 .125

.010 .653 .771 .517 .608 .525 .206 .752 .542 .566 .519 .376 .194

.050 .968 .907 .808 .677 .621 .301 .927 .777 .801 .672 .512 .417

.100 .973 .961 .874 .665 .634 .449 .945 .865 .804 .658 .593 .520

3
0

In
f
r .001 .748 .790 .401 .648 .681 .100 .222 .225 .099 .323 .101 .104

.010 .674 .966 .599 .581 .670 .153 .702 .476 .533 .435 .375 .275

.050 .982 .992 .812 .647 .701 .268 .896 .716 .747 .608 .427 .479

.100 .981 .985 .886 .673 .651 .455 .919 .845 .760 .613 .523 .588

and the other 781,265 are used for testing. Of the 103 “Topic” categories, in our
experiments we have restricted our attention to the 101 categories with at least
one positive training example.

In all the experiments discussed in this paper stop words have been removed,
punctuation has been removed, all letters have been converted to lowercase,
numbers have been removed, and stemming has been performed by means of
Porter’s stemmer. Word stems are thus our indexing units; since MP-Boost
requires binary input, only their presence/ absence in the document is recorded,
and no weighting is performed.

4.2 Results and Discussion

Table 1 reports MAP values obtained by ranking the perturbed training sets by
means of the three TDC techniques (CON, NN, COM). Results are reported for
the full set of classes and for the 30 most infrequent classes of both Reuters-
21578 and RCV1-v2. The reason we pay special attention to the most infrequent
classes is that they are usually the classes for which standard supervised learning
techniques produce the lowest classification accuracy, which means that they are
the classes which are most in need of effectiveness improvement, by TDC or other
technique: a user might typically engage in TDC for these highly problematic
classes and forget about the classes for which high enough accuracy has already
been achieved.

In all the experiments MP-Boost has been run with a number S of iterations
fixed to 1,000. For the NN technique, as the sim(·, ·) measure of inter-document
similarity we have used the cosine of the angle between the tfidf vectors of the
two documents. For the same technique we have used the value k = 45, since
in using k-NN as a learning device for TC Yang [4] has found this value to
yield the best effectiveness and has found negligible differences between values
of k ∈ [30, 65]; we defer careful optimization of the k parameter to further work.
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A “trivial” baseline to the results of Table 1 is the expected MAP value of the
random ranker (RR). Detailed combinatorial analysis shows that this is equal to

MAP (RR(Ω)) =
m− 1
n− 1

+
(n−m)Hn

n(n− 1)
(5)

where m is the number of relevant (in our case: misclassified) examples in the doc-
ument set Ω, n is the total number of examples in Ω, and Hn denotes the n-th
harmonic number (i.e., Hn =

∑n
k=1

1
k ). Actual computation of this formula shows

that MAP (RR(Ω)) is approximated by m
n (and in an especially accurate way for

large values of n), which in our case coincides with the perturbation ratio p = m
|Tr| .

Since for all of our datasets and perturbation ratios approximating Equation (5)
to the third decimal digit exactly yields p, the first column of Table 1 also indicates
the trivial baseline for the experiments in the corresponding row.

There are several insights that can be gained from observing the results of
Table 1. The first observation is that, since picking training examples at ran-
dom is the only method one can adopt when wanting to perform TDC, unless
equipped with a specific TDC technique such as CON, NN or COM, the im-
provements that the three TDC techniques display in Table 1 over the baseline
of Column 1 is noteworthy.

A second observation is that, with few exceptions and all other things being
equal, each technique performs better for random perturbation than for targeted
perturbation. This is intuitive, since misclassified training examples inserted at
random in the training set tend to be easier to spot; conversely, in targeted
perturbation we corrupt the label of borderline examples, which are then much
more difficult to identify for any technique.

The third observation is that, among the three competing TDC techniques,
while there is no clear winner, there is certainly one clear loser, namely, the
COM technique, which in almost all situations obtains results inferior (and often
radically so) to CON and NN. We think that the reason for the bad performance
of COM may be found in the fact that MP-Boost generates a committee of
classifiers that are not independent of each other. Indeed, each member Φ̂j

s of the
committee strongly depends on the previously generated member Φ̂j

s−1, since the
former is generated according to the distribution resulting from applying Φ̂j

s−1 to
Tr. As a consequence, agreement is probably not something one could reasonably
expect from the members of this kind of committee, since sharp disagreement
may derive from reasons different from a bad label, such as the different emphasis
that the different members place, by construction, on a given training example.

Leaving COM aside, we may observe that neither CON nor NN systematically
outperform the other. CON tends to be the better technique on the RCV1-v2
dataset, while the situation is less clearcut on Reuters-21578; similarly, CON
tends to outperform NN on the full set of classes of each dataset, while when we
analyse the behaviour of the two techniques on the 30 most infrequent classes
of each dataset there is no clear winner. All in all, both techniques turn out to
be respectable contenders, often achieving (sometimes surprisingly) high MAP
values in absolute terms.



Training Data Cleaning for Text Classification 37

Table 2. Micro- and macro-averaged F1 values for the full set of classes (top 5 rows)

and for the 30 most infrequent classes (bottom 5 rows) of Reuters-21578 (left) and

RCV1-v2 (right) after random or targeted perturbation

Reuters-21578 RCV1-v2
Random Targeted Random Targeted

p F μ
1 F M

1 F μ
1 F M

1 F μ
1 F M

1 F μ
1 F M

1

F
u
l
l

S
e
t .000 .852 .606 .852 .606 .572 .423 .572 .423

.001 .822 .356 .821 .448 .557 .368 .558 .354

.010 .583 .227 .632 .254 .348 .224 .441 .324

.050 .138 .074 .209 .094 .105 .096 .211 .160

.100 .064 .047 .116 .061 .050 .064 .137 .107

3
0

In
f
r

.000 .373 .245 .373 .245 .164 .062 .164 .062

.001 .190 .114 .139 .137 .102 .044 .038 .035

.010 .038 .036 .056 .052 .025 .024 .063 .039

.050 .004 .004 .011 .011 .006 .005 .015 .014

.100 .002 .002 .006 .005 .005 .003 .010 .008

A fourth insight we can gain by looking at Table 1 is that MAP tends to
increase with the perturbation ratio p, and may reach extremely high values for
high values of p. This is very good news, since this means that if we have reasons
to believe that our training set is extremely low-quality, we know that our time
in cleaning it will not be wasted, since these techniques will place almost all the
bad examples near the top of the ranking.

Table 2 reports instead the micro- and macro-averaged F1 values obtained
before and after perturbation; this is an indication of the improvement in classi-
fication effectiveness one obtains by performing TDC if the original training set
contains noise at the perturbation ratios indicated. Results are reported for the
full set of classes and for the 30 most infrequent classes of our two datasets.

One insight that this table allows to gain is that random perturbation is
usually more damaging to effectiveness than targeted perturbation, and this
fact tends to become evident as the perturbation rate increases. That targeted
perturbation may have less disruptive effects is intuitive, since TP introduces
mislabellings on documents that are likely borderline examples anyway, i.e., doc-
uments that two human annotators might legitimately label in different ways.
Mislabelling them may hurt classification accuracy in the thin region of docu-
ment space close to the surface that separates the positives from the negatives,
but does not affect accuracy elsewhere. Conversely, random perturbation may
have effects anywhere in document space, and may seriously mislead the classi-
fiers even on cases that would be clearcut otherwise.

A second observation that immediately jumps to the eye is that the decrease
in effectiveness deriving from perturbation is noteworthy even for very modest
perturbation rates (e.g., .001), and becomes disastrous even for slightly less mod-
est ones (e.g., .010). For instance, for a .001 targeted perturbation rate removing
the mislabellings from the Reuters-21578 training set makes Fμ

1 jump

– from .821 to .852 for the full set of classes. This is a 3% relative improvement,
that in the ’90s has taken years of improvement in TC technology to achieve.
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This shows that one mislabelled document in a thousand can single-handedly
defy the efforts of many TC researchers at improving effectiveness;

– from .139 to .373 for the 30 most infrequent classes, a 168% relative improve-
ment. It is not hard to see why the effect of even a few misclassified training
examples on the classification accuracy for infrequent classes can be so large.
Given a class with very few positive training examples, mislabelling even one
or a handful negatives as positives can severely corrupt the set of positive
training examples, while mislabelling even one or a handful of positives as
negatives has the double effect of depleting the already slim set of positive
examples and confusing the learner by presenting it with negative training
documents that are very similar to the remaining positive ones.

These two observations hold to an even higher degree for FM
1 ; similar observa-

tions also hold for random perturbation and RCV1-v2. For reasons of space we
do not separately report the results on the (|C|−30) most frequent classes of our
two datasets. In a nutshell, on these classes the decrease in Fμ

1 is very similar
to the decrease on the full set of classes (since Fμ

1 is mostly influenced by the
behaviour on the most frequent classes), while the decrease in FM

1 is smaller
than the decrease in the full set of classes (since FM

1 is equally influenced by all
the classes in C).

Note that Table 2 only gives us a picture of the improvement that might be
obtained by cleaning the entire training set. Aside from probably being infeasible
in many real-world situations, this is something that would defy the purpose
of the TDC techniques we have presented. A study should thus be performed
that, for any combination of TDC technique, perturbation method, perturbation
ratio, and dataset, plots the effectiveness of the classifiers generated after TDC
has been performed, as a function of K, the number of top-ranked training
examples that the human annotator has double-checked for misclassifications.
This is obviously a daunting experimentation, since for each such combination
and each value of K the classifiers should be retrained from scratch and the
test examples should be reclassified anew. In Table 3 we provide a sample such

Table 3. Micro- and macro-averaged F1 values for the full set of classes (top 5 rows) and

for the 30 most infrequent classes (bottom 5 rows) of Reuters-21578 with classifiers

trained after performing TDC by means of the CON technique with K = 100

Random Targeted

p F μ
1 F M

1 F μ
1 F M

1

F
u
l
l

S
e
t .000 .852 .606 .852 .606

.001 .846 .466 .850 .498

.010 .749 .399 .780 .412

.050 .607 .252 .632 .312

.100 .173 .090 .213 .208

3
0

In
f
r

.000 .373 .245 .373 .245

.001 .260 .187 .202 .197

.010 .219 .174 .201 .183

.050 .077 .064 .080 .072

.100 .013 .013 .020 .019
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experiment, in which for different perturbation methods and ratios we test the
effectiveness values resulting, on Reuters-21578, from performing TDC by the
CON technique and “un-perturbing” the perturbed documents found at the top
K = 100 positions in the ranking. For instance, with targeted perturbation and
p = .001, the MAP value of .510 that CON obtains guarantees (see Table 1) that
Fμ

1 , that perturbation had brought down from .852 to .821 (see Table 2), jumps
back to .850, and that FM

1 , that perturbation had brought down from .606 to
.448, jumps back to .498. All these results are indicative of the fact that TDC is
an important and cost-effective way of improving accuracy for all the datasets
of less-than-perfect quality of annotation.

5 Related Work

Several works have used TDC in learning tasks other than TC, especially within
the realm of computational linguistics. Some of these works use task-independent
TDC techniques while others do not. Among the former, [5,6] use the DIS tech-
nique discussed at the end of Section 3, while [7] uses a technique analogous
to DIS that exploits the characteristics of SVMs. Other works use instead task-
specific techniques; for instance, in a POS-tagging application [8] top-ranks mul-
tiple occurrences of the same word that have been classified with different parts
of speech in similar linguistic contexts, a technique that is obviously applicable
to POS-tagging only and not to tasks such as TC. To the best of our knowledge
the only work that deals with TDC in the context of TC is [9]. The proposed
method consists in training an SVM, removing from the training set the support
vectors that the SVM has identified, training a naive Bayesian classifier on the
modified training set, and reclassifying the removed support vectors with this
classifier, declaring mislabelled the support vectors whose original label does not
match the newly assigned label. The intuition behind this technique is that if
a training example has a wrong cj-assignment, then it likely ends up being a
support vector for the generated classifier. Unlike our techniques, this technique
is strictly learner-dependent, since it only works with SVMs as learners. Addi-
tionally, the method is only limited to cleaning the support vectors; our method
examines (and ranks) instead the entire training set; as a result, experimentally
comparing the technique of [9] with ours would be problematic.

All of the works above adopt an a posteriori evaluation methodology, i.e.,
they perform no training set perturbation, and evaluate their techniques by
ranking the original training sets and then asking human annotators to look for
misclassified examples throughout the first k ranks, thus reporting precision-at-k
results. We prefer the a priori evaluation methodology, since (i) it allows us to
work with different perturbation ratios, thus addressing the fact that different
applications may be characterized by different levels of quality in their data; (ii)
it is exempt from evaluator bias, which the a posteriori methodology especially
suffers from when (as is frequently the case) it is the authors themselves that
engage in post-checking the results; (iii) it allows to compute MAP, while the a
posteriori methodology only allows to compute precision for a specific, usually
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low value of k (i.e., the misclassified items from the (k + 1)-st position onwards
have no impact on the evaluation); and (iv) it allows one researcher to replicate
the results of the other, while the a posteriori methodology does not.

Finally, let us note that the COM technique is somehow reminiscent of the
query-by-committee active-learning method (see e.g., [10]), in which unlabelled
examples (and not labelled ones, as in our case) are ranked for human annotation
in decreasing order of the disagreement among a committee of classifiers that
try to classify them. As a measure of disagreement, [10] uses entropy. We have
instead proposed using standard deviation, since entropy can only take into
account the binary decisions of the various classifiers, and not the real-valued
confidence in their decision; conversely, standard deviation can naturally account
for predictions expressed as real numbers, and is thus a better fit in our case.

6 Conclusions

We have tested three techniques for TDC on two popular MLTC benchmarks,
checking their ability at spotting and top-ranking a set of training examples
whose class assignment we have purposefully corrupted for experimental reasons.
This experimental protocol allows to conveniently study in vitro the behaviour
of these TDC techniques, and to precisely measure the relative merits of the
various techniques by means of evaluation measures, such as MAP, standard in
the field of ranked retrieval. Studying three TDC techniques with two different
perturbation models, at five different perturbation levels, across two datasets
(one of which consisting of more than 800,000 documents), and studying both the
quality of the resulting rankings and the increase in effectiveness that carrying
out TDC may bring about, our work probably qualifies as the first truly-large
scale experimentation of TDC in either computational linguistics or IR.

Our experimental results show that two techniques, the confidence-based tech-
nique and the nearest neighbours technique, achieve good MAP values across
different settings deriving from the choice of different datasets, different class
frequency, different perturbation ratios, and different types of perturbation, but
also show that neither one clearly outperforms the other. A further result of this
paper is that a fourth technique, which had been proposed before and which was
specific to boosting-based learners, is equivalent to the confidence-based tech-
nique proposed here, which is instead applicable to all learners equipped with
a notion of confidence in the classification decision. Our results also show that
TDC is important, since they show that even a single misclassified example in a
thousand training examples can bring about deteriorations in effectiveness that
are simply noteworthy in general, and are no less than dramatic for the most
infrequent classes and for macroaveraged F1 in general.

Note also that TDC techniques are important not only for training data clean-
ing, but also for cleaning generic sets of labelled text: the very same techniques
discussed here might be applied by a human annotator in order to clean a man-
ually annotated text corpus (e.g., the entire RCV1-v2), regardless of the fact
that the entire corpus is then going to be used for training a text classifier. For
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instance, this is useful for cleaning test sets, since incorrectly labelled test ex-
amples prevent the accurate measurement of effectiveness, but it is also useful
for cleaning labelled datasets produced within organizations that entirely rely
on manual classification.
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Abstract. Most of the previous research on term weighting for infor-

mation retrieval has focused on developing specialized parametric term

weighting functions. Examples include TF.IDF vector-space formula-

tions, BM25, and language modeling weighting. Each of these term

weighting functions takes on a specific parametric form. While these

weighting functions have proven to be highly effective, they impose strict

constraints on the functional form of the term weights. Such constraints

may possibly degrade retrieval effectiveness. In this paper we propose two

new classes of term weighting schemes that we call semi-parametric and

non-parametric weighting. These weighting schemes make fewer assump-

tions about the underlying term weights and allow the data to speak for

itself. We argue that these robust weighting schemes have the poten-

tial to be significantly more effective compared to existing parametric

schemes, especially with the growing amount of training data becoming

available.

1 Introduction

A great deal of research has been devoted to developing highly effective term
weighting schemes for information retrieval. Some examples include tf.idf [1],
pivoted length normalization [2], BM25 [3], language modeling [4], divergence
from randomness [5], axiomatic weighting [6], genetic programming [7], and
impact-based weighting [8]. Despite their differences, all of these approaches
share one thing in common – they all assume that the underlying term weight-
ing function takes on a specific functional form. Therefore, most, if not all, of
the previously proposed term weighting schemes for information retrieval can be
considered parametric.

Parametric term weighting functions restrict expressiveness and, possibly, ef-
fectiveness because the resulting weights are biased, a priori, to conform to
the chosen functional form. Indeed, there is evidence that term weighting func-
tions with more degrees of freedom, and therefore fewer functional restrictions,
are more effective than weighting functions with fewer degrees of freedom. One
classical example is that a well-tuned BM25, which has two parameters (k1, b)
typically outperforms language modeling with Dirichlet smoothing, which has
only just one parameter (μ). Of course, it is difficult to prove that the improved
effectiveness is due to the extra degree of freedom, but it is certainly a possibility.

L. Azzopardi et al. (Eds.): ICTIR 2009, LNCS 5766, pp. 42–53, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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The current state-of-the-art term weighting schemes were developed when
collections were small and training data was sparse. However, things are quite
different now. Collections are larger than ever and training data is abundant, in
the form of human judgments and click logs. We either have reached, or will soon
reach, the point where we allow the data to “speak for itself”, thereby eliminating
the need to resort to parametric term weighting functions. While there has been
some recent interest in developing parameter-free weighting functions [5], we
believe that such models are better suited for “cold start” retrieval systems that
have no training data, and that richer models with multiple parameters will be
significantly more effective when training data is available.

In this paper, we look beyond traditional parametric term weighting functions,
to more expressive weighting functions that have fewer functional constraints. Our
primary contribution is two classes of term weighting functions that we call semi-
parametric and non-parametric functions. As we will show, our proposed weight-
ing functions mark a significant departure from previous term weighting research.
We hypothesize this new direction could result in significant improvements in re-
trieval effectiveness and promote renewed interest in term weighting research.

The remainder of this paper is laid out as follows. First, in Section 2 we
survey previous term weighting research. In Section 3 we describe our semi-
parametric and non-parametric term weighting frameworks. Then, in Section 4
we discuss how the parameters of the proposed models can be estimated. Finally,
we conclude the paper in Section 5 and describe possible avenues for future work.

2 Related Work

We now briefly describe three popular existing term weighting schemes. The
first two, BM25 and language modeling, are based on probabilistic retrieval
models. Such models are inherently parametric, because each assumes terms are
distributed according to some parametric statistical model, such as a multinomial
or mixture of Poissons. The other term weighting scheme that we discuss, which
is based on ordinal term weighting, makes fewer assumptions about the data,
although the weights still take on a parametric form. We will show how we
can easily combine, and build upon each of these to develop even more robust
weighting schemes.

2.1 BM25 Term Weighting

The classical probabilistic retrieval model ranks documents in decreasing order of
likelihood of relevance, in accordance with the Probability Ranking Principle [9].
The general form of the model is:

S(Q, D) = P (r|q, d) rank=
∑

t∈Q∩D

log
P (t|r)P (t|r)
P (t|r)P (t|r)

where t and t represent the occurrence and non-occurrence of term t, respec-
tively. Furthermore, P (t|r) and P (t|r) represent the likelihood of event t in
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the relevant and non-relevant classes of documents, respectively. Previous re-
searchers have made various distributional assumptions for these distributions.
Assuming a multivariate-Bernoulli results in the Binary Independence Retrieval
model [10], whereas the assumption of a 2-Poisson model, after some simplifying
assumptions, results in the BM25 model [3]. The BM25 ranking function has the
following form:

S(Q, D) =
∑

t∈Q∩D

tft,D

k1(1− b + b |D|
|D|avg

) + tft,D

idft

where k1 and b are free parameters that control for term frequency saturation
and document length normalization.

2.2 Language Modeling Term Weighting

The language modeling framework for information retrieval is another widely
used probabilistic model [4]. It is based on the assumption that documents
can be topically represented by a probabilistic model called a document model.
Document models are commonly modeled as multinomial distributions that are
smoothed against the collection model in various ways [11]. Queries are similarly
represented as query models, which are also typically modeled as multinomial dis-
tributions. Query models can be estimated in various ways, including maximum
likelihood estimation, local blind feedback [12,13], or global blind feedback [14].

Documents are ranked according to the similarity between the query and
document models. Kullback-Leibler divergence is often used as the (dis)similarity
measure. Therefore, documents are ranked according to:

S(Q, D) = −KL(P (·|Q), P (·|D))
rank=
∑
t∈V

P (t|Q) log P (t|D)

where P (·|Q) and P (·|D) are the query and document models, respectively. Al-
though the sum goes over the entire vocabulary V , most query models are sparse,
which significantly reduces the computational complexity. Language modeling
term weights are parametric, where the parameterization depends on the type
of smoothing used.

2.3 Ordinal Term Weighting

Document-centric impacts, originally proposed by Anh and Moffat [15], assign
weights to document and query terms based on their relative importance to other
terms. Terms are weighted as follows. First, given document, a total ordering of
the (unique) terms is imposed. This is typically done by sorting the terms accord-
ing to their term frequency and breaking ties with inverse document frequency.
Once the terms have been totally ordered, they are partitioned into k bins. Here,
it is assumed that all terms within bin k are equally important and that terms in
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bin i + 1 are more important than those in bin i. Essentially, the total ordering
is transformed into a partial ordering. This binning procedure is typically done
by geometrically binning the terms, where a small number of terms are considered
“most important” (i.e., assigned to bin k) and a large number are considered “least
important” (i.e., assigned to bin 1). A similar, yet slightly different, procedure is
done on the query side to map query terms to bins.

Once terms have been assigned to bins, they must be assigned a weight for
the purpose of scoring. Anh and Moffat, for simplicity, assign integral weights
to the bins, with all of the terms within bin i being assigned weight i. We
denote the weight for term w in documents and queries as wbin(t,Q) and wbin(t,D),
respectively. Given a query Q and a document D, the score assigned under the
Anh and Moffat model is:

S(Q, D) =
∑

w∈Q∩D

wbin(t,Q)wbin(t,D)

=
∑

w∈Q∩D

bin(t, Q)bin(t, D)

where bin(t, Q) and bin(t, D) is the bin that term w is assigned in the query and
document, respectively, and the equivalence follows from the fact that integral
weights are used (i.e., wbin(t,Q) = bin(t, Q)).

Anh and Moffat show that a very small number of bins is sufficient to achieve
good retrieval effectiveness, but not as good as BM25 or language modeling.
Adding more bins tends not to significantly improve effectiveness. Furthermore,
fewer bins results in smaller indexes and considerably faster query execution
times. Therefore, 4, 8, or 16 bins are often used in practice. One reason why the
method tends to have sub-standard retrieval effectiveness compared to BM25
and language modeling is because of the choice of integral weights, which is an
oversimplification. It has been shown that automatically learning the weights
can lead to improvements in retrieval effectiveness [16].

3 Term Weighting

The term weighting problem for information retrieval requires a system to assign
weights to word/query and word/document pairs. The weight should accurately
reflect the importance of the term with respect to the query or document, with
higher weights indicating more important terms. Of course, the ultimate goal
is to assign term weights in such a way that the underlying retrieval model is
highly effective according to some metric.

More formally, given a vocabulary V , a set of documents D, and a set of queries
Q the term weighting problem requires us estimate W ∈ R

|V|×R
|Q|×R

|D|, where
entry wt,Q,D corresponds to the weight of term t assigned to document D for
query Q. We may also wish to condition the term weights on the user, time, or
various other factors. However, for simplicity, we ignore these factors, as they
would only complicate things and make our problem even more difficult to solve.
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Our goal is to find the W that, when used in conjunction with the underlying (yet
to be specified) ranking function, optimizes some evaluation metric of interest.

Some care must be taken when solving this problem, because there are a total
of |V||D||Q| parameters. Obviously this estimation problem is infeasibly large for
any non-trivial search task. This is one reason why parametric term weighting
schemes have been so popular and appealing. Such schemes effectively reduce
this enormous solution space down to just a handful of parameters.

In this paper, we assume that the underlying ranking function has the follow-
ing form:

S(Q, D) =
∑
t∈Q

wt,Q,D

where Q is a query, D is a document, and wt,Q,D is the weight of t with respect
to Q and D. We refer to this as the joint form, since the weight wt,Q,D depends
jointly on Q and D.

While the joint formulation is the most generic way of representing most
ranking functions, a vast majority of the widely used retrieval models, including
BM25 and language modeling, can be written in a slightly simpler form, as
follows:

S(Q, D) =
∑
t∈Q

wt,Qwt,D

We refer to this as the factored form, since the weight wt,Q,D can be factored
into the product of a weight for t in Q (wt,Q) and a weight for t in D (wt,D).
This factorization reduces the size of the parameter space from |V||D||Q| to
|V|(|D|+ |Q|), which unfortunately is still infeasibly large.

Solving the term estimation problem, in either the joint or factored form, is
simply not possible. Therefore, we must resort to measures that reduce the di-
mensionality of the problem while still maintaining expressiveness and effective-
ness. We will now describe a general framework for reducing the term weighting
dimensionality. We will then show how, within this framework, it is possible
to develop whole new classes of term weighting schemes that make far fewer
assumptions about the data than current approaches.

3.1 Dimensionality Reduction

There are various ways to reduce the dimensionality of the term weighting prob-
lem. Previous researchers have used latent semantic analysis [17,18], topic model-
ing [19], and various parametric functions (see Section 2) for this purpose. Rather
than subscribe to any one of these approaches, we present the dimensionality
reduction problem more generally, since we believe that information retrieval
specific techniques may be superior to the previously proposed approaches.

Our proposed dimensionality reduction framework is very similar in spirit
to the binning strategies used by Anh and Moffat [8]. In fact, their binning
strategies can be used directly within our framework. However, as we will show,
our framework is more general and results in a more formal estimation procedure.

When scoring a document D with respect to a query Q, we first bin the
terms in the query and then bin the terms in the document. This binning can
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be thought of as a form of dimensionality reduction or massive parameter tying.
We assume that the query terms are mapped (deterministically) into kQ bins
and document terms are mapped (deterministically) into kD bins, where kQ and
kD are fixed a priori and are constant across all queries and documents. Given
the binned query terms and binned document terms, the retrieval status value
(i.e., score) is computed as follows:

S(Q, D) =
∑
t∈Q

ŵbin(t,Q),bin(t,D)

where bin(t, Q) and bin(t, D) are the query and document bins, respectively for
term t, and ŵi,j is an entry in Ŵ ∈ R

kQ × R
kD , which is a lower dimensional

approximation of the full weight specification W . This approximation has kQkD

parameters which is substantially smaller than both |V||D||Q| and |V|(|D|+ |Q|).
It is important to note that, although binning and weighting are done on

the term-level, the resulting models will not necessarily be bag of words models.
The binning strategies may use contextual information, such as surrounding
words, formatting, document structure, etc. Therefore, unlike traditional bag of
words models, where a random permutation of the terms will result in the same
term weights, our framework provides a simple mechanism for contextual term
weighting.

Additionally, it should be clear that Anh and Moffat’s model is a special
case of this model, where wbin(t,Q),bin(t,D) = wbin(t,Q)wbin(t,D) and binning is
done according to their proposed methods. However, as we will soon show, this
dimensionality reduction framework can be applied to term weighting in a variety
of interesting ways.

In order to use our proposed term weighting scheme we must define a query
term binning strategy, a document term binning strategy, and a weighting Ŵ .
We will now describe the details of each of these steps.

Query Term Binning. There are various ways of perform query-side binning,
including:

– Anh and Moffat query binning, which bins the query terms into |Q| bins.
The query term with the largest IDF is assigned to bin |Q|, the term with
the next largest IDF is assigned to bin |Q| − 1, and so on, with the term
with the smallest IDF being assigned to bin 1.

– Query-independent IDF binning. Rather than sorting terms within the query,
we can bin terms according to their IDF. For example, we can assign the
25% of terms with the largest IDF out of the entire vocabulary to bin 4, the
terms with the 25% next largest IDF to bin 3, and so on, with the 25% of
terms with the lowest IDF to bin 1. There may be other ways of performing
this binning, based on the number of documents that each term occurs in.

– Lexical binning. One may also use lexical information to assign words to bins
in different ways. For example, some frequent and important words may be
assigned their own bin, or bins could be assigned to types of words based on
their length, their part of speech, their lexical semantics, etc.



48 D. Metzler and H. Zaragoza

Document Term Binning. Furthermore, several possible ways to bin docu-
ment terms are:

– Anh and Moffat document binning, as described in Section 2.3.
– Binning based on existing term weighting schemes. For example, one can sort

all of the terms within a document according to BM25, then assign terms
to bins geometrically or uniformly. This is similar to the Anh and Moffat
approach, except sorting is done in a slightly different manner.

– Lexical binning. As described in the query term binning section, we may
assign terms to bins based on linguistic properties of the term.

3.2 Non-parametric Term Weighting

After query and document terms have been assigned bins, the final step is to
determine the weightings wbin(t,Q),bin(t,D) for each combination of bins. As we
described before, this problem has kQkD parameters. Depending on the number
of bins, it may actually be possible to learn the term weighting directly, without
the need to impose any parameterized form on the problem. When parame-
ters are estimated in this way, we call the resulting weighting non-parametric,
since the weights are learned directly from the data and have no pre-determined
functional form.

Figure 1 summarizes the non-parametric term weighting problem. In this ex-
ample, there are 3 query term bins (kQ = 3) and 4 document term bins (kD = 4).
This results in a total of 12 parameters that can be directly estimated. We will
describe methods for solving this estimation problem in Section 4.1.

The benefit of such a term weighting scheme is that it assumes no functional
form for the term weights and learns directly from the data. However, this method
relies on having very reliable, high quality query and document term binning func-
tions. It may be the case that many bins will be necessary to accurately represent
the importance of terms within queries and documents, potentially resulting in too
many parameters to reliably estimate. The optimal binning strategy and number
of bins is an open question that requires further investigation.

Fig. 1. Summary of the non-parametric term weighting problem after dimensionality

reduction
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3.3 Semi-parametric Term Weighting

In non-parametric term weighting, no functional form was assumed for the
weights. As we discussed, depending on the binning strategies applied, this may
result in too many parameters. One way of combating this issue is to solve
a more constrained version of the term weighting problem that assumes some
functional form for ŵbin(t,Q),bin(t,D) but has parameters that depend on bin(t, D)
and bin(t, D). We call this class of term weighting schemes semi-parametric, since
the weighting function takes on a parametric form, but the parameters are not
fixed across all term, query, document pairs, as in traditional parametric models.
This scheme allows different classes of query and document terms to be weighted
vastly differently, based on their characteristics.

As a concrete example, let us consider a semi-parametric form of BM25 weight-
ing, which we propose as follows:

ŵbin(t,Q),bin(t,D) =
tft,D

kbin(t,Q)(1 − bbin(t,D) + bbin(t,D)
|D|

|D|avg
) + tft,D

idft

Here, it is important to notice that the term frequency saturation parameter k
depends on the bin(t, Q) and the document length normalization parameter b
depends on bin(t, D). In this way, we can model the fact that different types
of terms tend to saturate in importance differently than others. For example, it
may be that a single occurrence of a named entity is enough to saturate the term
frequency, whereas many occurrences of a medium-IDF term may be required.
Similarly, bin(t, D) may be defined to be term independent and simply act to
partition documents along some dimension, such as their length. In this way, we
could have a document length-dependent setting for b.

A similar type of idea could be applied within the language modeling frame-
work. For example, the following semi-parametric version of Dirichlet smoothing
could be used:

ŵbin(t,Q),bin(t,D) = αbin(t,Q) log
tft,D + μbin(t,D)P (t|C)
|D|+ μbin(t,D)

Within this formulation we have a different smoothing parameter μ for every
bin bin(t, D). This could allows us to use a different smoothing parameter for
different classes of document lengths (e.g., short, medium, long), in a similar
manner to the semi-parametric b just proposed to be used in conjunction with
BM25. We also define a parameter α that depends on bin(t, Q). This can be used
to weight different classes of query terms differently. For example, we may want
to upweight nouns and downweight certain adjectives, definitives, etc. This can
all be accomplished by defining appropriate query and document term binning
strategies.

It may be possible to learn more generic weighting functions in this way,
as well. For example, a linear or non-linear regression model may be used as
the parametric form, with the model parameters depending on bin(t, Q) and
bin(t, D). Similar semi-parametric forms can be used to estimate the weight of
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a term in the query or even a joint weight that depends on both the query and
the document (i.e., wt,D,Q).

3.4 Parametric Term Weighting

It should now be clear that standard parametric term weighting functions are
special cases of our framework that trivially assign all query and document terms
to the same bin (i.e., kD = kQ = 1). Therefore, our framework can be used to
expand the expressiveness of any existing term weighting scheme by providing a
mechanism to use more fine-grained parameters, which we hypothesize will lead
to improvements in retrieval effectiveness.

4 Estimating Ŵ

4.1 Non-parametric Weight Estimation

The ideal situation is to estimate Ŵ in a supervised manner using training data
in the form of human judgments or click data. Estimating Ŵ can be transformed
into a standard linear “learning to rank” problem. It can be shown that S(Q, D),
as defined above, can be rewritten as:

S(Q, D) =
kQ∑
i=1

kD∑
j=1

|{w ∈ Q : bin(t, Q) = i, bin(t, D) = j}|ŵi,j

which is a linear function with respect to the weights ŵi,j . If we treat the |{w ∈
Q : bin(t, Q) = i, bin(t, D) = j}| values as “features”, then this is a standard
linear learning to rank problem, by which we want to find the weights ŵi,j that
optimize for some evaluation metric, such as mean average precision or NDCG.
A variety of techniques have been described for solving this problem [20,21].

The weights ŵi,j learned as the result of this optimization process are then
used for scoring. It is important to note that while S(Q, D) is parametric (i.e.,
linear), the term weights ŵi,j are not, since they may take on any possible value.
Finally, we point out that although the scoring function is linear with respect to
ŵi,j , the weights may be non-linear with respect to term frequency and inverse
document frequency, depending on the binning strategy.

If little or no training data is available, then we can use existing term weighting
functions, such as BM25, to estimate Ŵ , as follows:

ŵi,j =

∑
Q∈Q
∑

D∈D
∑

w∈Q∩D:bin(t,Q)=i,bin(t,D)=j BM25(t, D)∑
Q∈Q
∑

D∈D |{w ∈ Q ∩D : bin(t, Q) = i, bin(t, D) = j}|

where Q and D is the universe of queries and documents, respectively. This
unsupervised estimate simply averages (over the entire universe of queries and
document) the BM25 term weights for each entry in Ŵ . Of course, it is infeasible
to compute this value exactly since |Q||D| is essentially unbounded. Instead, a
reasonable estimate can be derived by sampling a small number queries and
documents to compute the average over. This unsupervised estimate can also be
used as a prior, or starting point, when estimating Ŵ in a supervised manner.
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4.2 Parametric and Semi-parametric Weight Estimation

Parameter estimation for parametric and semi-parametric term weighting
schemes is slightly more difficult, since the functional forms are likely to be
non-linear with respect to the parameters. This may pose a challenge when us-
ing standard optimization techniques. It may be possible to use an approach,
such as the one described by Taylor et al. to optimize a proxy loss function, as
long as the weight function is differentiable with respect to the parameters [22].

Depending on the complexity of the underlying parametric form, the evalu-
ation metric of interest, the size of the test collection, and the number of pa-
rameters, a simple grid search or greedy search technique may work just fine.
However, if the number of parameters is large, as will be the case when kD

and/or kQ is large, then more careful optimization procedures must be devised
to avoid possible overfitting and excessive computational costs.

5 Conclusions and Future Work

This paper described a spectrum of term weighting schemes for information
retrieval that go beyond traditional parametric weighting. In particular we pro-
posed semi-parametric and non-parametric weighting schemes that we hypothe-
size could result in more robust, more effective retrieval models. Table 1 provides
a summary of the different weighting schemes that were discussed.

As we showed, non-parametric weighting schemes are the most generic of
the three types. These weighting schemes do not assume any functional form
for the weights. Instead, the weights are estimated directly. While this is the
most general approach, we suspect that a large number of parameters may be
necessary to provide good retrieval effectiveness in practice, and therefore a
very large amount of training data may be necessary to effectively learn such
models. However, if such data is available, we suspect that these models have
the potential to yield significant improvements in retrieval effectiveness.

The next most generic class of weighting schemes are semi-parametric. Under
this scheme, weighting functions have some parametric form, but the parame-
ters of the weighting functions depend on the query term and document term
binnings. In this way, the weights are parametric, but depending on the binning,
can be adapted better to the data due to the less constrained parameterization.

Finally, parametric weighting schemes, which account for most, if not all, of
the currently used term weighting functions are the most restrictive. In this
class, weighting functions are parametric, but the parameters (if any) of the

Table 1. Summary of the different types of term weighting schemes, their functional

form, and their parameters

Type of Weighting Functional Form Parameters

Parametric Parametric Function Global

Semi-Parametric Parametric Function Dependent on w, Q, D
Non-parametric No Functional Form Dependent on w, Q, D
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weighting scheme are global. That is, the same set of parameters are applied
to all queries and documents. While the global parameters are estimated from
data, the underlying weights may not be very adaptable to a wide variety of
query terms and document types, thereby hindering effectiveness.

This paper was devoted entirely to the theory underlying different classes of
term weighting functions. However, an important direction of future work is to
understand the implications of the theory on practical information retrieval sys-
tems. In particular, we plan to explore the effectiveness of the different classes
of term weighting schemes. We also plan to develop a better grasp on the use-
fulness of different binning strategies and the feasibility of using completely
non-parametric term weighting.
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Abstract. We are interested in this paper in revisiting the Divergence

from Randomness (DFR) approach to Information Retrieval (IR), so as

to better understand the different contributions it relies on, and thus be

able to simplify it. To do so, we first introduce an analytical character-

ization of heuristic retrieval constraints and review several DFR models

wrt this characterization. This review shows that the first normaliza-

tion principle of DFR is necessary to make the model compliant with

retrieval constraints. We then show that the log-logistic distribution can

be used to derive a simplified DFR model. Interestingly, this simplified

model contains Language Models (LM) with Jelinek-Mercer smoothing.

The relation we propose here is, to our knowledge, the first connection

between the DFR and LM approaches. Lastly, we present experimen-

tal results obtained on several standard collections which validate the

simplification and the model we propose.

1 Introduction

Together with the language modeling approach to IR, Divergence from Ran-
domness (DFR) models, recently introduced by Amati and Van Rijsbergen [2],
are among the best performing (and thus most used) IR models in international
evaluation campaigns as TREC or CLEF. However, the DFR framework is com-
plex and difficult to comprehend, as it relies on several quantities the role of
which is not always clear. We are interested here in trying to better understand
this framework so as to simplify it. Interestingly, the simplification we arrive at
contains standard language models with Jelinek-Mercer smoothing.

The remainder of the paper is organized as follows: Section 3 introduces an
analytical characterization of IR heuristics which will be used throughout the
paper; Section 3 describes the DFR framework and lists the problems associated
with it; Section 4 describes the simplification we propose on the basis of the
log-logistic distribution, and the relation with language models; Section 5 finally
presents an experimental validation of our simplification. Throughout the paper,
we make use of the following notations: C is a collection of N documents; for each

L. Azzopardi et al. (Eds.): ICTIR 2009, LNCS 5766, pp. 54–65, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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index term w, xd
w (resp. xq

w) will represent the number of occurrences of the term
in document d (resp. in query q), nw the number of documents in which the term
occurs, Fw the number of occurrences of the term in the whole collection, and
zw a quantity which, depending on the context, is equal to nw or Fw , potentially
normalized by N (we introduce this quantity to simplify the expression of the
different models we are going to consider); yd will denote the length of document
d, and avdl the average length of the documents in the collection.

2 Analytical Characterization of IR Heuristics

Following Fang et al. [6], who proposed formal definitions of heuristic retrieval
constraints which can be used to assess the validity of an IR model, we introduce
here analytical conditions a retrieval function should satisfy to be valid.

We consider here retrieval functions, denoted RSV , of the form:

RSV (q, d) =
∑

w∈q∩d

h(xd
w, yd, zw, θ)

where θ is a set of parameters and where h, the form of which depends on the
IR model considered, is assumed to be of class C2 and defined over R

+∗×R
+∗×

R
+∗×Θ, where Θ represents the domain of the parameters in θ. The above form

encompasses many IR models, as the vector space model, language models, or
divergence from randomness models. For example, for the pivoted normalization
retrieval formula [9], θ = (s, avdl, N, xq

w) and:

h(x, y, z, θ) =
1 + ln(1 + ln(x))
1− s + s y

avdl
xq

w ln(
N + 1

z
)

A certain number of hypotheses, experimentally validated, sustain the devel-
opment of IR models. In particular, it is important that documents with more
occurrences of query terms get higher scores than documents with less occur-
rences. However, the increase in the retrieval score should be smaller for larger
term frequencies, inasmuch as the difference between say 110 and 111 is not as
important as the one between 1 and 2 (the number of occurrences has doubled
in the second case, whereas the increase is relatively marginal in the first case).
In addition, longer documents, when compared to shorter ones with exactly the
same number of occurrences of query terms, should be penalized as they are
likely to cover additional topics than the ones present in the query. Lastly, it
is important, when evaluating the retrieval score of a document, to weigh down
terms occurring in many documents, i.e. which have a high document/collection
frequency, as these terms have a lower discrimination power. We formalize these
considerations through the following four conditions (a larger set of conditions
as well as their relation to the formal definitions proposed by Fang et al. [6] are
given in Appendix A):
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Condition 1. ∀(y, z, θ),
∂h(x, y, z, θ)

∂x
> 0; Condition 2 ∀(y, z, θ), ∂2h(x,y,z,θ)

∂x2 < 0

Condition 3. ∀(x, z, θ),
∂h(x, y, z, θ)

∂y
< 0; Condition 4 ∀(x, y, θ), ∂h(x,y,z,θ)

∂z
< 0

Conditions 1, 3 and 4 directly state that h should be increasing with the term fre-
quency, and decreasing with the document length and the document/collection
frequency. Conditions 1 and 2 (mentioned by Fang et al. [6]) state that h should
be an increasing, concave function of the term frequency, the concavity ensuring
that the increase in the retrieval score will be smaller for larger term frequencies.

3 The DFR Framework

The Divergence from Randomness (DFR) framework proposed by Amati and
van Rijsbergen [2] is currently one of the most successful IR model. It is based
on the informative content provided by the occurrences of terms in documents,
a quantity which is then corrected by the risk of accepting a term as a descrip-
tor in a document (first normalization principle) and by normalizing the raw
occurrences by the length of a document (second normalization principle). In
the remainder, t(xd

w , yd) will denote the normalized form of xd
w . The informative

content Inf1(t(xd
w, yd)) is based on a first probability distribution and is defined

as: Inf1(t(xd
w , yd)) = − log Prob1(t(xd

w , yd)). The first normalization principle is
associated with a second information defined from a second probability distri-
bution through: Inf2(t(xd

w, yd)) = 1 − Prob2(t(xd
w , yd)). For example, using the

Laplace law of succession for the first normalization (Prob2), one obtains the
following retrieval function:

RSV (q, d) =
∑

w∈q∩d

xq
w

Inf2(t(xd
w,yd))︷ ︸︸ ︷(

1
t(xd

w, yd) + 1

)
Inf1(t(xd

w, yd)) (1)

We now review the two normalization principles behind DFR models.

3.1 The Second Normalization Principle

The second normalization principle aims at normalizing the number of occur-
rences of words in documents by the document length, as a word is more likely
to have more occurrences in a long document than in a short one. The different
normalizations considered in the literature transform raw number of occurrences
into positive real numbers. Language models for example use the relative fre-
quency of words in the document and the collection. Other classical term nor-
malization schemes include the well know Okapi normalization, as well as the
pivoted length normalization [9]. More recently, [8] propose another formulation
for the language model using the notion of verbosity.
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DFR models usually adopt one of the two following term frequency normal-
izations (c is a multiplying factor):

t(xd
w , yd) = xd

wc
avdl
yd

(2)

t(xd
w , yd) = xd

w log(1 + c
avdl
yd

) (3)

The important point about the second normalization principle is that, to be
fully compliant with these definitions, the probability distribution functions at
the basis of DFR models should be continuous distributions, which is not the
case for the distributions usually retained in DFR models.

3.2 The First Normalization Principle

The intuition behind Inf1 is simple. Let P (t(xd
w, yd)|λw) represent the probability

of t(xd
w , yd) (normalized) occurrences of term w in document d according to

parameters λw which are estimated or set on the basis of a random distribution
of w in the collection. If P (t(xd

w , yd)|λw) is low, then the distribution of w in d
deviates from its distribution in the collection, and w is important to describe the
content of d. In this case, Inf1 will be high. On the contrary, if P (xd

w|λw) is high,
then w behaves in d as expected from the whole collection and, thus, does not
provide much information on d (Inf1 is low). Inf1 thus captures the importance of
a term in a document through its deviation from an average behavior estimated
on the whole collection. The question which thus arises is why one should need to
normalize it. In other words, what is the role of the first normalization principle?

Amati and van Rijsbergen [2] consider five basic IR models for Prob1: the
binomial model, the Bose-Einstein model, which can be approximated by a ge-
ometric distribution, the tf-idf model (denoted I(n)), the tf-itf model (denoted
I(F)) and the tf-expected-idf model (denoted I(ne)). For the last four models,
Inf1 takes the form:

Inf1(t(xd
w, yd)) =

{
t(xd

w, yd) log(1 + N
zw

) + log(1 + zw

N )
t(xd

w, yd) log( N+1
zw+0.5 )

where the first line corresponds to the geometric distribution, and the second
one to I(n), I(F) and I(ne) (zw being respectively equal to nw, Fw and nw,e, the
latter representing the expected number of documents containing term w). We
assume in the remainder that t(xd

w, yd) is given either by equation 2 or 3. The
conclusions we present below are the same in both cases.

Were we to base a retrieval function on the above formulation of Inf1 only,
our model would be defined by:

θ = (xq
w , avdl, N)

h(x, y, z, θ) =

{
xq

w

(
t(x, y) log(1 + N

z ) + log(1 + z
N )
)

xq
w

(
t(x, y) log( N+1

z+0.5 )
)
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where the first line still corresponds to the geometric distribution, and the sec-
ond one to I(n), I(F) and I(ne). It is straightforward to see that models I(n),
I(F) and I(ne) verify conditions 1, 3 and 4 and that the model for the geomet-
ric distribution verifies conditions 1 and 3, but only partly condition 4, as the
derivative can be positive for some values of z, N and t. All models however fail
condition 2 as, in all cases, ∂2h(x,y,z,θ)

∂x2 = 0. Hence, Inf1 alone, for the geometric
distribution and the models I(n), I(F) and I(ne), is not sufficient to define a
valid IR model1. One can thus wonder whether Inf2 serves to make the model
compliant with condition 2. We are going to see that this is indeed the case.

Two quantities are usually used for Inf2 in DFR models: the normalization L
or the normalization B. They both lead to the following form:

Inf2 =
a

t(xd
w, yd) + 1

where a is independent of t(xd
w, yd). Thus integrating Inf2 in the previous models

gives:

h(x, y, z, θ) =

⎧⎨⎩xq
w

(
at(x,y)

t(x,y)+1 log(1 + N
z ) + log(1 + z

N )
)

xq
w

(
at(x,y)

t(x,y)+1 log( N+1
z+0.5 )

)
As ∂2h(x,y,z,θ)

∂x2 = ∂2h(x,y,z,θ)
∂t2

(
∂t
∂x

)2
, and
(

∂t
∂x

)2
> 0 for the normalizations consid-

ered (equations 2 and 3), we have:

sgn
(

∂2h(x, y, z, θ)
∂x2

)
= sgn

(
∂2h(x, y, z, θ)

∂t2

)
But:

∂2h(x, y, z, θ)
∂t2

= − b

(t(xd
w , yd) + 1)3

with b > 0, which shows that the models are now compatible with condition 2.

4 A Simplified DFR Approach to IR

Clinchant and Gaussier [4] propose to use a model relying solely on Inf1, for
which they retain the Beta negative binomial (BNB) distribution. The BNB dis-
tribution is based on the negative binomial distribution which has been proposed
as an alternative to the standard Poisson or binomial models traditionnaly used
in IR ([3,1,5]). The negative binomial is an infinite mixture of Poisson distribu-
tions, and thus can be considered as an extension of the Two-Poisson model. In
[4], the Beta BNB distribution is introduced by using a uniform Beta prior on
one of the negative binomial parameters. As those distributions are conjugate,
the BNB results in a simple form:

1 The same applies to the binomial model, for which
∂2h(x,y,z,θ)

∂x2 > 0. For the sake of

clarity, we do not present here this derivation which is purely technical.
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PBNB(xd
w|rw) =

rw

(rw + xd
w)(rw + xd

w + 1)

where rd
w is a parameter which can either be learned through maximum likeli-

hood, or directly set from the collection (Clinchant and Gaussier suggest to use
Fw

N , i.e. zw with our notation). Using this distribution leads to the following IR
model:

h(x, y, z, θ) = −xq
w log(z) + xq

w log((z + t(x, y))(z + t(x, y) + 1))

With both length normalizations we consider here, it is easy to see that the
above model verifies conditions 1, 2 and 3. However, condition 4 is only partly
verified as, using for example equation 3, one obtains: sgn(∂2h(x,y,z,θ)

∂x2 ) = sgn(z−
x log(1 + cavdl

y )), a quantity which can be negative for words appearing a lot
of times in the collection (z high) but not often (x low) in a long document (y
high). In addition, the above model still suffers from the fact that the underlying
distribution is discrete, and yet applied to positive, real-valued variables. We
introduce now a new distribution which corrects this problem.

4.1 A Log-Logistic Model for IR

There exists a distribution which can be seen, under certain conditions, as a
continuous approximation of the BNB, namely the log-logistic distribution. The
log-logistic distribution is a continuous distribution defined on the set of positive
real numbers. Its density and cumulative probability function have the form2.:

fLL(x|α, β) =
(β/α)(x/α)β−1

(1 + (x/α)β)2
PLL(X < x|α, β) =

xβ

xβ + αβ

Setting α = r and β = 1 in the log-logistic distribution, we have:

∀x ∈ R
+, PLL(x ≤ X < x+1|r) =

x + 1
r + x + 1

− x

r + x
=

r

(r + x + 1)(r + x)
(4)

Therefore, for all integer n, PLL(n ≤ X < n + 1|r) = PBNB(X = n|r) and
PLL(X > n|r) = PBNB(X > n|r), which explains why the log-logistic distribu-
tion can be considered as a continuous approximation of the BNB distribution.

A simplified DFR model based on Inf1 only and the log-logistic distribution
can thus be defined by:

RSV (q, d) =
∑

w∈q∩d

−xq
w log(PLL(X ≥ t(xd

w , yd)|rw))

where rw is defined from the whole collection. In the remainder, we consider that
rw is set to either Fw

N or nw

N , a standard setting for the parameter of DFR models.

2 For more information on the Log Logistic distribution refer to

http://en.wikipedia.org/wiki/Log-logistic_distribution

http://en.wikipedia.org/wiki/Log-logistic_distribution
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The above ranking function corresponds to the mean information a document
brings to a query (or, equivalently, to the average of the document information
brought by each query term). Using the notation of previous sections, the IR
model thus defined corresponds to:

h(x, y, z, θ) = xq
w log(

z + t(x, y)
z

)

This time, this model verifies conditions 1, 2, 3 and 4, for all the admissible
values of x, y and z. It can also be shown that it verifies the other conditions
associated with IR heuristic constraints and given in Property 3 of Appendix A.

We are thus now armed with a simplified DFR model, relying solely on Inf1,
which is compatible with the theoretical framework we have developed: our
model is based on a continuous distribution that verifies the conditions of re-
trieval heuristic constraints. We now need to experimentally validate the fact
that this model behaves as more complex DFR models on IR collections. We
will do that in section 5. Prior to that, we want to show a connection between
our model and the language modeling approach to IR.

4.2 Relation to Language Models

Let L be the number of tokens in the collection. Following [10], the scoring
formula for a language model using Jelinek-Mercer smoothing can be written as:

RSV (q, d) =
∑

w∈q∩d

xq
w log(1 + s

xd
w

yd

Fw

L

) (5)

Using the log-logistic model introduced previously with rw = F
N and the length

normalization given by equation 2, we have:

RSV (q, d) =
∑

w∈q∩d

xq
w log(1 + c

xd
w×avdl

yd

Fw

N

) (6)

Given that Fw

N = avdl × Fw

L , equation 5 is equivalent to equation 6. The LM
model with Jelinek-Mercer smoothing can thus be seen as a log-logistic model
with a particular length normalization, namely the one given by equation 2.

In the language modeling approach to IR, one starts from term distributions
estimated as the document level, and smoothed by the distribution at the col-
lection level. In contrast, the DFR approach uses a distribution the parameters
of which are estimated on the whole collection to get a local document weight
for each term. Despite the different views sustaining these two approaches, the
above development shows that they can be reconciled through appropriate word
distributions, in particular the log-logistic one. The DFR framework, and its sim-
plification introduced here, is in a sense more general than the language modeling
approach to IR since several length normalizations and several distributions can
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be considered, leading to a class of model encompassing the language modeling
one, as shown above. Lastly, the above connection also indicates that term fre-
quency or length normalizations are related to smoothing. A theory for relating
these two elements remains however to be established.

5 Experimental Validation

We use the following collections to assess the validity of our model: TREC-3,
ROBUST (TREC), CLEF03 AdHoc Task, GIRT (CLEF Domain Specific2004-
2006), TEL British Library (CLEF’08 AdHoc). Table 1 gives the number of
documents (N), number of unique terms (M), average document length and
number of test queries for these collections. For the TREC-3, ROBUST and
NTCIR collections, we used standard Porter stemming. For the CLEF03, GIRT
and TEL collections, we used lemmatization, and an additional decoumpounding
step for the GIRT collection which is written in German.

5.1 IR Results

As our model is a simplification of the DFR framework making use of a sin-
gle distribution, the log-logistic one, we want to show experimentally that this
simplification does not degrade IR results. The methodology we follow for that
is straightforward: compute the mean average precision (MAP) for DFR mod-
els and the log-logistic one on several IR collections, and assess whether the
difference in the MAP is significant or not.

We used three variants of the log-logistic model: a discrete variant based on
the BNB distribution and two direct models, one with rw set to the mean fre-
quency of the word in the collection, rw = Fw

N , model LG, and one with rw

set to the document frequency nw

N , model LGD. These models were first tested
against the standard PL2 and InL2 DFR models. In all cases, we used the length
normalization corresponding to equation 3, and chose 4 different settings for c:
c = (0.5, 1, 5, 10), which corresponds to the typical range recommended for DFR
models. Table 2 shows the MAP and precision at 10 for all the DFR and log-
logistic models. TREC3-t refers to the TREC-3 collection with query title only,
whereas TREC3-d uses both title and description fields (and similarly for the
ROBUST collection with ROB-T and ROB-d). CLEF03 and GIRT queries are
long queries with descriptive fields, whereas TEL-BL queries are typically short

Table 1. Characteristics of the different collections

N M Avg DL # Queries

TREC-3 741 856 668 482 262 50

ROBUST 490 779 992 462 289 250

CLEF03 166 754 80 000 247 60

GIRT 151 319 179 283 109 75

TEL-BL 870 246 259 569 9 50
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Table 2. Mean average precision (MAP) and Precision at 10, for the different models

and datasets. Bold indicates best performance per line (c value); ∗ indicates a signi-

ficative difference with the best result by line at the 0.05 level for both T-test and

Wilcoxon, whereas † indicates a significant difference with one test only.

MAP P10

c BNB LG LGD PL2 INL2 BNB LG LGD PL2 INL2

TREC3-t

0.5 24.7 25.0∗ 25.3 21.6∗ 23.8∗ 50.0 49.2 50.0 46.8 48.6

1 25.6 25.7 25.8 24.3∗ 25.5 51.8 52.6 53.4 51.0 51.0

5 26.3∗ 25.8∗ 25.7∗ 27.0 25.5∗ 54.2 53.2 52.8 55.2 53.4

10 25.6∗ 25.3∗ 25.0∗ 26.7 24.8∗ 53.6 52.2 51.0∗ 53.8 51.4†

TREC3-d

0.5 28.4 28.9 28.9 25.8∗ 28.4 62.8 59.8∗ 58.0∗ 57.0∗ 59.8

1 28.5† 28.6 27.9∗ 28.7 29.4 62.4 58.6∗ 58.2∗ 63.4 60.4∗

5 24.7∗ 24.5∗ 23.0∗ 28.3 25.5∗ 54.6∗ 53.6∗ 51.6∗ 62.4 54.2∗

10 21.9∗ 21.7∗ 20.3∗ 26.0 22.5∗ 49.4∗ 48.4∗ 45.2∗ 54.2 47.2∗

ROB-t

0.5 23.3∗ 23.8∗ 24.0 20.0∗ 22.2∗ 41.7 41.9 42.0 38.9∗ 40.8

1 23.8∗ 24.2 24.3 22.2∗ 23.6† 42.6 42.5 42.5 41.4 42.6

5 24.3∗ 24.7 24.7 24.7 24.5 43.5† 43.6 43.3∗ 44.5 42.9∗

10 24.1∗ 24.5† 24.5 24.8 24.4 43.4† 43.8 43.7 44.3 43.0

ROB-d

0.5 26.6∗ 27.1∗ 27.4 23.0∗ 25.5∗ 46.3 45.5 45.6 43.5∗ 46.0

1 26.5 26.9 26.9 25.4∗ 26.9 45.8 45.3∗ 45.6† 45.7† 47.0
5 24.5∗ 24.6∗ 24.2∗ 26.5 25.5∗ 44.3∗ 42.9∗ 42.0∗ 46.1 42.8∗

10 23.1∗ 23.1∗ 22.8∗ 25.6 23.8∗ 41.2∗ 40.7∗ 40.1∗ 45.0 40.2∗

CLEF03

0.5 47.8 48.8 49.3 44.0∗ 47.3 34.3 35.0 34.8 32.3† 33.8

1 47.7 48.4 48.2 46.2∗ 49.3 33.6 34.3 34.5 33.5 34.33

5 42.7∗ 45.2∗ 44.0∗ 47.0 46.2 32.2† 31.8† 32.2 33.8 32.7

10 39.5∗ 41.0∗ 39.7∗ 45.0 43.8 31.5† 31.3 30.7∗ 32.8 31.0

GIRT

0.5 40.2∗ 40.4∗ 42.1 35.0∗ 39.8∗ 67.8 67.1 67.5 62.5∗ 66.5

1 41.0∗ 41.4∗ 42.3 38.5∗ 41.5 69.5 67.8∗ 68.9 65.5∗ 67.0∗

5 41.3 41.7 41.6 41.8 40.5∗ 70.4 68.4∗ 68.7∗ 69.7 66.1∗

10 41.0∗ 41.2† 41.2 42.0 39.7∗ 70.0 68.0∗ 67.8∗ 69.6 65.2∗

TEL-BL

0.5 31.5∗ 33.0 33.0 21.6∗ 24.8∗ 47.2 47.8 47.6 35.6∗ 41.0∗

1 31.6∗ 32.5 33.3 26.8∗ 29.5∗ 47.6 48.4 49.0 43.0∗ 45.8

5 32.0† 32.5 33.0 31.3∗ 33.4 49.8 49.4 50.0 47.4† 48.6

10 31.8∗ 32.4∗ 32.9∗ 31.8∗ 33.6 49.0 49.6 50.0 48.8 50.2

queries, containing only few keywords. The PL2 model seems to give better re-
sults with c = 5, whereas the log-logistic ones tend to prefer c = 0.5 and InL2
c = 1. A two-sided T-test as well as a Wilcoxon test were computed between the
results obtained with the best performing model and the results of other models
with the same parameter setting. A ∗ in table 2 indicates that the difference
between the two models considered is significant with both tests (p = 0.05),
whereas a † indicates that the difference is significant with only one test (again
with p = 0.05). For the MAP, out of 28 runs, log-logistic models perform slightly
better than standard DFR models 13 times, and slightly worse 15 times. In
most cases, there is no significant difference between the first and second best
results (which are often obtained with two different models: standard DFR or
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log-logistic). Moreover, over all parameter settings, there is no significant differ-
ence between the best standard DFR models and the best log-logistic models
on all collections but TREC3-t, for which the PL2 model outperforms the other
ones. For the precision at 10 documents, log-logistic models are slightly better
15 times out of 28 (and slightly worse 13 times). Over all parameter settings,
there is no significant difference between standard DFR models and log-logistic
ones on all collections considered here.

We also tested three different variants of the language model (LM) on these
collections. Table 3 shows the performance of these variants, where the first sub-
column corresponds to a 0.5 jelinek mercer smoothing, the second sub-column
to a μ = 1000 Dirichlet Smoothing, and the third sub-column to a leave-one-out
likelihood Dirichlet smoothing estimation [10]. As one can note, the best results
obtained with LM models are either equal or slightly lower than the best results
obtained with standard DFR and log-logistic models, on all collections.

Table 3. Mean Average Precision and Precision at 10 documents for language mod-

els with 3 differents settings: first sub-column corresponding to a 0.5 Jelinek-Mercer

smoothing, second to a μ = 1000 Dirichlet prior, and third to a Dirichlet prior estimated

with the leave-one-out likelihood method

TREC3-t ROB-t ROB-d CLEF03 GIRT TEL-BL

MAP 23.0 26.8 26.2 22.7 24.5 24.8 26.4 27.0 26.9 48.9 46.2 48.5 39.5 39.5 40.9 31.8 27.4 32.0

P10 43.8 53.4 54.4 39.3 43.9 44.2 44.3 45.7 45.5 35.0 32.5 34.0 65.6 67.3 68.7 47.8 44.4 49.0

It is interesting to note that model LGD outperforms model LG overall, which
means that the estimation based on the document frequency (nw) is better than
the one based on the collection frequency (Fw). Language models are however
unable to directly use document frequency information, since there is no direct
way to convert this information into a probability distribution to be used as a
collection model.

6 Conclusion

We have in this paper first introduced an analytical characterization of heuristic
retrieval constraints and reviewed several DFR models wrt this characterization.
This review showed that the first normalization principle of DFR is necessary to
make the model compliant with retrieval constraints. We have then introduced
a new model based on the log-logistic distribution to derive a simplified DFR
model, and have shown that this simplified model contained, as a special case,
the standard language model with Jelinek-Mercer smoothing. This relation is,
to our knowledge, the first connection between the DFR and language modeling
approaches to IR. Lastly, we have presented experimental results obtained on
several standard collections which validate the simplification and the model we
have introduced.
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A Analytical Characterization of IR Heuristics

We show here that the conditions we have presented in section 2 are closely
related to the formal definitions of heuristic retrieval constraints given by Fang
et al. [6]. The notation is the same as the one used before. In particular, a
retrieval function, RSV , is defined by RSV (d, q) =

∑
w∈q∩d h(xd

w, yd, zw, θ). We
first briefly recall the definitions of [6]:

TFC1: Let q = w be a query with only one term w. Assume yd1 = yd2. If
xd1

w > xd2
w , then RSV (d1, q) > RSV (d2, q).

TFC2: Let q = w be a query with only one term w. Assume yd1 = yd2 = yd3

and xd1
w > 0. If xd2

w −xd1
w = 1 and xd3

w −xd2
w = 1, then RSV (d2, q)−RSV (d1, q) >

RSV (d3, q)−RSV (d2, q).

LNC1: Let q be a query and d1, d2 two documents. If for some word w′ ∈
q, xd2

w′ = xd1
w′ + 1 but for any query term w, xd2

w = xd1
w , then RSV (d1, q) ≥

RSV (d2, q).

LNC2: Let q be a query. ∀k > 1, if d1 and d2 are two documents such that
yd1 = k×yd2 and for all terms w, xd1

w = k×xd2
w , then RSV (d1, q) ≥ RSV (d2, q).

http://reports-archive.adm.cs.cmu.edu/cald2005.html
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TF-LNC: Let q = w be a query with only one term w. If xd1
w > xd2

w and
yd1 = yd2 + xd1

w − xd2
w , then RSV (d1, q) > RSV (d2, q).

TDC: Let q be a query and w1, w2 be two query terms. Assume yd1 = yd2,
xd1

w1 +xd1
w2 = xd1

w2 +xd2
w2. If idf(w1) ≥ idf(w2) and xd1

w1 ≥ xd2
w1, then RSV (d1, q) ≥

RSV (d2, q).

An interesting special case of TDC corresponds to the situation where w1 only
occurs in d1 and w2 only in d2. With this setting, the constraint can be
formulated as:

speTDC: Let q be a query and w1, w2 two query terms. Assume yd1 = yd2,
xd1

w1 = xd2
w2, xd2

w1 = xd1
w2 = 0. If idf(w1) ≥ idf(w2), then RSV (d1, q) ≥ RSV (d2, q).

The following property provides an analytical characterization of the above con-
straints (s.c. stands for sufficient condition).

Property 1. Let:

∀(y, z, θ), n ∈ N
∗, an = h(n, y, z, θ)

∀(x, z, θ), n ∈ N
∗, bn = h(x, n, z, θ)

∀(y, z, θ), n ∈ N
∗, cn = h(n + 1, y, z, θ)− h(n, y, z, θ)

(i) TFC1 ⇐⇒ an increasing. A s.c. is: ∀(y, z, θ), ∂h(x,y,z,θ)
∂x > 0

(ii) TFC2 ⇐⇒ cn decreasing. A s.c. is: ∀(y, z, θ), ∂2h(x,y,z,θ)
∂x2 < 0

(iii) LNC1 ⇐⇒ bn decreasing. A s.c. is: ∀(x, z, θ), ∂h(x,y,z,θ)
∂y < 0

(iv) LNC2 ⇐⇒ ∀(z, θ), (m, n) ∈ N
∗, k > 1, h(km, kn, z, θ) ≥ h(m, n, z, θ)

(v) TF-LNC ⇐⇒ ∀(z, θ), (m, n, p) ∈ N
∗, h(m + p, n + p, z, θ) > h(m, n, z, θ)

(vi) speTDC⇐⇒ ∀(x, y, θ), ∂h(x,y,z,θ)
∂z < 0

As mentioned before, conditions (i), (iii) and (vi) directly state that h should
be increasing with the term frequency, and decreasing with the document length
and the document/collection frequency. Note that condition (vi) only represents
a necessary condition for the constraint TDC, as we have considered here a
restricted form (speTDC) of this contraint. Condition (iv) and (v) directly regu-
late the interaction between the term frequency and the document length. Lastly,
conditions (i) and (ii) state that h should be an increasing, concave function of
the term frequency, the concavity ensuring that the increase in the retrieval score
will be smaller for larger term frequencies.
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Abstract. Retrieving relevant items as a response to a user query is the

aim of each information retrieval system. But ‘without an understanding

of what relevance means to users, it is difficult to imagine how a system

can retrieve relevant information for users’ [1]. In this paper, we try to

capture what relevance is for a particular user and model his profile im-

plicitly considering his non declared preferences that are inferred from

a ranking of a reduced set of retrieved documents that he produces. We

propose an ordinal regression based model for interactive ranking which

uses both the information given by this subjective ranking, as well as

the multicriteria evaluation of these ranked documents, to adjust opti-

mally the parameters of a ranking model. This model consists of a set of

additive value functions which are built so as they are as compatible as

possible with the subjective ranking. The preference information used in

our model requires reasonable cognitive effort from the user.

Keywords: Ordinal Regression, UTA Method, Multiple Criteria Anal-

ysis, Interactive Information Retrieval Model, Aggregation, Personaliza-

tion, Implicit User Profile, Relevance Feedback.

1 Introduction

According to [2], user’s Information Need (IN) receives many transformations
before being submitted to an Information Retrieval System (IRS). In fact, when
a user is in a problematic situation, he needs information beyond his knowledge
to solve his problem. He then perceives the IN and builds a mental represen-
tation of it, called the Perceived Information Need (PIN) which is an implicit
representation in the user’s mind. Next, the user expresses this PIN in a Request
(RQ) which is a representation of the PIN in a human language, usually in nat-
ural language. Finally, he transforms RQ in the IRS language which is mainly
boolean. This is the Query (Q) that he submits to the IRS.

These four levels are ordered in decreasing abstraction levels, i.e. if � repre-
sents the binary relation whose semantics is ‘more abstract than’, then we have
IN � PIN � RQ � Q. Moving from one level to a less abstract one is neces-
sarily accompanied with some drift from the original need that is caused by the
perception of the IN, the translation of the PIN, or the formulation of the RQ.

Considering the information objects that IRSs try to retrieve, we can distin-
guish 3 different abstraction levels. In fact, each author, when publishing his

L. Azzopardi et al. (Eds.): ICTIR 2009, LNCS 5766, pp. 66–78, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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document, has some knowledge or information in mind (K) that he wants to dis-
seminate. The physical entity corresponding to the document is in fact a specific
formulation of K, namely DR. Also, documents are not stored in the DR form
in IRSs. They are rather indexed and stored differently, namely as document
surrogates (DS), such as inverted indexes, titles, abstracts, keywords, snippets,
anchor texts, etc. Therefore, we have K � DR � DS.

The aim of any IRS is to find relevant items meeting information seeker’s
need. Nevertheless, a fundamental question is: what kind of relevance do IRSs
try to optimize ? and is it the relevance that users mean ?

Although research in information retrieval (IR) began during the 1950s, rel-
evance still remains a crucial and much debated concern of IR, thus a major
area of research in the field. One noticeable conclusion that can be drown from
these studies is that there is no one single relevance but rather a system of rel-
evances where each definition depends on factors such as i) the query level (IN,
PIN, RQ, Q) [3], ii) the document level (K, DR, DS) [4], iii) the considered
sources of evidence (the term frequency tf, the inverse document frequency idf,
the document length, etc.) [5], and iv) the way all these sources of evidence
are combined to produce the final ranking, i.e. the IR models (Boolean, Vector
Space, Probabilistic, Language, etc. [6]).
Formally, let

– N = {IN, PIN, RQ, Q} be the different user’s information need levels,
– D = {K, DR, DS} be the different author’s information object levels,
– F be the set of factors or criteria that IRSs use to assess relevance, and
– M be the set of IR models that encompass the way the preceding factors are

combined to compute a relevance score.

For each combination of these elements, there exists one definition for relevance.
The set Rel of all the kinds of relevances is:

Rel = N ×D × F ×M (1)

In [7], relevance is a relation between some form of the information need N
and the document D. This definition is coherent with the model of equation (1)
when we suppose that giving some information need and a document entity, there
exists an optimal combination of F ×M . In this vein, [7] proposed a typology
of relevances that spans from a system oriented definition, namely a system or
algorithmic relevance to a more personalized one, namely cognitive relevance or
pertinence.

According to this framework, most IRSs aim to maximize an algorithmic
relevance by retrieving document’s surrogates (DS) matching the query (Q).
Therefore, they basically differ w.r.t. the factors used to assess relevance as well
as the way these factors are combined.

Relevance feedback (RF) is a wide area of research in IR that could be consid-
ered as an attempt to move from a systems-centered to a user-centered definition
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of relevance. Most of RF techniques iteratively modifies the description of the
information need, i.e. the query, by adding or discarding terms or expressions.
Thus, a new query is formulated by adding the selected terms for a second
round retrieval. Through query expansion, some relevant documents missed in
the initial round can then be hopefully retrieved to improve the overall system
performance. Put differently, RF, in its current form, modifies the N component
of the N ×D × F ×M model.

In this paper, we introduce a new way of dealing with relevance information
by optimizing the M component of the N ×D × F ×M model. We propose a
semi-supervised extension of the multicriteria model of [8] that incorporates rele-
vance information. The resulting interactive model aims for a more personalized
information retrieval and is based on ordinal regression methods. In this model,
the learning phase is used for the tuning of the aggregation function combining
document’s performances on a set of relevance criteria. The novelty of our ap-
proach is that it is a way for modeling the user profile implicitly, i.e. considering
non declared preferences that are inferred from a ranking of a reduced set of
retrieved documents.

The paper is organized as follows. We first report related work in Section 2.
The multicriteria model [8] is then briefly described in Section 3. Our interactive
multicriteria model in presented in Section 4. Conclusions and avenues for future
research are provided in the final section (Section 5).

2 Related Work

This paper is concerned with how to deal with relevance information. Therefore
we report hereafter related research in the field of relevance feedback.

There are three families of relevance feedback techniques [9,10]: explicit feed-
back, implicit feedback, and blind or pseudo relevance feedback.

2.1 Explicit Feedback

It is a process in which the user conducts an initial query, then provides explicit
relevance feedback. We distinguish two categories of explicit feedback depending
on whether relevance judgments concern documents or terms.

In the first case, the user has to assess some retrieved documents as relevant
or not. Afterwards, additional terms from these documents are used to compute
a new query formulation for a new round retrieval. A second class of explicit
feedback, called search suggestion or search assistance, consists of allowing users
choose relevant terms that are automatically computed beforehand. These terms
are afterwards used in order to compute a new query formulation for a new
retrieval. It is used by several search engines which try to assist users refine
their queries by providing related topics. In both cases, the process can also go
through one or more iterations until the user is satisfied.
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2.2 Implicit Feedback

Implicit or indirect feedback is inferred from user behavior, such as noting which
documents are selected for viewing, the duration of time spent viewing a docu-
ment, noting page browsing or scrolling actions, or using techniques such that
eye-tracking. For instance, on the web, DirectHit ranks more highly documents
which are viewed by users more often. Also, Clickstream data, i.e. data about
what links a user clicks on, also provides indirect relevance feedback. Even the
link structure of the collection, used in the PageRank algorithm, can be viewed
as implicit feedback, but provided by page authors rather than readers.

2.3 Blind Feedback

Blind feedback or pseudo relevance feedback is obtained by assuming that the
top k retrieved documents in the result set of cardinality n (usually k � n)
are relevant. Therefore, blind feedback automates the manual part of explicit
feedback and thus there is no need for user intervention. This technique mostly
works, especially in the TREC ad hoc task. Nevertheless, as a full automatic
process, it can cause query drift in a wrong direction, as unrelated terms are
added to the query.

A variant of pseudo-relevance feedback, called ‘Real-Time Query Expansion’
(RTQE), consists of suggesting additional query terms while the user is typing his
query, i.e. offering query expansion facility while the query is formulated. Similar
techniques have already been implemented in commercial search engines, such
as the Google Suggest.

Whatever is the query expansion technique, relevance information is used in
order to either adjust the weights of terms in the original query, or to add or dis-
card terms to/from the initial query. Relevance feedback was first implemented
using the Rocchio algorithm [11].

3 The MultiCriteria Model for IR

Here, we briefly describe the MultiCriteria Model for IR (MCM-IR). Only
relevant elements of the model are reported here. For a more comprehensive
presentation of the model, we refer the interested reader to [8].

In the MCM-IR model, relevance is defined by a set of criteria and ranking is
derived from pairwise comparisons of document performance vectors (document
profiles) using decision rules identifying positive and negative reasons for judging
whether or not a document should get a better ranking than another.

Let us mention that the MCM-IR model, as several retrieval models, aims to
maximize an algorithmic relevance, and therefore does’t involve any kind of user
preferences or needs.

The overall approach is split into four phases:

– The modeling phase consists in identifying various factors affecting relevance.
These factors are used to develop a set of appropriate decision criteria which



70 M. Farah

model different aspects of relevance. Each criterion will give rise to a partial
preference relation (binary relation) modeling the way two documents are
compared, according to that criterion.

– The filtering phase aims at identifying a reduced set of potentially high rel-
evant documents. To do so, we use a profile-based filter which selects docu-
ments that satisfy an acceptance profile defined by minimal requirements on
the values of some or all criteria.

– The aggregation phase aggregates partial preference relations derived from
pairwise comparisons of documents w.r.t. each criterion, into one or more
global preference relation(s). A global preference relation indicates how two
documents are compared w.r.t. all the considered criteria.

– The exploitation phase processes global preference relations resulting from
the previous phase in order to derive the final ranking of documents.

3.1 Modeling Phase

A criterion is the basis for partial relevance judgments as to whether a document
is more or less relevant than another w.r.t. a specific point of view. It is modeled
by a real-valued non-decreasing function g defined on the set of documents which
aims at comparing any pair of documents dj and dk, on a specific point of view,
as follows:

g(dj) ≥i g(dk)⇒ dj ‘is at least as relevant as’ dkw.r.t. criteriongi

Since, many formulations of each criterion are possible, we should not overem-
phasize the criterion scores of documents. Thus, it is often inadequate to consider
that slight differences in evaluation should give rise to clear-cut distinctions.

Imprecision underlying criteria design is modeled using 2 discrimination
thresholds [12]:

– An indifference threshold allows for two close-valued documents to be judged
as equivalent although they do not have exactly the same score on the crite-
rion. The indifference threshold basically draws the boundaries between an
indifference and a preference situations.

– A preference threshold is introduced when we want or need to be more precise
when describing a preference situation. Therefore, it establishes the bound-
aries between a situation of a strict preference and an hesitation between an
indifference and a preference situations, namely a weak preference.

A criterion gi, having indifference and preference thresholds qi and pi (pi ≥ qi ≥
0) is called a pseudo-criterion. Comparing two documents dj and dk according
to a pseudo-criterion gi leads to the following partial preference relations:

djIidk ⇔ −qi ≤ gi(dj)− gi(dk) ≤ qi

djQidk ⇔ qi < gi(dj)− gi(dk) ≤ pi

djPidk ⇔ gi(dj)− gi(dk) > pi
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where Ii, Qi and Pi represent respectively indifference, weak preference and
strict preference relations restricted to criterion gi. These 3 relations could be
grouped into an outranking relation Si = (Ii ∪ Qi ∪ Pi) such that djSidk ⇔
gi(dj)−gi(dk) ≥ −qi which corresponds to the assertion dj ‘is as least as relevant
as’ dk w.r.t. the aspects covered by criterion gi.

To model situations where a very low score of a document dk w.r.t. dj accord-
ing to some criterion gi cannot be compensated by good scores on one or several
other criteria, we use a veto threshold vi (vi ≥ pi) and define the following veto
relation Vi : djVidk ⇔ gi(dj)− gi(dk) > vi. In this case, dk cannot be considered
as ‘at least as relevant as’ dj .

3.2 Ranking Procedure

In order to get a global relevance model on the set of documents, outranking
approaches are used [13]. They are based on a partial compensatory logic and
consist of two phases: an aggregation phase and an exploitation phase.

Aggregation Phase: Outranking approaches take as input the partial pref-
erence relations induced by the criteria family and aggregate them into one or
more global preference relation(s) S. They are particularly relevant since they (i)
permit considering imprecision in document evaluations, (ii) can handle criteria
expressed on heterogeneous scales, (iii) use all the available information on docu-
ment performances, and (iv) do not necessarily require inter-criteria information
such as weights.

In order to accept the assertion djSdk, stating that ‘document dj is at least
as relevant as document dk’, the following conditions should be met:

– a concordance condition which ensures that a majority of criteria are con-
cordant with djSdk (majority principle).

– a discordance condition which ensures that none of the discordant criteria
strongly refutes djSdk (respect of minorities principle).

In the original paper, authors suppose that there is no information on the relative
importance of criteria. Thus, to accept assertions like djSdk, they use decision
rules based on the criteria supporting (positive reasons) or refuting (negative
reasons) this assertion. They use embedded outranking relations such as:

djS
1dk ⇔ C(djSdk) = F

djS
2dk ⇔ c(djPdk) ≥ c(djP

− ∪Q− dk) and C(djV
−dk) = ∅

where

– F = {g1, . . . , gp} is a family of p criteria,
– P , Q, V and S are global preference relations,
– H− is a relation such that djH

−dk ⇐⇒ dkHdj ,
– Hi is a partial preference relation, i.e. restricted to criterion gi,
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– C(djHdk) = {gi ∈ F : djHidk} is the concordance coalition of criteria in
favor of establishing djHdk, and

– c(djHdk) is the number of items in C(djHdk)

The S1 relation between documents dj and dk holds if all the criteria are con-
cordant with djSdk. To accept djS

2dk, there should be more criteria concordant
with djPdk than criteria supporting a strict or weak preference in favor of dk.
At the same time, no discordant criterion should strongly disagree with this
assertion.

Exploitation Phase: Outranking relations resulting from the preceding phase
are not necessarily transitive and do not lend themselves to immediate exploita-
tion to get the final ranking. Therefore, complementary procedures, called ex-
ploitation procedures, are used in order to derive the final document ranking.
In ibidem, authors propose a procedure which consists in iteratively partition-
ing the set of documents into r ranked classes C1, . . . , Cr where each class Ch

contains documents with the same score. Documents from class Ch are more
relevant than documents from class Ch+1, ∀h = 1, . . . , (r − 1).

4 Ordinal Regression Based Model for Personalized IR

Although the MCM-IR model is very useful for IR, it suffers from two major
drawbacks. First, implementing the model is too time and space consuming,
especially for building the outranking relations in the modeling and aggregation
phases. This is nevertheless common for all pairwise approaches. To make the
model tractable, authors [8] propose a filtering phase which consists of discarding
documents w.r.t. their performances in the criteria manifold. Also, considering
there is no information on the relative importance of criteria, authors suppose
each criterion is neither prevailing, nor negligible. Thus, the response to a request
is not user sensitive.

In this paper, we suppose that relevance is modeled by a set of relevance
criteria as in the MCM-IR model. Nevertheless, while the MCM-IR model uses
outranking approaches in the aggregation phase, we propose a completely differ-
ent theoretical framework to deal with such aggregation: we use ordinal regres-
sion which aggregate document performances in a complete compensatory logic.
Moreover, our model allows considering information about user preferences.

Our interactive model alternates a dialog or interaction phase where a user
interacts with the system by ranking a reduced set of retrieved documents, and a
computation phase where the potentially relevant items are re-ranked according
to the user feedback as well as to document performances w.r.t. a set of relevance
criteria. During this last phase, model parameters are tuned in order to best fit
the user feedback. The process can go through one or more iterations of the sort.

From the theoretical point of view, similar approaches dealing with per-
sonalization do exist in the decision theory [14] as well as in combinatorial
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optimization literature [15]. These approaches basically suppose that the decision
maker (the user in our context) is able to specify a typical decision alternative
or solution (a typical relevant document in our context) which is often a non
realistic or imaginary alternative, called the reference point. Real alternatives
can therefore be ordered in decreasing order of the similarity to that reference
point.

Approaches of this family iteratively compute the best alternative (choice
problem) using either the L1-norm (weighted sum average) [16] or the L∞-norm
(the Tchebytchev distance) [17].

In the IR context, users are more familiar with the ranking philosophy, i.e.
they can easily rank a reduced set of documents from the most relevant one
to the least relevant one. Moreover, it is rather difficult to imagine how a user
can specify a reference document very specifically, i.e. a document with specific
quantitative and qualitative performances in the criteria manifold. In fact, this
needs the user to make unrealistic assertions like ‘the best document should have
tf = 12’ where tf is the term frequency. Besides, it is also difficult to imagine
the user finding a typical relevant document (holistic judgment) unless he reads
all the retrieved documents R, which is obviously unrealistic.

Considering these findings, we propose an interactive ranking procedure, called
the Ordinal Regression Based Model for Personalized IR (ORBM-PIR), which
finds its roots in the UTA method [18,19] for ordinal regression and which uses
both the information given by a subjective ranking on a set of documents given
by a user, as well as the multicriteria evaluation of these documents, to ad-
just optimally or infer the parameters of the ranking model such that it is as
consistent as possible with the subjective ranking.

Our method assumes that there exists a non-decreasing marginal utility func-
tion ui(gi) = ui corresponding to each criterion gi as well as an additive utility
function U [20] that encompasses the ranking model, i.e.

U(dj) =
p∑

i=1

ui(gi(dj)) (2)

More formally, let R = {d1, d2, . . . , dn} denote the set of retrieved documents
matching a query which is evaluated on a family F = {g1, g2, . . . , gp} of p criteria.
F is supposed to satisfy consistency conditions [13], i.e. completeness (all relevant
criteria are considered), monotonicity (increasing the evaluation of a document on
some criterion leads to increasing its relevance to a query), and non-redundancy
(no superfluous criteria are considered). Let g(dj) = [g1(dj), . . . , gp(dj)] be the
multicriteria evaluation vector of document dj . We assume, without loss of gen-
erality, that the greater is gi(dj), the better is document dj on criterion gi.

Let gi∗ = minj{gi(dj)} and g∗i = maxj{gi(dj)} be respectively the worst and
the best (finite) evaluations on gi. Ei = [gi∗, g∗i ] is the scale of criterion gi, i.e. the
range in which the values of criterion gj are found. Consequently, the evaluation
space is E =

∏
gi∈F Ei and g(dj) ∈ E is a profile in such space E.
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User preferences are elicited in the form of a ranking that can be modeled using
2 global preference relations: an indifference relation I and a strict preference
relation P . Therefore, the following generally holds for U :

djPdk ⇔ U(dj) > U(dk)⇔
p∑

i=1

ui(gi(dj)) >

p∑
i=1

ui(gi(dk))

djIdk ⇔ U(dj) = U(dk)⇔
p∑

i=1

ui(gi(dj)) =
p∑

i=1

ui(gi(dk))

The subjective ranking is therefore a complete preorder S = (P, I) on a reduced
subset R̃ ⊂ R of documents with multicriteria evaluations on E. I and P are
respectively the symmetric and asymmetric parts of this preorder that we call
hereafter the reference preorder.

As in the UTA method, we consider that for each criterion gi, the corre-
sponding marginal utility function ui is estimated by a piecewise linear function.
Thus, the range Ei is divided into αi ≥ 1 equal sub-intervals [gk

i , gk+1
i ], ∀k =

1, . . . , (αi − 1) where αi is a parameter. If Ei is discrete, αi can be set to the
number of grades of the interval Ei or a subset of these grades. Therefore, each
end point gk

i is given by the following formula:

gk
i = gi∗ +

k − 1
αi − 1

(g∗i − gi∗)

Estimating the ui functions is equivalent to estimating the variables ui(gk
i ) =

uk
i . Therefore, the marginal utility of a document dj w.r.t. criterion gi, is ap-

proximated by a linear interpolation as shown in Figure 1. Thus, for gi(dj) ∈
[gk

i , gk+1
i ], we have:

ui(gi(dj)) = uk
i +

gi(dj)− gk
i

gk+1
i − gk

i

(u(k+1)
i − uk

i ) (3)

g1
i g2

i g3
i g4

i g5
i gk

i

u1
i

u2
i

u3
i

uk
i

�

�

�

� �
� �

(
gi(dj), ui(gi(dj)) = u2

i +
gi(dj)−g2

i

g3
i
−g2

i
(u3

i − u2
i )

)

Fig. 1. Computation of the marginal utility of a document dj w.r.t. criterion gi
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To find the variables uk
i , we need to resolve the following linear program LP:

Min Z =
∑

dj∈R̃

σ(dj)

s.t
p∑

i=1

(ui(gi(dj))− ui(gi(dk))) + σ(dj)− σ(dk) ≥ δ; ∀(dj , dk) ∈ R̃2 : djPdk

p∑
i=1

(ui(gi(dj))− ui(gi(dk))) + σ(dj)− σ(dk) = 0; ∀(dj , dk) ∈ R̃2 : djIdk

u
(k+1)
i − uk

i ≥ si; ∀i = 1, . . . , p; k = 1, . . . , (αi − 1)
p∑

i=1

ui(g∗i ) = 1

ui(gi∗) = 0; ∀i = 1, . . . , p
uk

i ≥ 0, ∀i = 1, . . . , p; k = 1, . . . , (αi − 1)
σ(dj) ≥ 0; ∀dj ∈ R̃

In the preceding linear program LP, the first two family of constraints model the
reference preorder S. Using transformations of equation (3), they only involve
the principle variables uk

i . The third family of constraints are set since ui are sup-
posed to be non-decreasing marginal utility functions. The 4th constraint as well
as the 5th family of constraints are set for normalization purposes: documents
scores will range from 0 to 1. The last two family of constraints specify that the
principle variables uk

i as well as the auxiliary variables σ(dj) are non-negative.
Moreover, auxiliary variables σ(dj) model errors, δ is an arbitrary small positive
value parameter so as to significantly discriminate two successive equivalence
classes of R̃, and si is an indifference threshold parameter defined on criteria gi

to model imprecision.
The linear program LP can be resolved using the Simplex algorithm. Besides,

the structure of the preceding LP is such that it is more useful to solve the dual
in order to save time and memory.

If the optimal solution is Z∗ = 0, then there exists a least one utility function
U compatible with the reference preorder S. When the optimal value Z∗ > 0,
then there is no value function U compatible with the reference preorder S. In
such circumstances, we can pursue one of the following strategies:

– increase the number αi of breakpoints gk
i for one or several marginal utility

functions ui,
– ask the user to revise the reference preorder on R̃, or
– search over the relaxed domain Z ≤ Z∗+ε an additive value function U giv-

ing a preorder Ŝ on R̃ which is sufficiently close to the reference preorder S,
in the sense of Kendall-tau distance or Spearman-footrule distance. Branch
and bound methods could be used here.
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Fig. 2. Encoding of performances

The resulting solution is therefore used to compute the score of all the documents
of R using formula of equations (2) and (3), and rank them accordingly. This
guaranties that the resulting ranking is coherent with user preferences, thus
personalized.

Before closing this section, we briefly report the main distinctive features of
our ORBM-PIR model compared to the MCM-IR model of section 3 as well as
common linear combination methods.

To rank documents, the MCM-IR model relies on the principle of pairwise
comparison of alternatives, whereas our model is based on the idea of assigning a
global score to each document, as in the Muti-Attribute Utility Theory (MAUT).
Moreover, in the MCM-IR model, the criteria aggregation model is known a
priori (the outranking aggregation approach) while the global preferences are
unknown. On the contrary, our ORBM-PIR model involves the inference of the
aggregation model which is unknown a priori, from global preferences that are
elicited from the user.

Our model differs from common linear combination methods w.r.t. the fol-
lowing features. First, our model incorporates a semi-supervised learning phase
which allows personalization. Moreover, linear combination methods consider
that performances on each criterion gi increases linearly all along the range Ei.
This cannot model preferences corresponding to the following situations: sup-
pose that a user prefers documents with more query terms occurrences up to a
specific threshold k, after which, additional occurrences are meaningless. In our
model, such configurations are possible as shown in Figure 2.

5 Conclusion

In this paper, we proposed an ordinal regression based model for personalized IR
that allows inferring analytical aggregation models to be used to rank documents,
based on implicit user preferences given by reference preorders on a reference set
R̃. Such aggregation model is produced after the user interacts with the IRS by
picking few documents and ranking them w.r.t. his own perception of relevance.
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The novelty of the approach is that it allows modeling the user profile by
additive utility functions starting from a ranking of a reduced set of retrieved
documents.

It is worthwhile noting that even in situations where users are unlikely to
provide explicit feedback and assess the relevance of some returned documents,
we can use implicit feedback techniques to deduce a personalized ranking. A
straightforward strategy would be to rank documents in decreasing order of the
duration of time spent viewing them.

Experimentation of the proposed model is ongoing research and will be re-
ported in future publications.

Future research aims to consider situations when we have more information
than the ranking itself. For example, when we have information related to the
intensity of preferences, i.e. information expressed by assertions of the type ‘dj

is preferred to dk at least as much as dl is preferred to dm’ whether expressed
on particular criterion or in a holistic fashion. Also, it is interesting to device
procedures that handle preference information with gradual credibility.
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Abstract. We develop a novel probabilistic approach to ad hoc retrieval

that explicitly addresses the uncertainty about the information need un-

derlying a given query. In doing so, we account for the special role of

the corpus in the retrieval process. The derived retrieval method inte-

grates multiple relevance models by using estimates of their faithfulness to

the presumed information need. Empirical evaluation demonstrates the

performance merits of the proposed approach.

Keywords: relevance models, ad hoc retrieval, faithfulness measures.

1 Introduction

The ad hoc retrieval task is to find documents relevant to an information need
expressed by a query. However, it is often a hard challenge to infer what the
underlying information need is, especially in the case of ambiguous queries.

We present a novel probabilistic framework to ad hoc retrieval that explicitly
addresses the uncertainty about the information need expressed by a query. In
doing so we account for two major factors that affect uncertainty, namely (1) the
fact that the same query can be used to represent different information needs,
and (2) the “nature” of the corpus upon which the search is performed. A case
in point for the latter, a query for the car Jaguar used over the Web should
better include the term “car”, yet this term has no discriminative power in a
portal dedicated to cars. The retrieval model that we derive integrates multi-
ple relevance models [1,2], e.g., statistical language models that are presumed
to generate terms in relevant documents. These relevance models potentially
correspond to information needs that may underlie the query.

Our framework can be instantiated in various ways to yield specific retrieval
algorithms, varying, for example, in the set of relevance models considered and
in the faithfulness we attribute to each of them with respect to an information
need presumably represented by the query.

To exemplify the practical potential of our framework, we take a pseudo feed-
back approach, and construct multiple relevance models based on documents
sampled from an initially retrieved list. We then propose several faithfulness mea-
sures. Empirical evaluation demonstrates the performance merits of our methods
with respect to using a single relevance model.

L. Azzopardi et al. (Eds.): ICTIR 2009, LNCS 5766, pp. 79–91, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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2 Retrieval Framework

Taking a probabilistic approach to the task of ad hoc retrieval, our basic goal is
to estimate the probability p(d|q) that a given document d is relevant to a given
query q. Since the relevance of a document should in fact be determined with
respect to the information need Iq represented by q rather than with respect
to q itself, it is important to reason about that information need within the
process of estimating p(d|q). The latter task is obviously challenging, because q
can potentially represent different information needs, and, because in the ad hoc
setting we usually do not have any information about Iq other than q.

Hence, while we assume that q communicates an (arbitrary complex, yet)
single information need of the user, we should still strive to model and reason
about our uncertainty on what that information need actually is.

Having this agenda in mind, we first consider the generative assumption for
relevance [1,2] that states:

Assumption 1 (generative assumption). Given information need I, there
exists a relevance model R that generates the content in queries representing I
and in documents relevant to I.

The probabilistic graphical model representing this assumption is depicted in
Fig. 1a. Henceforth, bold-faced and regular letters correspond to random vari-
ables and values of these random variables, respectively. The focus of prior work
with respect to Assumption 1 was on estimating (some form of) a relevance
model R by treating q as an observed sample from it; the documents are then
ranked using (an estimate of) p(d|R) [1]. However, as we argue next, the esti-
mation of R touches only a part of the overall picture of the retrieval process.

We observe two “operational” aspects by which Assumption 1, as well as its
practical realization described above, can be enhanced. The first aspect concerns
the uncertainty about the information need underlying q. Prior work has coupled
the information need with the relevance model, and addressed the uncertainty
as an implicit part of estimating R. Thus, while the graphical model induces

p(d|q) =
∑
I,R

p(d|R)p(R|I, q)p(I|q) ,

in practice, a single relevance model R∗ = arg maxR p(R|q) was selected by the
virtue of choosing a specific estimation procedure for R, and then p(d|R∗) served
for p(d|q). Note that doing so can conceptually be viewed as replacing the true
evidence q on q with a de facto evidence R∗ on R, obtained by assuming, for
example, (i) independence of R from I given q, and (ii) p(I|q) is a uniform
distribution over those I that can represent q. In other words, in practice, the
treatment of the uncertainty about the underlying information need is (implic-
itly) embodied in the specific choice of estimation technique for R∗ rather than
being reasoned about in the overall probabilistic model that R is a part of.

The second aspect is that of the context. Even if we were to know “exactly”
what the information need is, the nature of the searched corpus C should have a
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Fig. 1. Graphical-model representation of the (a) original, and (b) revised assumptions

significant impact on the way R is defined. For example, there might be language-
specific issues (e.g., the terms “astronaut” and “cosmonaut” might need to be
attributed with different levels of importance over English and Russian corpora,
respectively). Moreover, a relevance model that can effectively discriminate (us-
ing some specific retrieval model) relevant documents from non-relevant ones
over one corpus, might not be able to do so over a different corpus (e.g., recall
the “Jaguar car” example from Sect. 1).

Given these two observations, we revise Assumption 1 as follows:

Assumption 2. Given information need I and corpus C, there exists a rele-
vance model R that generates documents relevant to I. Likewise, I and C deter-
mine the likelihood of a query q being selected to represent I in the context of C.

Figure 1b depicts the corresponding graphical model. The major addition is
modeling the dependence of R on the corpus C. Note that the notion of corpus
should be interpreted here not as a specific collection of documents, but rather
as a corpus characterization (like “all documents on the Web” or “a collection
of professional articles on various aspects of cardiology”, etc.) Consequently, to
represent the need for information about, for instance, “Jaguar cars”, a relevance
model R defined over the Web should better assign high importance to both the
terms “Jaguar” and “car”, while for R defined over a portal of cars, the term
“car” should be assigned with low importance, if at all1.

The second difference from Assumption 1 is that q is no longer assumed to be
generated by R, but rather selected by a user to communicate her information
need I in the context of C. For example, the user interested in a Jaguar car is
less likely to use the single-term query “Jaguar” when searching over the Web,
than when searching over a cars’ portal. The reverse also holds, that is, the query
“Jaguar” used over the Web should be considered by the search system to reflect
a need for information with regard to both the car and the cat (potentially to
varying degrees of importance) in lack of additional signal about the “true” need.

In the probabilistic model induced by Assumption 2, R still probabilistically
depends on q, but now via I and C. That is, the observed query q reflects the
latent information need I over C, while I and C determine the relevance model

1 In practice, this could be done either implicitly (due to smoothing of document

language models [3]), or explicitly [4].
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R. We now turn to estimating p(d|q) using Assumption 2. Specifically, we show
that the indirect coupling between R and q via I and C allows for a direct
reasoning about our uncertainty on the information need underlying q.

It is a fact that

p(d|q) =
∑

C,I,R

p(d|R, I, C, q)p(I, C, R|q) ,

where the summation is over the universes of all corpora, information needs,
and relevance models. Assumption 2 implies that the relevance of d to I can be
determined based on R, and that R is uniquely determined given I and C. Thus,

p(d|q) =
1

p(q)

∑
C,I,R

p(d|R)p(R|I, C)p(I|q, C)p(q|C)p(C) ; (1)

this equation calls for a closer examination.
The first component of the summation term, p(d|R), provides the common

ground between Assumptions 1 and 2 — it is the probability that d is gener-
ated from R, i.e., that d is relevant to the information need represented by R.
The other components involve the corpus C and are therefore specific to As-
sumption 2. First, p(R|I, C) is either 0 or 1, depending on whether R is the one
corresponding to the given I and C. Next, p(I|q, C) is the probability that I
is the information need communicated by q in the context of C. This compo-
nent has an interesting property that the entropy of p(I|q, C) is essentially the
“query difficulty” [5]. That is, the closer the distribution p(I|q, C) to uniform
(i.e., higher entropy), the more difficult it is to infer the information need under-
lying q, and consequently, the harder it is to distinguish between relevant and
non-relevant documents. Indeed, some estimates for query difficulty (a.k.a. query
performance) rely on the connection between q and C [5]. Finally, the probabil-
ity p(q|C) could be viewed as referring to the potential of having information
in C that corresponds on a surface-level to q. For example, if q is written in a
different language than that used in C, then this correspondence will be low.
As a result, while the appropriate relevance model R for C will be described in
terms of the language used in C (e.g., a cross-lingual relevance model [6]), the
probability of relevance, p(d|q), will be lower than that for a query that uses the
same language used in the corpus.

Deriving estimates for some of the probabilities in Eq. 1, specifically, p(d|R)
and p(I|q,C), is obviously a hard task. Therefore, we make the following prag-
matic assumptions and estimation choices. First, we use the standard relevance
language model approach [1] for the estimate p̂(d|R) — i.e., we use the probabil-
ity that terms in d are generated by a statistical language model representing R.
Second, since not query difficulty but uncertainty about the information need is
of our focus in this work, for p(I|q, C) we adopt a very simple estimate p̂(I|q, C)
corresponding to a uniform distribution only over information needs that can be
represented by q over C. Next, we use q as a proxy for those I it can represent
as it is the only piece of information we have with respect to the underlying
information need in lack of an informative prior over information needs and/or
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additional user (relevance) feedback. Finally, we focus on the single-corpus search
task (i.e., assume a single corpus C), and leave the multiple-corpora search task
for future work, so as to arrive to the following rank equivalence:

p̂(d|q) rank=
∑
R

p̂(d|R)p̂(R|q, C) . (2)

It is important to note that while p(R|I, C) is either 1 or 0, this is not the case for
p̂(R|q, C) that results from using q as a proxy for I, as q can represent different
information needs2. In what follows we treat p̂(R|q, C) as the probability that
R corresponds to some information need I that is represented by q, where q is
used to search information relevant to I over C.

2.1 Application

There are numerous ways of instantiating the ranking method presented in Eq.
2. However, to study the potential practical merits of the method, we need to
make several implementation decisions. In what follows we present a possible set
of such decisions, which constitutes only one example for how to use Eq. 2 to
derive specific retrieval algorithms.

Our first task is to specify the set of relevance models to be utilized. There are
various approaches for constructing relevance models (e.g, using documents [1],
passages [7], document clusters [8], etc.). Here, we focus on utilizing documents
for relevance-model construction.

Let p(w|x) denote the probability assigned to term w by a (smoothed) unigram
language model induced from text x. We use D[m]

init (Dinit in short) to denote the
list of m documents d in the corpus C that yield the highest query likelihood
p(q|d)

def
=
∏

qi
p(qi|d); {qi} is the set of query terms. We define relevance model

number 3 (RM3) [9] using the documents in Dinit:3

p(w|R)
def
= λpMLE(w|q) + (1− λ)

∑
d∈Dinit

p(w|d)

∏
qi

p(qi|d)∑
d′∈Dinit

∏
qi

p(qi|d′)
; (3)

pMLE(w|q) is the maximum likelihood estimate of w with respect to q; for p(·|d)
we use a smoothed language model of d (further details in Sect. 4); λ is a free
parameter.
2 Since (i) R can represent different I ’s, and (ii) the estimate p̂(I|q, C) is uniform over

only those information needs that can be represented by q over C, p̂(R|q, C) cannot

be assumed to be uniformly distributed over the entire universe of relevance models.
3 While RM3 assumes that q is generated from R this is not the case in Fig. 1b.

We hasten to point out that using RM3 as an estimate for R here is only intended

for performance-evaluation purposes, that is, to enable comparison of our paradigm

that uses multiple relevance models with a state-of-the-art method that uses a single

model. For full consistency with the graphical model, one could estimate R, for

example, using a pseudo-feedback approach that only treats q as evidence for I (e.g.,

the state-of-the-art model-based feedback method [10]).
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The list Dinit often also contains non-relevant documents that may cause
query drift [11] — i.e., shift between the information need underlying the query
and that represented by the relevance model. Thus, as an alternative to using
a single relevance model defined over Dinit, we define several relevance models
that are constructed from documents sampled from Dinit. Specifically, we sam-
ple m sets of k documents (in Sect. 4 we compare random sampling [12] with
cluster-based sampling [13]), and define over each set S a relevance model RS

using Eq. 3. Hopefully, some of the sampled sets will be composed of mainly
relevant documents, or more generally, will faithfully reflect a “true” underly-
ing information need. Naturally, the challenge, which we address below, is to
quantify this faithfulness.

Our second order of business with respect to instantiating Eq. 2 is to estimate
the probability of relevance model R generating the terms in document d, p̂(d|R).
Some previous work [14] showed that in terms of retrieval effectiveness, using
the cross-entropy between R and a language model induced from d is superior
to estimating the probability that terms in d are generated from R. Thus, we
use the complete-probability principle, and write:

p̂(d|R) =
p̂(R|d)p̂(d)∑
d′ p̂(R|d′)p̂(d′)

. (4)

We assume a uniform prior distribution for documents, p̂(d), and use a cross-
entropy-based measure: exp(−CE (p(·|R) || p(·|d)))=exp(

∑
w p(w|R) log p(w|d))

for the estimate p̂(R|d). We note that while this measure does not constitute a
probability distribution, the resultant estimate p̂(d|R) in Eq. 4 does.

2.2 “Faithfulness” of Relevance Models

The last and most important task towards instantiating Eq. 2 is devising the
estimate p̂(R|q, C) of the probability that a relevance model R represents an
information need underlying q with respect to C.

The estimate for relevance model RS is p̂(RS |q, C)
def
= F (RS ;q,C)∑

S′ F (RS′ ;q,C) , where
F (RS ; q, C) is a real-valued function quantifying the extent to which RS presum-
ably represents, or in other words, is faithful to, an information need underlying q
with respect to C. The first faithfulness measure that we consider is the uniform
distribution that represents the belief that all constructed relevance models in
{RS} are faithful to the same extent:4

Funiform(RS ; q, C)
def
= 1 .

Next, the constdoc method estimates the faithfulness of RS by the presumed
percentage of relevant documents in S. Naturally, the more similar the constituent
documents of S to the query are, the higher the estimate of this percentage should

4 Note that there could be, and probably are, models in the universe of relevance

models that are not in {RS} and that can faithfully represent the information need.
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be. Following work on estimating the number of relevant documents in document
clusters [15], we set:

Fconstdoc(RS ; q, C)
def
= |S|

√∏
d∈S

sim(q, d) ,

where sim(q, d)
def
= exp(−CE

(
pMLE(·|q) || p(·|d)

)
) = |q|
√

p(q|d) is d’s normal-
ized query likelihood [16]; CE is the cross-entropy and |q| is q’s length.5

Both faithfulness functions just described consider the corpus only indirectly.
We therefore study the clarity method [5], which is based on the KL divergence
between Rs and the corpus model:

Fclarity(RS ; q, C)
def
= exp(KL (p(·|RS) || p(·|C)))

= exp(
∑
w

p(w|RS) log
p(w|RS)

pMLE(w|C)
) ;

pMLE(w|C) is a maximum likelihood estimate of w with respect to C. The idea
is that relevance models that are distant from the corpus model are “focused”,
and hence, are better candidates for representing a “coherent” information need
[5]. Indeed, the value assigned by the clarity measure was shown to be somewhat
correlated with the retrieval performance of the relevance model at hand [17].

The clarity measure does not consider (directly) the query for faithfulness
estimation. The drift approach, in contrast, takes the query into account by
measuring the divergence between the ranking induced by using RS and that
induced by using q. The idea is that the more distant the rankings are, the less
faithful RS is to the information need represented by q — i.e., the more chances
there are for query drift [5,17]. The drift approach was shown to be effective
for selecting a single relevance model from a set of candidates [17]. Formally, let
Lq and LRS be the lists of 100 documents retrieved by using the original query

q, and relevance model RS , respectively. Let p(w|L)
def
= β
∑

di∈L pMLE(w|di) +
(1−β)pMLE(w|C) be the language model induced from the document-list L; we
set β = 0.8 [17]. The drift faithfulness measure is then:

Fdrift(RS ; q, C)
def
= exp(−CE (p(·|Lq) || p(·|LRS )))

= exp(
∑
w

p(w|Lq) log p(w|LRS )) . (5)

3 Related Work

Some previous work is conceptually similar to ours in that it addresses the
uncertainty with respect to the information need by using multiple (manually-
created) query representations [18,19,20]. However, no probabilistic framework
5 Using the arithmetic mean of the document-query similarity values yields perfor-

mance inferior to that of using the geometric mean.
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was presented, and the “faithfulness” of a query representation to the underlying
information need was not modeled.

Recent work [17] selects a single relevance model, using the clarity and drift
measures, from a set of models constructed from the initial list Dinit. In Sect. 4
we demonstrate the merits of our approach with respect to this paradigm.

There are various methods — including document re-sampling as we use
here [12,13] — for improving the retrieval effectiveness of relevance models
(e.g.,[7,8,4,13]), and of query-expansion models that could be viewed as rele-
vance models (e.g., [10,12]). These methods produce a single relevance model
used for ranking, in contrast to our approach that uses multiple relevance mod-
els for ranking. However, our approach can potentially use these methods as it
is not committed to a specific paradigm of relevance-model estimation.

4 Evaluation

4.1 Experimental Setup

We conducted experiments on four TREC data sets: (i) AP (disks 1-3, topics 51-
150), (ii) SJMN (disk 3, topics 51-150), (iii) WSJ (disks 1-2, topics 151-200), and
(iv) ROBUST (disks 4,5 (-CR), topics: 301-450, 601-700). Topics titles served as
queries. We applied tokenization, Porter stemming, and stopword removal (using
the INQUERY list) via the Lemur toolkit6, which was also used for retrieval.

Unless otherwise specified, we use Dirichlet-smoothed unigram document lan-
guage models with the smoothing parameter value set to 1000 [3]. The query-

likelihood model [21], QL, in which document d is scored by p(q|d) def=
∏

qi
p(qi|d)

— i.e., the surface-level similarity between q and d — serves as a reference com-
parison to the algorithms we explore.

We use MAP (at cutoff 1000) and the precision of the top 5 documents (p@5)
for performance evaluation. Statistically-significant differences of performance
are determined using the two-tailed Wilcoxon test at the 95% confidence level.

An additional reference comparison to our methods is RelModel — a rele-
vance model constructed from all documents in the initial list Dinit, which was
retrieved using the query likelihood (QL) method; m, the number of documents
in Dinit, is set to 50, as is the case for all other methods. The other free pa-
rameters that RelModel incorporates are set to values so as to optimize MAP.
Specifically, λ, which controls the reliance on the original query model, is set to
values in {0, 0.2, . . . , 1}; the Jelinek-Mercer smoothing parameter of the language
models of documents in Dinit is chosen from {0.1, 0.2, . . . , 1}; and, the number of
terms used by the relevance model is set to values in {5, 10, 25, 50, 75, 100, 500}.
The documents in the corpus are ranked in RelModel by the cross-entropy be-
tween the relevance model and their Dirichlet-smoothed language models.

To create the document sets {S} upon which the multiple relevance models
are constructed, we employed either nearest-neighbor-based clustering over Dinit

(with the KL-divergence as a similarity measure) in which each document served
6 www.lemurproject.org
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Table 1. Performance numbers. Best result in a column is boldfaced. Statistically

significant differences with QL and RelModel are marked with ’l’ and ’r’, respectively

AP SJMN WSJ ROBUST
MAP p@5 MAP p@5 MAP p@5 MAP p@5

QL 22.4 45.1 19.3 33.2 32.7 55.6 25.5 48.2

RelModel 28.9l 50.7l 24.1l 38.4l 38.7l 59.2 27.6l 46.9

uniform(rand) 28.6l 50.7l 23.4l
r 38.4l 38.3l 58.8 27.1l

r 47.7

uniform(clust) 29.3l 52.7l 24.5l 39.8l 39.2l 57.2 26.9l 46.0

constdoc(rand) 28.6l 50.7l 23.5l 38.6l 38.3l 58.8 27.2l
r 47.7

constdoc(clust) 29.5l 52.7l 24.5l 39.0l 39.4l 56.8 28.4l 47.9

clarity(rand) 28.7l 50.5l 23.6l 39.0l 38.3l 58.0 27.0l
r 47.7

clarity(clust) 29.3l 52.9l 24.6l 39.6l 39.6l 58.0 27.1l
r 44.7

drift(rand) 28.6l 50.9l 23.5l 38.8l 38.2l 58.4 27.1l
r 48.2

drift(clust) 29.3l 53.1l 24.9l
r 40.8l

r 39.2l 58.0 27.7l 47.9

as a basis for a cluster, or random selection from Dinit. In each case, 50 sets of
k documents are used. Experiments with k ∈ {5, 10, 20} under cluster-based
selection showed that clusters of 5 and 10 documents yield relatively the same
performance, while those of 20 documents yield inferior performance; hence, we
set k = 10 in all tested models.

For computational reasons, we use each relevance model R to retrieve 1000
documents. Then, the lists retrieved by the multiple relevance models are fused
using Eq. 2. Note that doing so simply amounts to setting p̂(R|d) = 0 for all
but 1000 documents d that yield the highest p̂(R|d). The other free parameters
used to construct the multiple relevance models (λ, Jelinek-Mercer smoothing
parameter, and number of terms) are set to the values chosen for RelModel,
with which we compare our models as mentioned above. Hence, our multiple-
relevance-models implementations are considerably underoptimized with respect
to RelModel, as our goal is to focus on the underlying principles of our approach
rather than engage in excessive tuning of parameters’ values.

We use F(M) to denote a multiple-relevance-models implementation that uses
the faithfulness measure F∈ {uniform, constdoc, clarity, drift} and the selection
method M — either cluster-based (clust) or random-based (rand).

4.2 Results

Table 1 presents the performance numbers of our methods. Our first observation
is that in most reference comparisons (corpus × evaluation measure) cluster-
based selection of documents yields better performance than random-based se-
lection. (Compare F(clust) with F(rand) rows.) This finding attests to the merit
in constructing relevance models based on sets of similar documents that are
potentially topically related. In addition, we note that both random-based and
cluster-based implementations yield performance that is better (often to a sta-
tistically significant degree) than that of QL — the language model baseline.

The drift(clust) implementation yields, in general, the most effective perfor-
mance among the implementations we consider. Thus, the divergence between
the ranking induced by a relevance model and that induced by using the original
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Table 2. Comparison with cluster-based document re-sampling (CBRSD) [13] for

relevance-model construction. ’>QL’: percentage of queries for which the performance

transcends that of QL. Boldface: best result in a column. Statistically significant dif-

ferences with QL, RelModel, and CBRSD are marked with ’l’, ’r’, and ’c’, respectively.

AP SJMN
MAP >QL p@5 >QL MAP >QL p@5 >QL

QL 22.4 − 45.1 − 19.3 − 33.2 −
RelModel 28.9l 72.0 50.7l 34.0 24.1l 67.0 38.4l 31.0

CBRSD 29.3l 68.0 49.3 30.0 24.4l 60.0 38.2l 31.0

drift(clust) 29.3l 70.0 53.1l
c 36.0 24.9l

r 68.0 40.8l
r 37.0

WSJ ROBUST
MAP >QL p@5 >QL MAP >QL p@5 >QL

QL 32.7 − 55.6 − 25.5 − 48.2 −
RelModel 38.7l 72.0 59.2 34.0 27.6l 61.2 46.9 25.2

CBRSD 39.9l 70.0 58.4 32.0 30.7l 63.6 50.0 30.0

drift(clust) 39.2l 72.0 58.0 32.0 27.7l
c 57.6 47.9 28.4

query, which is measured by the drift measure, seems to be a relatively effective
estimate for the “faithfulness” of the relevance model to a presumed underlying
information need. This finding is in accordance with a previous report about
using drift to select a single relevance model from a set of models [17].

We can also see in Table 1 that all cluster-based implementations yield per-
formance that is better in a majority of the relevant comparisons than that
of RelModel, which constructs a single relevance model from all documents in
Dinit. While the performance differences are, in general, not to a large scale,
drift(clust), our best-performing method, outperforms RelModel to a statisti-
cally significant degree over SJMN for both MAP and p@5; also, there is only
a single case (p@5 for WSJ) in which drift(clust) is outperformed by RelModel
and the difference is not statistically significant. Recall that the performance
of RelModel was optimized with respect to three free parameters, while that of
our multiple-relevance-models was not optimized (except for the general choice
of document-sets of size 10 for all implementations over all corpora). Thus, we
view these results as gratifying, especially in light of the fact that parameters
such as the number of terms are known to have considerable impact on the
relevance-model performance. Furthermore, we note that RelModel can be used
in Eq. 2 as one of the relevance models. Indeed, initial experiments with such
implementation attest to the potential performance merits.

Performance Robustness. The relevance model, as other pseudo-feedback-based
methods, suffers from a performance robustness problem [12,13]: for some queries
the performance is worse than that of using only the original query (i.e., the
QL method). Recent work [13] addresses this issue by constructing a relevance
model using cluster-based document re-sampling (CBRSD) from Dinit so as
to “emphasize” documents with presumably high chances of relevance. We com-
pare CBRSD — with re-sampling employed over the entire list Dinit and the free
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Table 3. Integrating multiple relevance models (our approach) vs. selecting a single
(S-) relevance model [17] based on faithfulness measures. Boldface: best result in a

column; ’l’, ’r’: statistically significant differences with QL and RelModel, respectively.

AP SJMN WSJ ROBUST
MAP p@5 MAP p@5 MAP p@5 MAP p@5

QL 22.4 45.1 19.3 33.2 32.7 55.6 25.5 48.2

RelModel 28.9l 50.7l 24.1l 38.4l 38.7l 59.2 27.6l 46.9

S-constdoc(clust) 28.4l 45.7 23.9l 37.6l 40.0l 61.2 28.8l 45.9

constdoc(clust) 29.5l 52.7l 24.5l 39.0l 39.4l 56.8 28.4l 47.9

S-clarity(clust) 27.4l
r 47.3 23.6l 35.8 37.8l 57.6 24.2l

r 35.5l
r

clarity(clust) 29.3l 52.9l 24.6l 39.6l 39.6l 58.0 27.1l
r 44.7

S-drift(clust) 27.2l
r 41.4r 23.3l 35.4r 33.0r 53.2 25.8r 40.3l

r

drift(clust) 29.3l 53.1l 24.9l
r 40.8l

r 39.2l 58.0 27.7l 47.9

parameters set to the same values as those in our models and in RelModel — and
drift(clust) in Table 2. We also report for both MAP and p@5 the percentage of
queries (denoted “>QL”) for which the performance transcends that of the QL
method (i.e., performance robustness).

As we can see in Table 2 the performance of drift(clust) is in general bet-
ter than that of CBRSD on AP and SJMN, while the reverse holds for WSJ
and ROBUST. In addition, in most relevant comparisons the performance of
drift(clust) is more robust than that of CBRSD. Moreover, while drift(clust) is
more robust than RelModel in a majority of the comparisons, CBRSD is less
robust than RelModel in most comparisons. Thus, we see that our approach of
using multiple relevance models can help to improve performance robustness.

Comparison with Model Selection. As mentioned above, the clarity and drift
faithfulness measures were used in previous work to select a single relevance
model from a set of relevance models constructed by using document sampling
from the initial list Dinit [17]. Hence, in Table 3 we compare this model-selection
paradigm (rows denoted with S-) with our approach that uses faithfulness mea-
sures to integrate models. (The uniform faithfulness measure does not constitute
a selection criterion and is therefore not presented.) We can see that in most cases
selecting a single relevance model yields performance that is inferior to that of
our approach, and to that of RelModel. Thus, we conclude that there is merit
in integrating multiple relevance models over selecting a single one.

5 Conclusion

We presented a novel probabilistic approach to ad hoc retrieval that explicitly
addresses the uncertainty about the information need underlying a query. Our
derived method integrates multiple relevance models by using their estimated
faithfulness to the presumed information need. Empirical evaluation demon-
strated the merits of our approach.
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Abstract. The difficulty of a user query can affect the performance of

Information Retrieval (IR) systems. This work presents a formal model

for quantifying and reasoning about query difficulty as follows: Query

difficulty is considered to be a subjective belief, which is formulated on

the basis of various types of evidence. This allows us to define a belief

model and a set of operators for combining evidence of query difficulty.

The belief model uses subjective logic, a type of probabilistic logic for

modeling uncertainties. An application of this model with semantic and

pragmatic evidence about 150 TREC queries illustrates the potential

flexibility of this framework in expressing and combining evidence. To

our knowledge, this is the first application of subjective logic to IR.

1 Introduction

The task of an Information Retrieval (IR) system is to retrieve information from
a large repository of data in response to a user need, or query. The difficulty
of this task may be affected by various factors, relating to the system or algo-
rithms used, to the properties of the data to be retrieved, or to the inherent
difficulty of the user’s information need. The effect of the last of these factors
upon retrieval performance is often referred to as query difficulty, and is stud-
ied extensively in the field (discussed in Section 5). Our work addresses query
difficulty by proposing a formal framework for modelling query difficulty. Our
proposed formalisation consists of a belief model that considers query difficulty
to be a subjective belief, which is formulated on the basis of different types of
evidence. This belief model uses a type of logic called subjective logic [11] in or-
der to combine this evidence and to make a final estimation about the expected
difficulty of a query. Any type of evidence can be used with this model.

Subjective logic is a type of probabilistic logic that allows probability val-
ues to be expressed with degrees of uncertainty. Like any probabilistic logic,
it combines the strengths of logic and probabilities: from the area of logic, it
draws the capacity to express structured argument models, and from the area
of probabilities it draws the power to express degrees of those arguments. This
means that one can reason with argument models in the presence of uncertain
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or partially incomplete evidence. Since most of our knowledge or evidence about
query difficulty in IR can never be complete, but rather tends to include degrees
of uncertainty, subjective logic constitutes an appealing model for representing
query difficulty, in the sense that the conclusions drawn reflect any ignorance
and uncertainty of the input evidence.

Subjective logic is not the only formalism to model degrees of uncertainty.
Several other mathematical models have been proposed to this end, the oldest
being the Bayesian model of subjective probabilities (a survey of its foundations
can be found in [8]). There also exist generalisations of the Bayesian model,
(critically surveyed in [21]), the best-known of which is Dempster-Shafer’s belief
theory [7,19]. The point of departure for Dempster-Shafer from classical Bayesian
theory is its abandoning of the additivity principle of classical probabilities,
i.e. the requirement that in a given event space, the probabilities of mutually
disjoint elements must add up to 1. In classical Bayesian theory, this requirement
makes it necessary to estimate a probability value for every element of the event
space, even though there might be no basis for it, for instance in the case of
uncertainty. Instead, Dempster-Shafer’s belief theory suggests assigning a so-
called belief mass to the whole event space. This belief mass is defined on the
basis of both evidence and uncertainty about the event, hence it constitutes
a much more flexible way of representing beliefs than traditional probabilities.
Subjective logic can be seen as an alternative to the Dempster-Shafer theory, its
main difference from the former being in its definition and distribution of belief
mass: subjective logic defines belief mass as a function of not only belief and
uncertainty, but also of an apriori probability in the absence of any evidence;
furthermore, subjective logic assigns this belief mass, not to the whole event
space, but to the individual elements of the event space. It can be argued that
this allows subjective logic to formulate more expressive beliefs than Dempster-
Shafer theory [11].

One of the advantages of using a belief theory, be it with Dempster-Shafer
theory or subjective logic, is that it allows to operate on the beliefs and fuse
them. Fusing beliefs is a formal way of saying ‘combining evidence’. In the con-
text of IR, combining evidence is a process that aims to use different types of
information that may enhance IR performance, but for which we have different
degrees of uncertainty regarding the enhancement that they may bring [18]. In
this work we use two different subjective logic operations to combine evidence
about query difficulty: a fair consensus and a biased recommendation (also called
discounting).

The contribution of this work lies in proposing a type of formal logic for IR,
which has not been used before in the field, and in illustrating its application to
the representation and combination of evidence about query difficulty. To our
knowledge, whereas Dempster-Shafer theory has been used extensively in IR (see
Section 5), this is the first application of subjective logic to IR.

In the rest of this paper, Section 2 introduces belief models for subjective logic
and presents our proposed belief model of query difficulty. Section 3 introduces
the subjective logic operators for combining evidence used in this work. Section 4
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illustrates the application of our proposed belief model of query difficulty with
150 TREC queries and different types of semantic and pragmatic evidence. Sec-
tion 5 overviews related past work on logic models for IR and query difficulty.
Section 6 summarises this work and suggests future research directions.

2 Belief Model of Query Difficulty

Belief models define a set of possible situations, for instance a set of possible
states of a given system, called frame of discernment. This frame is defined over
a proposition, i.e. a statement. At any one time, only one state of the frame of
discernment can be true with respect to the proposition. A frame of discernment
with two states φ and ¬φ is called focused frame of discernment with focus on
φ. In this work, we use a focused frame of discernment.

Given any frame of discernment over a proposition, one can estimate the prob-
ability expectation that this proposition is true. This probability expectation is
computed using evidence, which is said to come from ‘observers’. An observer
can assign to a state a belief mass, which represents his belief that this state
is true with respect to the proposition. This belief can be represented in dif-
ferent ways by different uncertainty theories, for instance Dempster-Shafer or
subjective logic as discussed in Section 1. An underlying similarity in these dif-
ferent representations is that this belief includes an explicit representation of the
uncertainty of the observer about his belief.

Subjective logic considers the belief of an observer about the truth of a propo-
sition as a subjective belief marked by degrees of uncertainty, and it calls it
opinion. Let Φ = {φ,¬φ} be a binary frame. An opinion about the truth of
state φ is the ordered quadruple ωA

φ ≡ (b, d, u, a) where superscript A is the
opinion’s owner (i.e the observer), b is the belief mass supporting that the
specified proposition is true (i.e. the observer’s belief), d is the belief mass
supporting that the specified proposition is false (i.e. the observer’s disbelief),
u is the amount of uncommitted belief mass (i.e. the observer’s uncertainty),
and a is the apriori probability in the absence of committed belief mass (di-
vided uniformly among the states). These components satisfy: b+ d+u = 1 and
b, d, u, a ∈ [0, 1]. Clearly, a binomial opinion where b + d = 1 is equivalent to a
traditional probability, and a binomial opinion where b + d = 0 expresses total
uncertainty. The probability expectation of a binomial opinion is: E = b + au.

For the purpose of believing a binary proposition such as: “query q is difficult”,
we assume that the proposition will be either true or false. Hence, we define a
focused frame of discernment as shown in Fig. 1 with the states: t (true) and f
(false). The uncertainty probability of each state is represented by the belief mass
assigned to each state by different observers, who are in fact our sources of evi-
dence about query difficulty. The opinions of the three observers A, B, C shown in
Fig. 1 are: ωA

t ≡ (bA
t , dA

t , uA
t , aA

t ), ωA
f ≡ (bA

f , dA
f , uA

f , aA
f ), ωB

t ≡ (bB
t , dB

t , uB
t , aB

t ),
ωB

f ≡ (bB
f , dB

f , uB
f , aB

f ), ωC
t ≡ (bC

t , dC
t , uC

t , aC
t ), ωC

f ≡ (bC
f , dC

f , uC
f , aC

f ), where
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BELIEF MODEL OF QUERY DIFFICULTY

t f

query q is difficult

A B C

OBSERVERS
(evidence)

PROPOSITION

BELIEF MASS
ASSIGNMENT

Two states about the proposition that query q is difficult are discerned by the

frame. Different observers (evidence) assign belief mass to each state. Belief

mass consists of the observer’s belief, disbelief and uncertainty about a state.

The model estimates the total belief of the proposition.

Fig. 1. A belief model of query difficulty

subscripts t, f denote the true and false state respectively. These opinions define
our opinion space. The observers’ opinions are drawn from real observations
about the queries, which constitute our evidence space, discussed next.

2.1 Evidence Space

For a focused frame of discernment, such as the one in Fig. 1, the proposition
of the frame constitutes a binary event, where either the one or the other state
is true: the query is either difficult or not. The type of evidence that we use to
estimate the truth of this proposition can also be seen as binary, in the sense
that it can be either positive (supporting that the query is difficult) or negative
(supporting that the query is not difficult). Hence, both our opinion space and
our evidence space consist of binary events. For such binary events, subjective
logic defines a bijective mapping between the opinion and evidence space, as
follows [11]. Let r denote positive evidence, and s denote negative evidence.
Then, the correspondence between this evidence and the belief, disbelief, and
uncertainty b, d, u is defined as:

b =
r

r + s + 2
d =

s

r + s + 2
u =

2
r + s + 2

(1)

Eq. 1 allows one to produce opinions based on statistical evidence. This map-
ping is derived in a mathematically elegant way, by considering the posteriori
probability of the binary events defined in a focused frame of discernment, ex-
pressed using a beta probability function (the full derivation is presented in [11]
and is outwith the focus of our work). The point to remember here is that in
subjective logic any opinion has an equivalent mathematical and interpretative
representation as a probability density function and vice versa.
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3 Subjective Logic Operations for Combining Evidence

Subjective logic contains several operators for combining evidence (see [11] for
more). In this work we use two combinations only: consensus and recommenda-
tion (or discounting). Using subjective logic terminology, we will refer to com-
bining evidence as combining opinions, and treat these statements as equivalent.

3.1 Consensus between Independent Opinions

Let ωA
x ≡ (bA

x , dA
x , uA

x , aA
x ) and ωB

x ≡ (bB
x , dB

x , uB
x , aB

x ) be opinions respectively
held by two independent observers A and B about the same proposition x. Then,
ωA,B

x ≡ (bA,B
x , dA,B

x , uA,B
x , uA,B

x ) is the opinion of an imaginary observer [A, B]
about x. [A, B] represents the Bayesian consensus of opinions of both A and B,
denoted ωA,B

x = ωA
x ⊕ ωb

x, and defined by:

bA,B
x =

bA
x uB

x + bB
x uA

x

κ
, dA,B

x =
dA

x uB
x + dB

x uA
x

κ
, uA,B

x =
uA

x uB
x

κ
(2)

aA,B
x =

aB
x uA

x + aA
x uB

x − (aA
x + aB

x )uA
x uB

x

uA
x + uB

x − 2uA
x uB

x

(3)

where κ = uA
x + uB

x − uA
x uB

x such that κ = 0, and where aA,B
x = (aA

x + aB
x )/2

when uA
x , uB

x = 1. The proof is included in [11].
This operation is both commutative and associative, meaning that the order

in which opinions are combined does not impact the combination. The operation
assumes that opinions are independent and that not all the combined opinions
have zero uncertainty. Attempting to combine opinions all of which have zero
uncertainty can be seen as meaningless, because these opinions would have com-
plete belief or disbelief, and would hence be in complete conflict or agreement.

The effect of the consensus operator is to reduce uncertainty. The consensus
operator has the same purpose as Dempster’s rule [7], and the two tend to
produce overall quite similar results. In [11], Section 5.3, Josang illustrates some
cases where the consensus operator is ‘better’ than Dempster’s rule, in the sense
that the former produces less counter-intuitive results than the latter.

3.2 Recommendation (or Discounting) between Opinions

Assume two observers A and B where A has an opinion about B, and B has an
opinion about a proposition x. A recommendation of these two opinions consists
of combining A’s opinion about B with B’s opinion about x1 in order for A to get
an opinion about x. Let ωB

x ≡ (bB
x , dB

x , uB
x , aB

x ) be B’s opinion about x expressed
in a recommendation to A, and let ωA

B ≡ (bA
B, dA

B, uA
B, aA

B) be A’s opinion about

1 B’s recommendation must be interpreted as what B recommends to A, and not

necessarily as B’s real opinion.
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B’s recommendation. Then, ωAB
x = ωA

B ⊗ ωB
x is A’s opinion about x as a result

of the recommendation from B, defined as:

bAB
x = bA

BbB
x , dAB

x = bA
BdB

x , uAB
x = dA

B + uA
B + bA

BuB
x aAB

x = aB
x (4)

This operation is associative but not commutative, meaning that the order in
which opinions are combined impacts the combination. Eq. 4 can become equiv-
alent to Shafer’s discounting function [19] by setting 1− c = bA

B, where c denotes
Shafer’s discounting rate which is multiplied to the belief mass on each state in
the frame except the belief mass of the power-set itself.

4 Illustrative Experiments

4.1 Evidence of Query Difficulty

We illustrate an application of our formalisation of query difficulty using two
types of linguistic evidence, namely semantic and pragmatic evidence. From
these types of linguistic evidence we obtain positive and negative evidence of
query difficulty, which we map into belief, disbelief and uncertainty using Eq. 1.

The choice of evidence is illustrative. Our proposed model allows to represent
and combine any type of evidence, simply by introducing more observers who
contribute their beliefs to the frame of discernment. Any other evidence can be
used.

Semantic Evidence. We use as semantic evidence two indicators that have
been found to be correlated with query difficulty, namely (i) query scope, pro-
posed by Plachouras and Ounis [18], and (ii) query polysemy [16]. Query scope
is a probabilistic measure that estimates how specific or generic a query is by
using the query term frequencies in the collection as well as their semantic con-
tent. Assuming that each query term corresponds to one or more concepts in
WordNet (or any other similar lexical reference system), the semantic content
of query terms is approximated from the hierarchical structure of their respec-
tive concepts. Specifically, we use the following formulae from [18] (keeping their
original notation): given a term tk and several concepts Ck associated to this
term, the scope of tk is defined as the maximum probability of any of its asso-
ciated concepts: scopetk

= maxC∈Ck
prob(C). This probability is estimated as

follows: prob(C) =
∑

C=Ck,j∈Ck
ak,j · tfk

T , where Ck,j denotes the jth concept
(among all Ck) associated to tk, ak,j denotes the ‘contribution’ of tk to con-
cept Ck,j , tfk is the frequency of tk in the collection, and T is the sum of all
the frequencies of all terms in the collection. The contribution ak,j is defined
as: ak,j = (Dk+1)−dk,j

nk(Dk+1)−∑nk
j=1 dk,j

, where dk,j denotes the length of the path from

concept Ck,j to the most generic concept in the WordNet hierarchy, Dk denotes
the maximum path length of concepts Ck,j ∈ Ck, and nk denotes the number
of concepts associated with tk (in this work we select nk among Ck,j only). Pla-
chouras and Ounis posit that as term scope approaches zero, the term is less
represented in the collection, and hence more difficult to retrieve [18]. Based on
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this reasoning, we define a threshold θsco, so that any term scope ≤ θsco consti-
tutes positive evidence of query difficulty, and any term score > θsco constitutes
negative evidence. For the illustrations shown here, we define θsco as the median
term scope in all queries.

The second type of semantic evidence consists of the ‘polysemy score’ offered
by WordNet to each term. This score reflects the number of concepts to which
a term is associated, e.g. a score of 1 denotes a monosemous term. WordNet
considers terms of polysemy score 1-4 as uncommon (in decreasing degrees from
1 to 4) and terms of polysemy score 5 or more as common (in increasing degrees
from 5 upwards). Following the assumption that the more polysemous a term is,
the harder the query [16], we define the following threshold: θpol ≤ 4 constitutes
positive evidence of query difficulty, and θpol > 5 constitutes negative evidence.
Here, the value of the threshold θpol is taken directly from WordNet.

Pragmatic Evidence. Our pragmatic evidence aims to show whether a query
constitutes a literal or stipulative statement of an information need. The meaning
of a literal statement remains unchanged in all contexts, whereas the meaning of
a stipulative statement is context- or register-dependent. We assume that a literal
query should be easier to retrieve than a stipulative query because its meaning
depends more on the literal semantics of its individual terms, and less on their
contextual, metaphorical or other interpretations. To obtain this evidence, we
use human judges, who read the queries and classify them as stipulative or not,
based on their intuition. We use three human judges and consider their decision
about the query being a literal or stipulative statement of an information need
as negative or positive evidence of query difficulty respectively. The judges have
a disagreement rate of 17.1%, and an inter-annotator agreement of κ = 0.413,
measured using Cohen’s κ, which indicates moderate agreement.

To recapitulate, we have three types of evidence (scope, polysemy, pragmatic
judgement), which correspond to the observers of our model (Fig. 1). Next we
illustrate how we formalise this evidence in our belief model of query difficulty,
using TREC [24] queries.

4.2 Working Examples

Let us consider the following TREC queries: no 415 (drugs, Golden Triangle),
no 479 (where can I find information about kappa alpha psi?), no 492
(us savings bonds), no 508 (hair loss is a symptom of what diseases?).
In this section, we will estimate their difficulty and compare it to the retrieval
performance they yield on their respective TREC collections (LAT & WT10G).
Retrieval will be realised with the BM25 model at default settings, and measured
by Mean Average Precision (MAP) against the prejudged relevance information
provided for these datasets by TREC.

Table 1 presents the evidence given by our observers about the difficulty of
each sample query, as well as the respective belief mass estimated by our model.
The opinion of each observer can be represented as a tuple of the belief mass
(b, d, u) and also of a prior probability of uncertainty a (a is divided uniformly
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Table 1. Sample queries with their respective query difficulty evidence (scope, poly-

semy, pragmatic judgement) and MAP. The belief mass components of each type of

evidence are clearly shown (b, d, u), as well as their final expected probability of query

difficulty (E)

Proposition: the query is difficult

query

query scope query polysemy pragmatic judgement

belief disbef. uncert. Exp.diff belief disbef. uncert. Exp.diff belief disbef. uncert. Exp.diff MAP

b d u E b d u E b d u E

415 0.13 0.63 0.25 0.25 0.40 0.20 0.40 0.50 0.60 0.00 0.40 0.80 0.250

479 0.50 0.33 0.17 0.58 0.29 0.43 0.29 0.44 0.60 0.00 0.40 0.80 0.240

492 0.75 0.13 0.13 0.88 0.20 0.40 0.40 0.30 0.60 0.00 0.40 0.80 0.307

508 0.79 0.11 0.11 0.84 0.33 0.33 0.33 0.50 0.00 0.60 0.40 0.20 0.230

Table 2. Two different combinations of semantic scope (sco), polysemy (pol) and prag-

matic (pra) evidence about the four sample queries: consensus combines all evidence

fairly, whereas discounting favours pragmatic evidence at the expense of the other two

Combination of evidence

query

consensus sco,pol,pra pra discounts sco,pol

belief disbef. uncert. Exp.diff belief disbef. uncert. Exp.diff

415 0.15 0.36 0.50 0.394 0.54 0.00 0.46 0.770

479 0.27 0.23 0.50 0.524 0.54 0.00 0.46 0.770

492 0.32 0.19 0.44 0.569 0.54 0.00 0.46 0.770

508 0.31 0.19 0.50 0.558 0.00 0.54 0.46 0.230

among the two states of our frame of discernment, hence a=0.5 at all times).
For example, the opinion of the polysemy observer that query 492 is difficult is
represented as ωpol

t ≡ (0.4, 0.2, 0.4, 0.5). In this case, the observer’s belief is equal
to his uncertainty (=0.4), and his disbelief is low (=0.2), hence the evidence of
this observer for this query is not very discriminative.

In Table 1 we also see that the different types of evidence do not always agree.
For instance, using query scope evidence, the probability that query 415 is diffi-
cult is quite low (0.25), whereas using pragmatic evidence, the same probability
for the same query is quite high (0.80). How difficult this query is can be seen in
the last column of the table, which presents the MAP obtained by the system for
this query. In this case, an MAP of 0.250 is relatively low, hence the pragmatic
evidence seems more appropriate than the semantic scope evidence.

A more accurate estimate of query difficulty could be obtained by combining
those different types of evidence, as presented in Table 2. Table 2 illustrates the
two combinations of evidence presented in Section 3. The column headed ‘consen-
sus’ refers to the combination of our semantic scope, polysemy and pragmatic
evidence (denoted ‘sco,pol,pra’ respectively) using Eq. 2. The column headed
‘pra discounts sco,pol’ refers to the combination by discounting (Eq. 4), where
pragmatic evidence recommends its opinion to the consensus of scope and poly-
semy evidence. In this case, more weight is given to the pragmatic evidence than
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to the other two types of evidence. We see that combining evidence by consensus
provides probability estimates that constitute a fair compromise of the individ-
ual expectations of each type of evidence. However, this is not always desirable,
especially in cases such as the ones presented in Table 2, where the original
estimates were in sharp disagreement between them. Combining strongly dis-
agreeing evidence results in an expected probability that approaches 0.5, hence
which can be considered relatively arbitrary. This implies that combining evi-
dence by consensus may be better suited to generally agreeing evidence, than
to sharply disagreeing evidence. On the contrary, combining evidence by dis-
counting allows one to produce more biased estimates (in this context, bias is
desirable). A prerequisite for such cases would be having some apriori knowl-
edge regarding the reliability or suitability of each type of evidence, or about
the agreement between the types of evidence to be combined. In a realistic situ-
ation, this type of knowledge is not difficult to obtain, since most systems that
use query difficulty evidence for retrieval prediction ensure such knowledge using
offline training and pre- or post-retrieval passes on prejudged relevant datasets
(evidence relying on such processes in highlighted in Section 5). We see in Table 2
that combination by discounting produces estimates that are more discrimina-
tive than the consensus estimates, namely 0.77 and 0.23 as opposed to estimates
closely approaching 0.5. The 0.77 estimates are in fact more accurate predictions
of query difficulty, because the displayed queries are difficult queries (their MAP
scores do not exceed 0.3, as shown in Table 1).

Finally, we can report that the observations reported illustratively above are
also valid for the majority of the 401-550 TREC query set. Experiments with
these 150 queries show that semantic scope is not discriminative evidence of
query difficulty, that polysemy is better than scope but not at all times, and that
pragmatic judgement constitutes the most reliable out of the three sources of
evidence. More importantly, the combination of evidence for all queries is consis-
tently better when we use discounting (with pragmatic evidence discounting the
other two), than when we combine all three types of evidence on equal grounds
with consensus. The respective correlation between the estimated query difficulty
and MAP is in the range of Spearman’s ρ ≈ 0.3 for discounting (weak positive
correlation), and ρ ≈ 0.1 for consensus. These correlations are not strong, as is
commonly reported for most types of query difficulty evidence, and in particular
evidence stemming from the textual expression of the query [16]. These weak
correlations are partly due to the reliability or quality of the evidence used, but
also to the fact that the problem of query difficulty is largely influenced by sev-
eral factors (as mentioned in Section 1), meaning that it is practically impossible
for a single type of evidence to constitute a reliable and consistent predictor of
query difficulty for all queries in all datasets [18].

5 Related Work

In order to avoid breaking the flow of the belief model presented in this work,
we have left the treatment of related work at the end. This section discusses
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separately applications of formal logic to IR, and work on query difficulty. The
applications of formal logic aim to give a plenary view of the different aspects and
processes of an IR system that can be formalised with logic, hence constituting
potential future applications of the subjective logic presented in this work. The
overview of work on query difficulty aims to present different types of query
difficulty evidence, which can be used within our proposed frame, using the
same methodology and equations set out in Sections 2-3.

Formal Logic in IR. The expressive power of formal logic has long attracted
applications of it to IR, starting with Van Rijsbergen’s logical uncertainty prin-
ciple [1]. Since then, modal logic has been used to integrate semantic-based and
probabilistic-based approaches of deciding the relevance between a document
and a query [17]. Extensions of the logical uncertainty principle have been pro-
posed in order to integrate natural language processing and artificial intelligence
techniques to IR [5]. Particular aspects of formal logic have also been used to
address specific aspects or processes in IR, for instance belief revision has been
used to model IR agents [14], to estimate the similarity between a document and
a query [15], and more recently to model adaptive and context-sensitive IR [13].
The Dempster-Shafer theory presented in Section 1 has been used extensively:
to build an IR framework where information structure, significance, uncertainty
and partiality can be elegantly represented and processed [12], to integrate Web
evidence into IR [23], to integrate into Web IR evidence of query difficulty in the
form of semantic scope (one of the types of evidence we used in this work) [18], as
well as to relate dependent indices [20]. There are further applications of formal
logic to IR, reviews of which can be found in [3]. A more in-depth treatment of
formal representations for IR can be found in [2].

Query Difficulty. In this work we propose a formal representation of query
difficulty, an area of much interest to IR. Difficult queries may be due to a number
of causes. Linguistic features of the query text that may indicate query difficulty
include morphological statistics (e.g. word length, number of morphemes per
word), syntactical statistics (e.g. number of conjunctions, syntactic depth), or
semantic statistics (e.g. polysemy value) [16]. Additional factors that may impact
retrieval performance can be drawn from the retrieval resources. For instance,
simple statistics such as the frequency of query terms in the collection [10], or the
score of the top-ranked documents and the average inverse document frequency
(idf) of query terms [22] have been correlated to query difficulty. Query difficulty
has also been correlated with query length [25], based on the overlap between
results of sub-queries based on single query terms and results of longer queries. A
clarity score has been proposed [6] to measure the coherence of a list of retrieved
documents by the KL-divergence between the query model and the collection
model. A robustness score [26] has been proposed to quantify the robustness
of the document ranking in the presence of uncertainty. Retrieval precision has
been correlated to the distance between the retrieved document set and the
collection [4] measured by the Jensen-Shannon divergence. In addition, different
techniques have been proposed for predicting automatically query performance
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specifically in Web IR [27], either by making use of both single term and term
proximity features to estimate the quality of top retrieved documents, or by
viewing the retrieval system as a noisy channel, where the query is the input, the
ranked list of documents is the corrupted output, and their proposed technique
measures the degree of corruption. The main components of query difficulty
have been defined as the textual expression of the query, the set of documents
relevant to the query and the entire collection of documents, with experiments
showing that query difficulty strongly depends on the distances between these
components [4]. Finally, a recent overview of query difficulty with respect to
performance prediction can be found in [9].

6 Conclusion

We proposed representing and formalising query difficulty for IR using subjective
logic, a type of probabilistic logic for modelling uncertainties not used in IR be-
fore. Considering query difficulty as a subjective belief, formulated on the basis
of various types of evidence, we defined a belief model that uses subjective logic,
and a set of operators for combining evidence of query difficulty. We illustrated
an application of this model with semantic and pragmatic evidence and TREC
queries, which were combined in two different ways: by fair consensus and by
biased discounting. Integrating further evidence or refining its combination can
be realised easily with subjective logic, as illustrated in this work with working
examples. Further research includes obtaining more varied sources of evidence
for the task of query difficulty (any of the types of evidence highlighted in Sec-
tion 5 can be used). Finally, the proposed belief model could be applied to other
aspects of IR, apart from query difficulty, similarly to the varied and extensive
use of Dempster-Shafer by the community (overviewed in Section 5).
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Abstract. It is well known that pseudo-relevance feedback (PRF) im-

proves the retrieval performance of Information Retrieval (IR) systems

in general. However, a recent study by Cao et al [3] has shown that a

non-negligible fraction of expansion terms used by PRF algorithms are

harmful to the retrieval. In other words, a PRF algorithm would be bet-

ter off if it were to use only a subset of the feedback terms. The challenge

then is to find a good expansion set from the set of all candidate expan-

sion terms. A natural approach to solve the problem is to make term

independence assumption and use one or more term selection criteria or

a statistical classifier to identify good expansion terms independent of

each other. In this work, we challenge this approach and show empiri-

cally that a feedback term is neither good nor bad in itself in general;

the behavior of a term depends very much on other expansion terms.

Our finding implies that a good expansion set can not be found by mak-

ing term independence assumption in general. As a principled solution

to the problem, we propose spectral partitioning of expansion terms us-

ing a specific term-term interaction matrix. We demonstrate on several

test collections that expansion terms can be partitioned into two sets

and the best of the two sets gives substantial improvements in retrieval

performance over model-based feedback.

Keywords: Information Retrieval, Relevance Feedback, Pseudo-

relevance Feedback, Expansion Terms, Term-Document Matrix.

1 Introduction

Pseudo-relevance feedback (PRF) is a well-known method for query expansion
in Information Retrieval (IR) [1]. In general, PRF uses frequent terms in the top
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results of the first pass retrieval as expansion terms. The assumption underly-
ing PRF is that the top-ranked documents contain terms related to the query
terms and hence help identifying documents relevant to the query. Although
conceptually simple, PRF is a very powerful technique for improving retrieval
performance and is highly effective as a query expansion technique.

PRF techniques typically apply one or more criteria on the terms in the feed-
back documents and select terms that satisfy the criteria. Commonly employed
criteria include term distributions in the feedback documents and the collection,
idf, query length, and linguistic features [2]. It is common to assume that the
selected expansion terms are all related to the query and use all of them in the
second pass retrieval.

A recent study by Cao et al questioned the basic assumption of PRF and found
that a non-negligible fraction of the expansion terms were actually harmful to the
query1 [3]. In other words, PRF would be better off if it were to use only a subset
of the expansion terms. To find a good set of expansion terms, Cao et al used a
SVM-based statistical classifier to select good terms. Their approach is crucially
based on the assumption that “an expansion term acts on the query independent
of other terms” and therefore, a good term can be identified independent of other
expansion terms. Cao et al showed that their approach gives improvements in the
retrieval performance over both model-based feedback [4] and relevance based
language model [5].

In this work, we challenge the assumption that good terms can be identified
independent of other expansion terms. We claim that a term is neither good nor
bad in itself in general. The impact of including a term into the expansion set
is a function of the term being added as well as other terms in the expansion
set. The same term can behave in opposite ways depending on the company of
other terms as far as retrieval performance is concerned. This is because terms
interact with each other and as a consequence there is a portfolio effect. To give
an analogy, if it is moderately cold, a jacket or a sweater and a shawl is more
preferable than a sweater, a jacket, and a shawl together. Whereas the first two
sets, i.e. {jacket} and {sweater, shawl}, are likely to keep you warm, their union
will most probably make you feel uncomfortable. The effect of jacket is positive
when used alone and negative when used along with sweater and shawl. In other
words, the effect of jacket on your comfort depends on what other winter wear
you are using along with it.

We provide solid empirical evidence for our claim: we show that in almost all
topics from real test collections, a majority of the expansion terms behave inconsis-
tently; they improve retrieval performance when paired with one set of expansion
terms and degrade retrieval performance when paired with a different set.

An implication of our findings is that a good expansion set can not, in general,
be discovered in a principled manner by approaches that choose terms indepen-
dent of other terms. Such approaches make use of a flawed notion of goodness of

1 Cao et al considered 150 topics from each of AP, WSJ, and Disk4&5 collections and

80 expansions with the largest probabilities for each topic. Approximately 50% of

the terms were found to be neutral and 30% to be harmful.
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expansion terms. A principled solution to the problem of finding good
expansion set must take into account interacting terms. Such a solution
will take a collective decision on all the expansion terms instead of independent
decisions on individual terms.

We propose spectral partitioning of expansion terms as a principled solution
for the problem of finding a good expansion set. Spectral partitioning takes into
account interactions between terms and enables us to take a collective decision on
all the expansion terms. In our partitioning experiments, we employ a weighted
term-document matrix which implicitly defines a term-term interaction matrix.
However, we may use any appropriately defined term-term interaction matrix in
general. Given such a matrix, terms can be partitioned using standard techniques
such as SVD or Graph Laplacian [6,7,8].

In the remainder of this paper we provide an exposition of our approach along
with results of empirical investigations on multiple test collections. We start by
discussing some of the important previous research work on PRF in Section 2.
Next we re-examine the term independence assumption in Section 3. We describe
our spectral partitioning based approach to PRF in Section 4. Next we discuss
the experimental setup and results of our empirical investigations in Section 5.
Finally, we discuss the results and propose some ideas for future investigation in
Section 6.

2 Related Work

Pseudo-Relevance Feedback has a long history in IR [1,9]. It was first imple-
mented in the vector space models [1] and subsequently has made its way into
probabilistic models and language models [4,5]. Since our work, like that of Cao
et al [3], is in the framework of language models, we restrict our discussion to the
implementations of PRF in this framework only. For an insightful and thorough
discussion on feedback in language models, please see Section 5 of the recent
survey on language models [10].

In the language modeling framework, documents are ranked according to the
negative Kullback-Leibler (KL) divergence [11] of the query language model θQ

with the (smoothed) document language model θD.

Score (Q, D) = −D (θQ‖θD) rank=
∑
w∈V

P (w |θQ ) log P (w |θD ) (1)

It is in the re-estimation of the query model θQ that feedback information can
be leveraged. In model-based feedback [4], the original query model θQ is inter-
polated with a feedback topic model θF estimated from the feedback documents
from the first pass retrieval:

P
(
w
∣∣∣θ′

Q

)
= (1− α) P (w |θQ ) + αP (w |θF ) (2)

where is the interpolation parameter α ∈ [0, 1] used to control the amount of
feedback. There are several ways in which the topic model θF can be learnt
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from the feedback documents in practice [4,12]. One approach is to employ a
two component mixture where one component is a fixed background model θC

that explains the background words in the feedback documents and the other
component is an unknown topic model θF that explains the topical words [4].
EM algorithm can be employed to estimate the topic model by maximizing the
likelihood of the feedback documents. In our study, we used the feedback terms
computed using this approach.

An alternative to model-based feedback is relevance-based language model,
where the relevance model θR is estimated by assuming that the feedback doc-
uments are samples from the relevance model [5]. The original query model θQ is
interpolated with θR in a manner analogous to model-based feedback. It should
be noted that both model-based and relevance-based models use all the feedback
terms for expansion. Whereas the topic model assigns higher probability mass to
the most distinctive terms in the feedback documents, the relevance model assigns
higher probability mass to the most frequent terms from the feedback documents.
In contrast to both model-based feedback and relevance-based query expansion,
the approach of Cao et al uses a subset of the feedback terms in expansion. They
employ a statistical classifier for identifying good expansion terms [3].

3 Re-examination of the Independence Assumption

The main claim of our work is the following: the effect of including a term
into an expansion set on retrieval depends on the rest of the terms
in the expansion set. Before we go on to describe the experimental procedure
for validating our claim, we discuss some motivating examples in Section 3.1.

3.1 Motivating Examples

As our first motivating example, we consider Topic 164 from TREC 3 (AP88-89):
Generic Drugs - Illegal Activities by Manufacturers. The top 4 expan-
sion terms of the topic model estimated from the top 10 feedback documents are
drug, generic, fda, and compani. Now, consider subcommitte and result,
two candidate expansion terms for this topic. According to term goodness crite-
rion of Cao et al (see Section 3 of [3]), which makes independence assumption,
subcommitte is a bad term whereas result is a good term. However, they be-
have very differently with different expansion sets. For instance, subcommitte
acts as a good term when used with the set {drug, generic} and when used
with {drug, generic, fda}, it acts as a bad term. Similarly, result acts as a
good term with {drug, generic, fda} and becomes a bad term when used with
{drug, generic, fda, compani}.

As our second example, we consider the title of Topic 308 from TREC 6
(Disk4&5): Implant Dentistry. The top 4 expansion terms of the feedback
topic model are devic, implant, chiropract, and fda. Consider prosthesi
and requir, two candidate expansion terms for this topic. According to term
goodness criterion of Cao et al prosthesi is a good term whereas requir is
a bad term. However, prosthesi acts as a good term when used with the set
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{devic, implant} and when used with {devic, implant, chiropract}, it acts
as a bad term. On the other hand, requir acts as a bad term when used with the
set {devic, implant, chiropract} and as a good term when used with {devic,
implant, chiropract, fda}.

Continuing the investigation of the above topics, we did the following experi-
ment: For each feedback term t, we checked the effect of adding t to each of the
sets T1, . . . , T25, where Tk is the set of top k terms of the feedback topic model2.
Our aim was to find out how many feedback terms behave consistently with re-
spect to the sets T1, . . . , T25. If the term independence assumption were indeed
valid then most terms must behave consistently. However, our investigation re-
vealed that 56% of the feedback terms of the query Generic Drugs - Illegal
Activities by Manufacturers (Topic 164, TREC 3) are inconsistent. In the
case of the query Implant Dentistry (Topic 308, TREC 6), the percentage of
inconsistent feedback terms was even higher, 92%.

Figure 1 shows the behavior of the term prosthesi (Topic 308, TREC 6)
when it is used with T1, . . . , T25. As can be seen from the figure, the behavior of
the term is highly inconsistent across the expansion sets. It acts as good, bad, or
neutral depending on the expansion set with which it is used. These examples

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26

prosthesi

Good

Bad

Neutral

Fig. 1. The inconsistent behavior of prosthesi when used with different expansion

sets

not only show that terms are neither good nor bad in isolation but also suggest
that term selection strategies that make independence assumption must not be
trusted in general.

3.2 Empirical Validation of the Term Dependence Claim

In this section, we describe the experiments we did on topics from several col-
lections to determine the set of inconsistent terms (i.e. terms which behave
differently with different expansion sets) from each topic.

Model. Let Q be a topic and θF be the feedback topic model estimated using
the two component mixture model approach described in Section 2. Let SF be
2 We ranked the feedback terms according to P (w |θF ).
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the set of top 100 terms in θF and S ⊆ SF be an expansion set. We formed a
new feedback topic model θS

F as follows:

P
(
w
∣∣θS

F

)
=

⎧⎨⎩
P (w |θF )∑

w′∈S P (w′ |θF )
if w ∈ S

0 otherwise
(3)

The re-estimated query model is then P
(
w
∣∣∣θ′

Q

)
=(1−α)P (w |θQ )+αP

(
w
∣∣θS

F

)
.

To integrate a new term t to θS
F , we used the following scoring function:

Score (Q, D) =
∑
w∈V

P
(
w
∣∣∣θ′

Q

)
log P (w |θD ) + η log P (t |θD ) (4)

where η > 0 is the weight for the term t. In our experiments, α was set to 0.2
and η was set to 0.05 which is in the same range as the weights of the top 10
terms of the feedback model θF .

Let MAP (Q ∪ S) be the retrieval performance when S is the expansion set
and MAP (Q ∪ S ∪ t) be the retrieval performance after adding t to S with
weight η. We can now define the relative marginal gain in retrieval performance
as follows:

RMG (S, t) =
MAP (Q ∪ S ∪ t)−MAP (Q ∪ S)

MAP (Q ∪ S)
(5)

Using relative marginal gain, we labeled t as follows: good if RMG (S, t) ≥ δ,
bad if RMG (S, t) ≤ −δ and neutral otherwise. Here δ > 0 is a cutoff which in
our experiments was set to 0.005.

Testing for Inconsistency. Let Tk denote the set of top k terms of the feedback
model θF and t be a term3. For each of the expansion sets T1, . . . , T25, we assigned
a label lk ∈ {good, bad neutral} to t depending on the effect of adding t to Tk.
We call t consistent if all the labels lk, k = 1, . . . , 25 are identical and inconsistent
otherwise. A consistent term is one which behaves the same way with each of the
expansion sets T1, . . . , T25. Using this procedure we estimated NQ, the number
of inconsistent terms in each topic.

Test Results. We used several collections in our study: CLEF 2000-02, CLEF
2003,05,06 , AP (Associated Press 88-89, TREC Disks 1 and 2), WSJ (Wall
Street Journal , TREC Disks 1&2), SJM (San Jose Mercury, TREC Disk 3) and
TREC Disks 4&5 (minus the Congressional Record). Table 1 shows the mean
and standard deviation of the number of inconsistent terms in the topics for
several test collections and Figure 2 shows the histogram of inconsistent terms
for the AP collection. We observed that very few topics have a small number of
inconsistent terms. For most topics in the collections, 30-60 terms out of the top
100 are inconsistent and about 50% of the terms are inconsistent on an average.
3 Model-based feedback produces a large number of feedback terms. We used only the

top 100 terms.
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Table 1. Inconsistent Terms (with top

10 documents as feedback)

Collection Mean Std.Dev.

CLEF(1-140) 58.13 21.24

CLEF(141-200,251-300) 49.61 21.06

AP(51-200) 44.37 18.13

WSJ(51-200) 50.69 18.46

SJM(51-150) 51.46 20.43

Disk 4&5(301-450) 48.62 18.41

Table 2. Inconsistent Terms (with rel-

evant documents as feedback)

Collection Mean Std.Dev.

CLEF(1-140) 52.42 25.22

CLEF(141-200,251-300) 49.35 23.44

AP(51-200) 44.21 19.66

WSJ(51-200) 50.62 18.90

SJM(51-150) 51.28 21.83

Disk 4&5(301-450) 47.06 18.83

These statistics unequivocally tell that inconsistency is a major problem and can
not be ignored while selecting terms.

In a different experiment, we used the relevant documents of a topic to esti-
mate its topic model. This was to verify whether the source of the inconsistent
terms in PRF was non-relevant documents in the feedback. We repeated the
inconsistency test with the top 100 terms of the topic model estimated directly
from the relevant documents. Table 2 shows the mean and standard deviation
of the number of inconsistent terms in the topics for several test collections.
We observed that the mean and standard deviation were similar to those in the
previous experiment. This means that even if relevant documents are provided
as feedback, inconsistency remains an important issue.
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Fig. 2. Distribution of NQ in the AP collection

4 Finding Good Expansion Set by Spectral Partitioning

We now describe a principled approach for finding good expansion sets that takes
into account term interactions. The key idea here is to form a weighted term-
document matrix and partition it into two sets using Singular-Value
Decomposition (SVD) [7]. Geometrically, the principal singular vector of the
term-document matrix gives the direction that captures most of the spread (or
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variance) in the data. In pattern recognition and machine learning literature,
this is also known as principal components analysis and is known to provide
a very good low-dimensional representation of the data. Spectral partitioning
techniques are very effective in practice and have been used successfully in many
applications [6,13]. Further, they are highly useful in understanding global prop-
erties of a phenomenon using local interactions. Note that the covariance matrix
obtained by multiplying the (centered) term-document matrix with its transpose
captures pair-wise interactions. Higher powers of the covariance matrix in turn
capture higher order interactions.

4.1 Partitioning Algorithm

Let A be a matrix whose rows represent the candidate feedback terms4 {ti}mi=1

and the columns represent the feedback documents {Dj}ni=1. Let [A]ij = aij be
a measure of the interaction between term ti and document Dj . We express aij

as aij = global (ti) ∗ local (ti, Dj) where global (ti) is a global weighting function
and local (ti, Dj) is a local weighting function.

The global weighting function measures the informativeness of terms with
respect to the feedback documents. Our choice for this function is the following:

global (t) = ln
(

nt

n

/
dft

N

)
(6)

where n (and resp. N) is the number of feedback documents (and resp. number
of documents in the collection) and nt (and resp. dft) is the document frequency
of t in the feedback corpus (and resp. document frequency of t in the collection).
We can write

global (t) = ln
N

dft
− ln

n

nt
= idft − idf ′

t (7)

where idf ′
t = ln n

nt
is the idf of t in the feedback corpus. It can be easily shown

that global (t) ≤ ln N
n with equality holding only when nt = dft. Thus, according

to the global weighting function, a term t is more informative than another term
s if idft− idf ′

t > idfs − idf ′
s or equivalently if idft− idfs > idf ′

t − idf ′
s. Therefore,

from the point of view of PRF, t can be more informative than s even when
idft < idfs. Finally, our choice for local (ti, Dj) is P (t|D), the smoothed unigram
probability of the term t in document D [14].

We center the matrix A such that the mean of the row vectors is the
→
0

vector. The Singular Value Decomposition (SVD) of the term-document matrix
A is then the following:

A = UΣV T (8)

where U and V are orthogonal matrices and Σ is a diagonal matrix.

4 Candidate expansion terms are those terms from the feedback documents whose

idf > ln 10 and collection frequency ≥ 5. When there are more than 100 such terms

we take the top 100 according to their frequency in the feedback documents.
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The sign of the terms in the principal left singular vector
→
u1 suggests a principled

way to partition the terms into two sets [7]. We form the first set, S+ by taking
those terms whose sign is positive in the principal singular vector. Similarly, we
form the second set, S− by taking those terms whose sign is negative. We remove
terms from S+ and S− that have an absolute weight below a threshold.

4.2 From Partitions to Feedback Model

There are several ways in which we can form a feedback model using S+ and S−.
In our experiments we used two very simple methods as our goal was to mainly
validate the goodness of the expansion sets produced by spectral partitioning. In
the first method (SU), we assigned uniform probability to all the terms in the set
and in the second (SF), we assigned a probability proportional to the frequency
of the term in the feedback documents. In both methods, we formed feedback
models θ+

F (which allocates non-zero probability to only terms of S+) and θ−F
(which allocates non-zero probability to only terms of S−). The two models θ+

F

and θ−F represent two different choices for expansion. As our goal in this study
was to demonstrate that spectral partitioning separates the good set of terms
from the bad, we used the one that gave the best results for the topic.

5 Experimental Results

We tested our spectral partitioning idea on the following test collections: CLEF
2000-02, CLEF 2003,05,06 , AP (Associated Press 88-89, TREC Disks 1 and 2),
WSJ (Wall Street Journal , TREC Disks 1&2), SJM (San Jose Mercury, TREC
Disk 3) and TREC Disks 4&5 (minus the Congressional Record). We used two
baselines, language model (LM) with two stage Dirichlet smoothing and the
mixture feedback model (MF) [4]. We interpolated the feedback model with a
weight of 0.5. We stemmed the words using the well-known Porter stemmer and
removed stop-words from topics and documents.

Table 3 shows the retrieval results for various models. We did t-test to deter-
mine the significance of the results. Both SF and SU gave substantially better
results than the LM and MF baselines on all test collections. We observed > 15%
improvement in MAP over LM for all the test collections. The spectral meth-
ods had substantially better P@10 compared to both LM and MF. This means
that spectral expansion was able to retrieve relatively larger number of rele-
vant results in the top 10. Further, we observed improvement in all performance
metrics. Finally, the performance of SU was comparable with that of SF which
means that the expansion sets are robust to perturbations in weights.

Table 4 shows the expansion sets for three topics. Firstly, we observe that
the terms in each set are topically coherent. Consider Topic 311 of TREC for in-
stance. All the expansion terms found by our Spectral Partitioning algorithm are
topically related to the query Industrial Espionage. In Topic 112 of CLEF, we
observe that the expansion terms found by our Spectral Partitioning algorithm
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Table 3. Retrieval results (** = significant at p < 0.01 over LM) (ˆˆ = significant

at p < 0.01 over MF)

Collection Model P@10 P@100 MAP % Improvement Recall

CLEF (1 - 140)

LM 0.3828 0.1181 0.4338 - 0.8936

MF 0.4148 0.1310 0.4417 1.82% 0.9348

SU 0.4459 0.1383 0.5037 16.11% **ˆˆ 0.9578

SF 0.4484 0.1398 0.503 15.95% **ˆˆ 0.9632

LM 0.3684 0.1573 0.3808 - 0.8172

CLEF (141 - 200, MF 0.3836 0.1694 0.4053 6.43% ** 0.9239

251 - 300) SU 0.4296 0.1737 0.4516 18.59% **ˆˆ 0.9357

SF 0.4362 0.1739 0.4474 17.49% **ˆˆ 0.9345

AP (51 - 200)

LM 0.4450 0.2655 0.2772 - 0.6504

MF 0.4732 0.3026 0.327 17.97% ** 0.7217

SU 0.5201 0.3303 0.3641 31.35% **ˆˆ 0.7565

SF 0.5315 0.3312 0.3648 31.60% **ˆˆ 0.7564

WSJ (51 - 200)

LM 0.4573 0.2611 0.2660 - 0.6438

MF 0.4773 0.2884 0.3027 13.79%** 0.6971

SU 0.5193 0.2975 0.3238 21.73% **ˆˆ 0.7106

SF 0.5113 0.2969 0.3213 20.79% **ˆˆ 0.7173

SJM (51 - 150)

LM 0.3043 0.1572 0.2074 - 0.6173

MF 0.3234 0.1736 0.2350 13.31%** 0.6773

SU 0.3649 0.1832 0.2601 25.41% **ˆˆ 0.6916

SF 0.3691 0.1816 0.263 26.81% **ˆˆ 0.6992

LM 0.4247 0.1987 0.2275 - 0.5359

Disks 4& 5 MF 0.4360 0.2152 0.2505 10.11% ** 0.5746

(301 - 450) SU 0.4693 0.2385 0.2848 25.19% **ˆˆ 0.6153

SF 0.4707 0.2413 0.2876 26.42% **ˆˆ 0.6205

Table 4. Expansion set using Spectral Partitioning

Pulp fiction Machine Translation Industrial Espionage
(Topic 112, CLEF) (Topic 63, TREC 3) (Topic 311, TREC 6)

Term P (t |θF ) Term P (t |θF ) Term P (t |θF )

movi 0.25 comput 0.28 vw 0.23

film 0.20 english 0.21 gm 0.17

travolta 0.20 word 0.14 german 0.14

tarantino 0.18 languag 0.09 lopez 0.13

actor 0.09 human 0.07 investig 0.13

quentin 0.06 recogn 0.06 opel 0.07

cann 0.02 voic 0.05 motor 0.07

pen 0.05 volkswagen 0.05

dictionari 0.04 wolfsburg 0.03
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include the names of the director and lead actor of the movie Pulp Fiction.
Finally, in Topic 63 of AP too, the selected expansion terms are topically related
to Machine Translation.

6 Conclusion

We showed that the term independence assumption for the selection of good ex-
pansion terms does not hold in practice through a thorough study of the effect
of an expansion term in the presence of other terms. In practice, about 50% of
the expansion terms are inconsistent, i.e. they behave differently with different
expansion sets. Our empirical finding implies that good expansion sets can not
be discovered by methods that make independence assumption in general. As
a principled method of discovering good expansion sets, we proposed spectral
partitioning of term-term interaction matrix which takes into account term in-
teractions of all orders. We demonstrated that the expansion sets produced by
spectral partitioning give substantially better retrieval results than both lan-
guage model and model-based feedback on topics from several test collections.

In a future study, we will explore more sophisticated methods for forming the
feedback model from the partitions produced by our method. For instance, we
can leverage weights of terms in the principal left singular vector while forming
the feedback model. Another direction of research is how to choose between θ+

F

and θ−F for a given topic.
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Abstract. Intuitively, any ‘bag of words’ approach in IR should benefit

from taking term dependencies into account. Unfortunately, for years the

results of exploiting such dependencies have been mixed or inconclusive.

To improve the situation, this paper shows how the natural language

properties of the target documents can be used to transform and enrich

the term dependencies to more useful statistics. This is done in three

steps. The term co-occurrence statistics of queries and documents are

each represented by a Markov chain. The paper proves that such a chain

is ergodic, and therefore its asymptotic behavior is unique, stationary,

and independent of the initial state. Next, the stationary distribution is

taken to model queries and documents, rather than their initial distri-

butions. Finally, ranking is achieved following the customary language

modeling paradigm. The main contribution of this paper is to argue why

the asymptotic behavior of the document model is a better representation

then just the document’s initial distribution. A secondary contribution

is to investigate the practical application of this representation in case

the queries become increasingly verbose. In the experiments (based on

Lemur’s search engine substrate) the default query model was replaced

by the stable distribution of the query. Just modeling the query this way

already resulted in significant improvements over a standard language

model baseline. The results were on a par or better than more sophis-

ticated algorithms that use fine-tuned parameters or extensive training.

Moreover, the more verbose the query, the more effective the approach

seems to become.

1 Introduction

Imagine (or perhaps recall) that you just came back from a well-deserved va-
cation in the South Pacific. When someone asks you about your vacation, you
are happy to recount how it was. First you tell it to the people at home, then
to your neighbors, then to your colleagues at work. At first there will be much
variation in your story, but by and by all has been said, and the rendition of
your experience becomes stable, only mentioning the essential parts. Or think of

L. Azzopardi et al. (Eds.): ICTIR 2009, LNCS 5766, pp. 116–127, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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an event that lands as late breaking news on your paper’s front page. As days
go by, the story may reappear a few times, but eventually all has been said.

Now suppose a search engine would need to return the most relevant (as op-
posed to the most entertaining) story about your vacation. Should it be one from
the earlier stages where it still meandered haphazardly along all that happened?
Or one of the later more concise and orderly accounts?

Let us look at this phenomenon from the language modeling perspective to
IR [1]. In this paradigm a text is viewed as a sample from a stochastic source
that produces words according to some distribution. With the vacation story,
you were the source, and your stories were different samples from that source.
As the source is assumed to be stochastic, the words and their frequencies will
change from one account to the next, as in the case of your stories.

Without a model of the underlying process, however, it would be difficult to
reconstruct the distribution of the source from the samples alone. Therefore,
language models can be distinguished by how they model the source and by how
the distribution is derived from the samples. As current language models don’t
use an explicit representation of the meaning of documents, we can illustrate
our approach with a simple abstract example. Assume a language of just the
words a and b, and two documents D1 = [a a a a a b b b b b b a] and D2 =
[a b a b a b a b a b a b]. Using Q = [a b a b ] as the query (or topic), which
document would be considered the most relevant for a given language model? In
the multi-bernoulli model [1], D1 and D2 would get the same score, as all words
in the query are also in the documents. The multinomial unigram model [2] also
assigns the same score because the frequencies of a and b are the same in D1

and D2 and hence the p(Q|D) =
∏

i p(qi|D) are the same. If Q were extended
with a word c that does not appear in the documents, so that smoothing [3]
was called for, words would be discounted by the same amount, and again the
documents would receive the same score. Basically, we are trying to estimate a
relevance model (1) without further knowledge about the corpus, (2) under the
assumption that the term occurrences are independent, and (3) in the absence
of training data. These issues have received much attention lately. For example,
several researchers have studied bigrams and trigrams [2] or even studied the
optimal distance over which to consider dependencies in general [4,5] or based on
natural language constraints [6]. Metzler and Croft [5] in particular distinguished
among full independence, sequential dependence, and full dependence. The terms
mean what they suggest: in sequential dependence the ranking of a document
depends only on the dependency of adjacent words, whereas in full dependence
any clique of words is to be considered. In this paper we consider a fourth
option, halfway between sequential and full dependence, namely when a word
comes after another, but separated by words in between. For example, in D1 and
D2 above, one can accumulate the distances from every a to every b to derive a
probability that a is followed by b. In the example, this probability is much lower
for D1 than for D2. Imagine that, as in the vacation story that was told over
and over again, the sources of D1 and D2 would go on for a long time producing
one new document after another according to their distributions. If we assume
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for concreteness a dependency of no more than five words, then (as we will see)
in the long run a would appear about as often as b for D2 but twice as often for
D1. This is obviously different from the word counts that would suggest a 50%
probability for each. Moreover, the distribution in the long run seems to reflect
the impression that D2 is more like Q than is D1. This paper will show how the
term dependencies of a particular document predict the asymptotic behavior of
its source, and with it the term distribution that would be observed if the source
would continue to produce new documents.

The sections that follow show how the approach of asymptotic behavior relates
to other language models, and how it accomplishes the following objectives:

– It shows that under very realistic, plausible, and elementary conditions the
source underlying a document is ergodic, and therefore a stationary distri-
bution to represent the source can be derived from just one document,

– It shows how documents can be ranked based on their underlying stationary
distributions,

– It shows how an initial (ad hoc) distribution for a document can be es-
tablished, based on a semantic approach called the Hyperspace Analog to
Language (HAL).

2 The Document Source as an Ergodic Chain

One reason that language models use lower order dependencies is the
(in)tractability of the Bayesian chain rule. Another is often simply a lack of
knowledge about higher order dependencies. Yet, in practice, bigrams already
give a reasonable improvement over unigrams [7]. In addition, [2] and others have
shown that an interpolation of unigram and bigram models performs well.

The practical considerations aside, the question remains whether higher order
dependencies would lead to better models, even if it is tempting to assume the
affirmative. To begin answering the question, it is important to realize that the
current approach to language modeling is applicable to any stochastic source and
the languages they produce (human, machine, or perhaps of unknown origin).
The models pay no heed to the fact that the documents to be modeled are
produced by humans. Yet this throws out particular constraints that could make
the methods more tractable. Some constraints can be borrowed from cognitive
science, some follow directly from confining the languages under consideration
to natural language:

– Many cognitive phenomena can be understood sufficiently well in terms of
word-pairs. Pertinent examples can be found e.g. in the research on memory
[4], work as mentioned above on the ‘semantic space’ [8], and results from old
theories on ’spreading activation’ [9] to recent brain (ERP) studies [10]. This
supports the view that the source underlying the document can be modeled
as a (first order) Markov process.

– Words in a natural language corpus can be separated by any number of
intermediate words. (Think of adding an extra adjective before a noun.) This



An Effective Approach to Verbose Queries 119

means there cannot be any cycles in the process. Identifying words with the
states of the process then means that the Markov chain is aperiodic.

– You can always get from one word to another by continuing to produce text
(words can never be used up). Consequently, the Markov chain is irreducible.

The first point was already proposed by Shannon in his famous article [11],
without the backup from cognitive science. The next two points, that the Markov
process is both aperiodic and irreducible means that it is ergodic. An ergodic
chain has the property that in the long run it reaches a stationary distribution
(also called stationary kernel, or steady state), irrespective of the initial state.
It is easy to sample a document and generate a new one on the basis of its
distribution; see the examples in [11], or any of the many sites on the web
that offer programs to do this1. What we would like to compute however is the
distribution of the source underlying the document. Or in the metaphor of the
introduction, we would like to model the final stable and concise story as the most
relevant to the query about the vacation. With little knowledge of the source, one
could use a Gibbs sampler, i.e. generate a long series of documents and sample
until the distribution seems to converge. The Gibbs sampler was proposed for
example by Wei and Croft [12] to estimate the joint distribution of their LDA
model. Besides the benefits of that model, there are several issues to overcome:
(1) it is computationally demanding, (2) it is hard to know when the process
has converged, and (3) The fixed point may not be unique and e.g. depend on
the initial state (the Gibbs sampler assumes the process is ergodic, but LDA
does not imply this). The derivation above that the process we advance here
is indeed ergodic obviates all three issues at once: The stationary distribution
of the Markov chain can be efficiently computed (as we will show in the next
section), no continued sampling is required to know whether the distribution has
converged, and it is guaranteed to be unique.

Note, first, that the properties mentioned to derive this result are valid for
natural languages in general. This means that the method may be used for
languages other than English (and which are increasingly visible on the Web).
Second, it also answers the question about the higher order dependencies, in
that it is unlikely that these will contribute much to improving search results.
With the answer comes an other question to the fore: how to compute the lower
order dependencies given the documents. The next section offers a proposal, one
we will use in an experiment further on, but it is by no means meant as the last
word on finding initial distributions.

3 Deriving the Initial Distribution

In language modeling, the document source represents the author producing
the document. As an author could produce different renderings of the same

1 For example http://www.nightgarden.com/infosci.htm explains the procedure and

links to a ’Shannonizer’ where you can input text, or refer to a URL, to generate a

text based on bi-grams.
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story, these renderings would be different samples of the source, and so the term
distribution could differ from one document to the next.

Fortunately, the ergodic chain has a property that is very useful here,
namely that its asymptotic behavior is independent of the initial state. In
other words, if one would continue to sample the source, then in the long run
it would not matter what sample, i.e. what document, was observed first; the
asymptotic behavior would be the same. What remains then, is to derive an
initial distribution given the document.

Box 1

Given an n-word vocabulary, the HAL space is represented as a n ∗ n matrix

constructed by moving a window of size w over the corpus ignoring punctuation,

sentence, and paragraph boundaries. The strength of co-occurence decreases with

the number of intervening words. Instead of an large-scale corpus, let us take just

the sentence The effects of spreading pollution on the population of Atlantic salmon.
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the 1 2 3 4 5

effects 5

of 8 5 1 2 3 5

spreading 3 4 5

pollution 2 3 4 5

on 1 2 3 4 5

population 5 1 2 3 4

atlantic 3 5 1 2 4

salmon 2 4 1 3 5

The table above shows the HAL matrix for a window size of 5. Take e.g. the

entry for ‘population’. To find the distance to ‘pollution’, go backward starting at

’population’ with strength 5 (for ‘the’) counting down to 3 for ‘pollution’.

This is where language models differ greatly from one another. As we
mentioned in the introduction, an important distinction lies in the degree of
term dependency that is assumed. In this paper we follow the approach of Lund
and Burgess [13] who computed co-occurrence statistics from a rich source of
spontaneous conversations: Usenet newsgroups. They called the representation
of these statistics the ‘Hyperspace Analog to Language’ or HAL. HAL is
computed by sliding a window over the corpus and assigning weights to word
pairs, inversely to the distance from each word to every other in the window.
This results in a word by word matrix with the accumulated word distances in
the cells. Box 1 may further clarify how the HAL matrix is computed. Lund
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and Burgess [13] experimented with various window sizes, which obviously
produce different HALs. They found that the associations that people make
between word-pairs can best be modeled with a window size between 8 and 10.
Other experiments confirmed that size as optimal to describe the correlation
between word co-occurrance in corpora and strength of word association [8].
(The window size of 5 in box 1 was chosen for clarity of exposition, not to
model people’s word associations.)

Box 2

For readers unfamiliar with the Markov approach, the essential steps in the

algorithm are illustrated below. Assume a language of just the words a and b, with

dependencies as defined by the transition probabilities in matrix H . H defines a

Markov chain, where state A ouputs a and state B outputs b.

H a b

a .2 .6

b .8 .4

⇒ A B.2

.6

.4

.8

For initial state s0 (e.g. A if started with word a), the next state is given by

s1 = s0 ∗ H , where

H =

(
.2 .6
.8 .4

)
followed by s2 = s1 ∗ H = s0 ∗ H2, ..., sn = s0 ∗ Hn with

Hn = 1
.8+.6

(
.6 .6
.8 .8

)
+ −0.4n

.8+.6

(
.8 −.6
−.8 .6

)

which converges to: lim
n→∞

Hn =

(
.4286 .4286
.5714 .5714

)
.

so the Markov chain becomes stationary with P (a) = .4286 and P (b) = .5714,
independent of the initial state. (The formal derivation was only given to show

the convergence. The stationary distribution can also be computed directly from

the transition matrix.) In the same way these values can be obtained for the

examples in the introduction. Computing the HAL matrix with window of size 4,

the distributions converge to:

D1 = [a a a a a b b b b b b a], P (a) = .36 and P (b) = .64
D2 = [a b a b a b a b a b a b], P (a) = .49 and P (b) = .51
Q = [a b a b ], P (a) = .44 and P (b) = .56
Computing the Kullback-Leibler divergence yields

KL(Q||D1) = .017, and KL(Q||D2) = .007, so D1 diverges more from Q than D2,

and therefore D2 is ranked as more relevant.
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If a word is connected to a second word via a small number, than it is more
likely followed by that word than if the number had been high (e.g. the table
shows that ’of’ is more likely to be followed by ’the’ than the other way around).
Based on this observation, the HAL matrix is transformed into a transition
probability matrix pHAL by normalizing the row vectors (see e.g. [14]). So, to
find the document source distribution for a document requires only two steps:

1. Compute the ad-hoc distribution, in our case pHAL,
2. Compute the stable distribution (epi-HAL).

This epi-HAL, for ‘ergodic process interpretation of HAL’, is easy to compute
in several ways, which follow from the ergodic property2. Doing this for all
documents produces a source representation for each document. The same can
be done for the query, which would represent the searcher. To rank the documents
in order of relevance to the searcher, the documents are not compared to the
query directly (as in the vector space model) but the sources are compared.
Researchers in the language modeling community use the Kullback-Leibler (KL)
divergence to compare distributions, and so will we. The algorithm is explained
in Box 2 using a very simple language for clarity.

The main goal of this paper is to explain and more formally justify our ap-
proach, which is what we did in the sections so far. Note that a longer query
corresponds to a larger sample from the source, so one would expect that longer
queries would automatically be more effective. In light of an observation recently
published by Bendersky and Croft [15], this needs empirical verification. There-
fore, the next section will add a more practical justification by showing that
even a straightforward and simple implementation of our approach can already
compete with a closely related but much more sophisticated language model.

4 Implementation and Evaluation

There certainly are other language models that use a Markov approach. Besides
[12] mentioned earlier, notably Cao, Nie, and Bai [16] use the Markov chain for
a similar reason as we do, namely to find a stable distribution to represent the
document. But there are a number of choices made in [16] that we do not de-
pend on: we do not use WordNet (for semantic relationships), there are several
parameters we do not have to set, and we don’t use training for optimization.
Furthermore, although the authors of [16] make use of a stationary distribution,
there are several issues with their approach: (1) it is computationally demand-
ing, (2) it is hard to know when the process has converged, and (3) there is no
indication, let alone a proof, that the algorithm has only one fixed point. So, e.g.
depending on the initial state, their stationary distribution may or may not be

2 First, computing a HAL matrix is approximately n2 in the length of the text, but

since it is additive, we distribute it over a grid for efficiency. Second, the stationary

distribution of the Markov chain can quickly be computed without sampling (it is

the eigenvector with eigenvalue 1).
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the one sought after. The observation above that the process we advance is er-
godic, obviates all three issues at once: The final distribution of the Markov chain
can easily be computed without sampling (it is the eigenvector with eigenvalue
1), it converges very fast, and it is guaranteed to be unique.

We will now turn to an experimental evaluation of our ergodic process inter-
pretation of HAL (epi-HAL). The experiment is comparable to that reported
for the relevance model of Lavrenko & Croft [17], following a pseudo-relevance
feedback paradigm. We first compute a document ranking in response to a query
Q. The top n documents are used to derive a distribution Mn

epi by computing the
epi-HAL over this collection. Similarly, MQ

epi is computed for the query. These
are used in turn to define a mixture model (cf. equation (15) in [17]).

Pr(w|Q) = λPr(w|MQ
epi) + (1− λ) Pr(w|Mn

epi)

The documents are re-ranked using the KL-divergence, and we use the standard
baseline unigram LM in the Lemur toolkit. We set the number of feedback doc-
uments, n, to 30. For query extension we used 300 terms. Others use different
values here, and such differences are to be expected as the distributions are cal-
culated differently, and there is no better way known than to establish these
numbers empirically. With these numbers (or another choice) the query model
MQ = Pr(w|Q) can be computed. Subsequently, documents are re-ranked via
KL(MQ||MD), where MD corresponds to a document language model. In our
case, MD is delivered by the baseline language model.

We noted earlier that we expect our approach to work better with longer
queries, because a longer query means a larger, and hence more representative,
sample from the source. (Note that one could see pseudo-relevance feedback
as an attempt to make the query longer.) Such longer, or more verbose, queries
also seem more representative of the way humans communicate their information
needs, compared to typing in a few query words. Bendersky and Croft in their
recent paper [15] simulate increasing verbosity by using TREC topics and take
the description field as a more verbose version of the title field. If our intuition
(and theirs) were correct one would expect better results for the description
than for the title. They found, however, precision to go down substantially for
the description. Bendersky and Croft’s intuition is that the focus on the key
concepts gets blurred as it were by the verbosity surrounding it. We think this
intuition leads to two questions, or rather, predictions:

– Assuming the explanation is valid, what would this predict if the description
and title were taken together as the new query? Such a query could become
less effective then the description, because it is more verbose. Alternatively,
it could become more effective because someway the key concept becomes
more prominent. Or, combining the two arguments, a safer guess might be
that it lands between the efficacy of description and title in isolation. So this
has to be investigated empirically.

– Given that the HAL representation captures the semantic relationships be-
tween words in the corpus [8,13], the cohesion between key concepts would
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be enhanced by the co-occurance of words expressing the concepts. In turn,
that would increase the weight of certain words by increasing their value in
the joint probability distribution (the query model). And so it would predict
a higher effectiveness of title and description together, than either in isola-
tion. (Note that Bendersky and Croft propose to enhance the focus on the
key concept using a learning algorithm to weight the words in the query. A
different approach that might lead to the same result.)

We will see how these predictions fare for various combinations of title and
description.

4.1 Experimental Results

Besides the title and description from the TREC topics, we also added the
narrative, as it is even more verbose than the description. We shall first present
the results for the now classical AP corpus, and present some initial results
with the ROBUST04 collection that Bendersky and Croft used. The results
of AP8889 are in Table 1. We used topics 101-150 of AP8889 because it has
an exclusion clause in the narrative. For example topic 102, describing Laser
research for SDI, ends with “However, a document clearly focused on use of low-
power lasers in consumer products, surgical instruments, or industrial cutting
tools is NOT relevant.” We used two versions of the narrative, one with, and
one without the exclusionary clauses. This way we could get an indication of
the effect of verbosity: with the exclusion clause intact, the query is obviously
more verbose, but more off focus. We used the Lemur search engine toolkit
for the computations. The following models were used: the baseline language
model provided by Lemur, the relevance model proposed by Lavrenko and Croft
[17], and the stable distribution approach we advance in the current paper.
The results for the stable distribution was also computed in Lemur, using its
smoothing model, but taking the stable distribution as query model. For the AP
corpus and the given topics, the precision goes up with increasing verbosity. The
baseline precisions breaks down going from title only to description only, as was
observed previously by Bendersky and Croft. Both the relevance model and the

Table 1. Comparing precision for various degrees of verbosity and different language

models for AP8889 topics 101-150. title, desc, and narr stand for the corresponding

TREC fields. narr−rc stands for narratives with the topic 101-150 exclusion clauses

removed. ‘Baseline’ is from Lemur’s default simple language model, ‘Relevance model’

follows [8], and ‘epi-HAL’ is the model proposed in the current paper.

Topics 101-150 < title > < desc > < title, desc > < title, narr > < title, narr−rc >

Baseline MAP 23.6 22.7 28.8 31.7 31.9
prec@5 41.2 44.4 48.8 50.8 50.0

Relevance MAP 29.5 29.0 32.3 32.8 33.0
model prec@5 43.6 44.0 42.8 48.8 46.4
Stable Distrib- MAP 32.3 32.4 35.7 39.5 39.3
ution (epi-HAL) prec@5 46.0 46.4 46.2 60.0 58.2
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Table 2. ROBUST04 results, comparing mean average precision (MAP) for title, de-

scription, and their combination, for baseline and epi-HAL. Number of documents:

528,155, topics 301-450 and 601-700.

ROBUST04 < title > < desc > < title, desc >

Baseline 25.7 24.8 28.7

epi-HAL 31.1 31.0 33.1

Bendersky and Croft 25.28 26.2 -

epi-HAL model appear to be less sensitive to this break down. And as both are
feedback models, perhaps it is the feedback that dampens the effect. For every
model, however, when title and description are combined, the precision rebounds
completely, and surpasses the precision over either in separation. So verbosity
cannot be the sole ground for the lack of precision of the description by itself.
Table 2 offers a preliminary comparison of epi-HAL with the best performing
published results of a state-of-the-art model by Bendersky and Croft [15]. This
variation adopts a machine learning approach to identify which noun phrases in
the description are key and use the key concepts to boost retrieval of verbose
queries. No results were reported for this model on both title and description as
Bendersky and Croft did not run the model on the combination of both. The
MAP of 26.2 reported for are those for the K eyConcept[2]<desc> variation of
the model.

The results point in the same direction as the AP experiment: the baseline
shows the precision collapse for description only, the feedback dampens the effect,
precision recovers when title and description are combined, and for our approach
the precision increases with verbosity. The epi-HAL largely outperformed the
baseline by 21%, 25% and 15% respectively on the use of titles, descriptions,
and titles plus descriptions, and outperformed the Bendersky and Croft model
by 21% and 18% on the use of titles and descriptions respectively.

Note that these data are still preliminary for a detailed and more conclu-
sive comparison with the learning approach of Bendersky and Croft, and are
only cautiously indicative. However, as the descriptions of the query topics of
the ROBUST04 collection are more verbose and grammatically complex than
those of the W10g and GOV2 collections, we put forward the hypothesis that
the encouraging performance of the epi-HAL model is due to the ergodic pro-
cess having more description to process and hence stabilize to a more effective
query representation. If so, this suggests performance improvements will be less
pronounced on the W10g and GOV2 collections where the query topics are less
verbose. Further experimentation is needed to bear this out.

5 Conclusions and Future Work

We derived a relatively simple language model, epi-HAL, that deviates in several
respects from other language models proposed to date. Epi-HAL is based on
the observation that texts are produced by humans. From this observation it
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follows that (1) there must be semantic dependencies underlying the documents,
and (2) that the documents must obey surface constraints inherent to natural
language. To represent the former, this paper derived the underlying semantics
from the Hyperspace Analog to Language (HAL) a theory presuming that words
that appear close together in text, will also be close in meaning. The surface
constraints were represented by using an ergodic Markov chain.

We believe that current language models are overly general in that they do not
incorporate these properties of natural language, the very fabric of the documents
they purport to model. We compared a straightforward implementation of the
proposed model with a sophisticated relevance model. Evaluation on TREC cor-
pora showed that epi-HAL easily outperformed the relevance model for AP8889
and provided some initial encouraging results on the ROBUST04 collection. The
epi-HAL model shows increased precision for more verbose queries, and therefore
in the long run may respond more appropriately to the verbose inquiries humans
typically engage in when communicating with one another.

The results of the experiments encourages us to pursue several avenues in
future work. First, instead of modeling only the query by its stable distribution,
the same can be done for the document model. Second a more elaborate and
detailed experiment with larger corpora will be conducted. And finally, because
the proposed model itself is relatively simple, its performance can be further
improved via optimization of parameter settings as applied in current, much
more sophisticated models.
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Abstract. We address the problem of online term recurrence prediction:

for a stream of terms, at each time point predict what term is going to

recur next in the stream given the term occurrence history so far. It has

many applications, for example, in Web search and social tagging. In this

paper, we propose a time-sensitive language modelling approach to this

problem that effectively combines term frequency and term recency infor-

mation, and describe how this approach can be implemented efficiently

by an online learning algorithm. Our experiments on a real-world Web

query log dataset show significant improvements over standard language

modelling.

1 Introduction

Consider a stream of terms1 wi with time stamp ti: (w1, t1), (w2, t2), . . ., where ti
monotonically increases. At each time point, we would like to predict what term
is going to recur next in the stream, given the term occurrence history so far.
This problem of online term recurrence prediction has many applications. For
example, predicting the next query to be reused in a stream of queries is key to
query auto-completion [1], query suggestion [2], information re-finding [3], and
result caching/prefetching [4,5,6,7] in Web search engines, while predicting the
next tag to be reused in a stream of tags is key to tag auto-completion [1] and
tag suggestion/recommendation [8,9,10,11] in social tagging services.

The standard language modelling [12,13] approach to this problem relies solely
on term frequency information to find the most probable next term to recur.
However, our experience tells us that the terms occurred recently should have a
higher probability of recurring than those occurred a long time ago, due to the

1 Here terms are just language units which may contain one or more words, e.g., Web

queries and social tags.

L. Azzopardi et al. (Eds.): ICTIR 2009, LNCS 5766, pp. 128–138, 2009.
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common phenomena of burst and drift in user interests [14]. For example, if a
user searched ‘baseball’ yesterday and ‘basketball’ one month ago on the Web,
she is more likely to search ‘baseball’ rather than ‘basketball’ again today. Such
valuable information of term recency has been overlooked in standard language
modelling.

In this paper, we propose a time-sensitive language modelling approach to this
problem. It can effectively combine term frequency and term recency informa-
tion. Furthermore, it can be implemented efficiently by an online learning [15]
algorithm. Our experiments on a real-world Web query log dataset show that it
brings significant improvements over standard language modelling.

The rest of this paper is organised as follows. In Section 2, we present our
time-sensitive language modelling approach to the problem of online term recur-
rence prediction, and explain how it combines term frequency and term recency
information effectively. In Section 3, we describe an online learning algorithm
to implement the above approach efficiently. In Section 4, we empirically eval-
uate our technique on a real-world Web query log dataset. In Section 5, we
review related work. In Section 6, we discuss future work. In Section 7, we make
conclusions.

2 Approach

The basic idea of our time-sensitive language modelling technique is that each
occurrence of a term will contribute to its probability of recurring in the future,
but the amount or weight of contribution decays over time according to a kernel
function k(t, to). Here we use the exponential decay function as the kernel.

k(t, to) =
{

exp(−λ(t− to)) if t ≥ to
0 if t < to

,

where λ ≥ 0 is called the decay constant. The physical interpretation of this
model is that one occurrence of term w at time to has an initial weight W (to) =
1 and it ‘evaporates’ at a rate proportional to its weight at that time W (t):
dW/dt = −λW . The mean lifetime, i.e, the time needed for the initial weight to
be reduced by a factor of e, is given by τ = 1/λ.

So at time t, if the history so far is H = {(w1, t1), . . . , (wn, tn)}, then the
accumulated weight of a specific term w’s contribution can be calculated as

C(w, t) =
n∑

i=1

δ(w, wi)k(t, ti) ,

where δ(w, wi) is the Kronecker’s delta function: δ(w, w′) = 1 if w = w′ and 0
otherwise. The function C(w, t) summarises the contribution of term w’s history
to its occurring probability at time t, so we call it contribution function.

Figure 1 shows an example of time-sensitive language modelling based on
exponential decay with λ = 0.5. In this example, the contribution of term w at
time t = 8 will be
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C(w, 8) = k(8, 5) + k(8, 3) + k(8, 2)
= exp(−3λ) + exp(−5λ) + exp(−6λ)
= exp(−1.5) + exp(−2.5) + exp(−3)
≈ 0.3550

Hence the probability of term w occurring at time t, given the history H , will
be determined by its accumulated contribution at that time:

P̂ (wn+1 = w|H, tn+1 = t) = P̂ (w|C(w, t)) =
C(w, t) + μ∑

w′ [C(w′, t) + μ]
.

where 0 ≤ μ ≤ 1 is a parameter for Lidstone (additive) smoothing [16]. If μ = 0,
the above formula gives the Maximum Likelihood Estimation (MLE) of w’s oc-
curring probability that combines both its frequency and its recency information.
However, for a term never occurred before in the history (or the training corpus),
the MLE of its occurring probability will be 0, which is in general undesirable.
This problem can be remedied by using a positive smoothing parameter μ, which
can be regarded as a non-decaying constant weight of contribution assigned to
every term (whether occurred before or not) by default.

time
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(a) The kernel function k(t, 2).
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(b) The contribution function C(w, t) for

a term that occurred at times 2, 3 and 5.

Fig. 1. An example of time-sensitive language modelling based on exponential decay

with λ = 0.5

For the problem of online term recurrence prediction, what we need is to
compute

w∗ = argmax
w

P̂ (wn+1 = w|H, tn+1 = t) = argmax
w

C(w, t) .

Now let’s study the behaviour of time-sensitive language models in the context
of online term recurrence prediction. Without loss of generality, we assume the
system time is discrete, i.e., represented by an integer.

Proposition 1. In a time-sensitive language model with decay constant λ = 0,
the most probable next term to recur is the most frequently used (MFU) term.
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Proof. If λ = 0, then for each time point ti < t the kernel function k(t, ti) =
exp(0) = 1. So the contribution of term w at current time t is

C(w, t) =
n∑

i=1

δ(w, wi)k(t, ti) =
n∑

i=1

δ(w, wi) ,

which is exactly the number of w’s occurrences in the history. Therefore, the most
probable next term w∗ = argmaxw C(w, t) is the term of highest frequency, i.e.,
the most frequently used (MFU) term. This also implies that when λ = 0, time-
sensitive language modelling backs off to standard language modelling. ��

Proposition 2. In a time-sensitive language model with decay constant λ ≥
ln(2), the most probable next term to recur is the most recently used (MRU)
term.

Proof. Let r = exp(−λ). Thus for each time point ti < t the kernel function
can be written as k(t, ti) = exp(−λ)t−ti = rt−ti . Since λ ≥ ln(2), we have
r ≤ exp(− ln(2)) = 1

2 . Consider two terms wa and wb that have occurred at
times Ta = {ta1 , . . . , tan} and Tb = {tb1 , . . . , tbn} respectively so far. Assume
tan = u and tbn = v, and without loss of generality assume that u < v or
equivalently u + 1 ≤ v (as discrete time is used here).

C(wa, t) =
n∑

i=1

δ(wa, wi)k(t, ti) =
∑

ti∈Ta

k(t, ti)

≤
u∑

j=1

k(t, j) =
u∑

j=1

rt−j =
rt−(u+1) − rt−1

1/r − 1

≤ rt−(u+1) − rt−1

< rt−(u+1) = k(t, u + 1)
≤ k(t, v) .

C(wb, t) =
n∑

i=1

δ(wb, wi)k(t, ti) =
∑

ti∈Tb

k(t, ti)

≥ k(t, v) .

To sum up, C(wa, t) < C(wb, t) as long as tan < tbn , i.e., the contribution of
a term is dominated by its last occurrence time. Therefore, the most probable
next term w∗ = arg maxw C(w, t) is the term of highest recency, i.e., the most
recently used (MRU) term. ��

The above two propositions show that at one extreme (λ = 0) the time-sensitive
language modelling approach to online term recurrence prediction subsumes the
approach of selecting the MFU terms (as in standard language modelling), while
at the other extreme (λ = ln(2)) it subsumes the approach of selecting the MRU
terms. With a non-trivial decay constant 0 < λ < ln(2), the time-sensitive lan-
guage modelling approach differs from the MFU approach in that the contribution
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of each occurrence is not always the same but depends on its recency; it also differs
from the MRU approach in that it considers not only the most recent occurrence,
but also all the other past occurrences in the history. The decay constant λ con-
trols the trade-off between term frequency and term recency in projecting a term’s
probability of being used in the future. What value of λ is optimal depends on the
concrete problem and data.

3 Algorithm

A naive implementation of time-sensitive language modelling would be compu-
tationally expensive, because for each distinctive term, (1) we need to retain all
its past occurrences for calculating its current contribution, and also (2) we need
to constantly re-calculate its current contribution when time goes by. However,
both issues turn out to be avoidable.

Theorem 1. If there is no occurrence of term w in the period of time [tu, tv],
then its contribution satisfies

C(w, tv) = exp(−λ(tv − tu))C(w, tu) .

Proof. The contribution of term w at time tu is

C(w, tu) =
∑

1≤ti≤tu

δ(w, wi)k(tu, ti) ,

while the contribution of term w at time tv > tu is

C(w, tv) =
∑

1≤ti≤tv

δ(w, wi)k(tv, ti)

=
∑

1≤ti≤tu

δ(w, wi)k(tv, ti) +
∑

tu<ti≤tv

δ(w, wi)k(tv, ti) .

As there is no occurrence of w between tu and tv, δ(w, wi) = 0 for all times ti
that tu < ti ≤ tv. So we have

C(w, tv) =
∑

1≤ti≤tu

δ(w, wi)k(tv, ti) +
∑

tu<ti≤tv

0 · k(tv, ti)

=
∑

1≤ti≤tu

δ(w, wi)k(tv, ti)

=
∑

1≤ti≤tu

δ(w, wi) exp(−λ(tv − ti))

=
∑

1≤ti≤tu

δ(w, wi) exp(−λ((tv − tu) + (tu − ti))

= exp(−λ(tv − tu))
∑

1≤ti≤tu

δ(w, wi) exp(λ(tu − ti))

= exp(−λ(tv − tu))C(w, tu) .

��
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Corollary 1. The contribution of term w at the current time t can be calculated
using its last occurrence (i.e., most recent occurrence) time tl and its contribution
at tl:

C(w, t) = exp(−λ(t− tl))C(w, tl) .

Proof. Obviously there should be no occurrence of term w between its last oc-
currence time tl and the current time t. So using the above theorem, we get this
corollary straightforwardly. ��

According to this corollary, we only need to retain two values, tl and C(w, tl),
for each distinctive term w in the system.

Corollary 2. Suppose two different queries wa and wb last occurred at times
tan and tbn respectively. Let tm = max(tan , tbn). At any time t > tm we have

cmp(C(wa, t), C(wb, t)) = cmp(C(wa, tm), C(wb, tm)) ,

where cmp is the comparison function

cmp(x, x′) =

⎧⎨⎩+1 if x > x′

0 if x = x′

−1 if x < x′
.

Proof. Obviously there should be no occurrence of term w between the time tm
and the current time t. So using the above theorem, we get

C(wa, t) = exp(−λ(t− tm))C(wa, tm)
C(wb, t) = exp(−λ(t− tm))C(wb, tm) .

Hence their ratio C(wa,t)
C(wb,t) = C(wa,tm)

C(wb,tm) . So if C(wa,tm)
C(wb,tm) > 1, i.e., C(wa, tm) >

C(wb, tm), then C(wa,t)
C(wb,t) > 1, i.e., C(wa, t) > C(wb, t). Similar conclusions can be

drawn for the cases C(wa,tm)
C(wb,tm) = 1 and C(wa,tm)

C(wb,tm) < 1 as well. Thereby completing
the proof. ��

According to this corollary, although the contribution of each term changes over
time, the relative order of two terms’ contributions or their probabilities to occur
next does not change, until either of them recurs. Therefore the only chance for
another term to replace the current most probable next term w∗ is when it
occurs.

The above two corollaries enable us to cut the computational overhead of time-
sensitive language modelling drastically. Furthermore, they make it possible to
continuously update and apply a time-sensitive language model through online
learning [15] so that it can deal with stream data [14].

Figure 2 shows the online term recurrence prediction algorithm using a time-
sensitive language model. The input of this algorithm is a series of time-stamped
term occurrences {(w1, t1), . . . , (wn, tn)} as well as the decay constant λ, and the
output is a series of predictions for the most probable next term w∗. Hash table,
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create a hash table h

w∗ = ‘�’; h[w∗] = 〈0, 0〉
for 1 ≤ i ≤ n:

if wi not in h:

C(wi, ti) = 1

else:

〈tl, C(wi, tl)〉 = h[wi]

C(wi, ti) = exp(−λ(ti − tl))C(wi, tl) + 1

h[wi] = 〈ti, C(wi, ti)〉
〈t∗l , C(w∗, t∗l )〉 = h[w∗]
C(w∗, ti) = exp(−λ(ti − t∗l ))C(w∗, t∗l )
if C(wi, ti) > C(w∗, ti):

w∗ = wi

output w∗

Fig. 2. The online term recurrence prediction algorithm using a time-sensitive language

model

a data structure that associates keys with values, has been used in the algorithm
to store for each distinctive term w its last occurrence time tl and contribution
C(w, tl). A hash table supports lookup, insertion and deletion of elements in
O(1) time (i.e., constant time) on average [17]. It is easy to see that overall this
algorithm has time complexity O(n) for a stream of n terms.

4 Experiments

We apply the proposed technique of time-sensitive language modelling to person-
alised query recurrence prediction in Web search: considering each user’s search
log as a stream of queries, at each time point predict what query will be reused
by her based on her entire query history so far. We assume that each user has
her own time-clock and it is incremented by one upon each query issued.

We use the AOL query log dataset [18] (that is provided to the research
community by AOL search engine2) for our experiments. In this paper, we focus
on the queries within the first week of March 2006. The queries have already
been normalised through punctuation-removal and case-folding etc. Finally the
query log dataset used in this paper consists of 1, 908, 135 queries from 309, 078
users.

One point worth mentioning is that in this dataset, if a user requested the
next “page” of results for some query, this appears as a subsequent identical
query with a later time stamp. Therefore it is not possible for us to determine
whether the user reused the last query or she just requested for more results
for the same query. To avoid this systematic bias towards the MRU approach
2 http://search.aol.com/
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Fig. 3. The experimental results for personalised query recurrence prediction

in the experiments, we merge all identical successive queries from the same user
into one. However, this implies that the immediate next query would always be
different with the current one and the MRU approach would never succeed. To
make a fair comparison between time-sensitive language modelling and standard
language modelling, a small trick is applied here: we are actually making query
recurrence predictions two steps forward, i.e., at time ti we predict the query to
be reused at time ti + 2 by that user.

We evaluate the performance of our time-sensitive language modelling ap-
proach by comparing the top predicted queries with the later really occurred
queries and computing the prediction accuracy. Here we report the accuracy
of predicting recurred queries but not unseen queries, as the latter cannot be
predicted based on the query history.

The experimental results for personalised query recurrence prediction using
different decay constants are shown in Figure 3 and Table 1. The time-sensitive
language modelling approach significantly outperforms the standard language
modelling (i.e., MFU) approach. By using a non-zero decay constant to combine
query frequency and query recency, we get an accuracy improvement of more
than a third. The optimal decay constant λ∗ ≈ 0.2× ln 2 = 0.1386. According to
one-sided t-test [19,20], the effectiveness superiority of time-sensitive language
modelling over standard language modelling is at the significance level 99.9%
(P value < 0.001).

To analyse the underlying reason for the success of time-sensitive language
modelling, we rank all distinctive query recurrence incidents according to their
frequency or recency values (in the corresponding user’s individual query history)
and calculate the proportion of query recurrence incidents for each frequency or
recency rank. Figure 4 shows the log-log plots of query recurrence proportion
over its frequency and recency rank respectively. We observe that in general,
consistent with our intuition, (1) more frequently used queries are more likely to
recur; and (2) more recently used queries are more likely to recur. We compute
Kendall’s rank-correlation coefficient τ [21] to quantitatively measure the utility
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Table 1. The experimental results for personalised query recurrence prediction

language model decay constant prediction accuracy

standard λ = 0.0 × ln 2 (MFU) 57.86%

λ = 0.1 × ln 2 79.44%

λ = 0.2 × ln 2 80.11%
λ = 0.3 × ln 2 79.82%

λ = 0.4 × ln 2 79.01%

λ = 0.5 × ln 2 78.33%

time-sensitive λ = 0.6 × ln 2 78.11%

λ = 0.7 × ln 2 77.57%

λ = 0.8 × ln 2 77.57%

λ = 0.9 × ln 2 77.57%

λ = 1.0 × ln 2 (MRU) 77.57%
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Fig. 4. The proportion of query recurrence over query frequency/recency

of query frequency and query recency in predicting query recurrence. The value
of τ for the former is 0.4470 while that for the latter is 0.9367, which means that
query recurrence is much more dependent on query recency than query frequency.
Therefore the valuable information of query recency must not be discarded for
personalised query recurrence prediction.

5 Related Work

The idea of making language models adaptive by introducing a decay function
has appeared in various contexts such as speech recognition [22], news retrieval
[23], email clustering [24], and collaborative filtering [25]. However, to the best
of our knowledge, the effective behaviour and efficient implementation of time-
sensitive language modelling for the problem of online term recurrence prediction
have not been studied before.
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6 Future Work

In this paper, we have focused on incorporating temporal decay into unigram
language modelling, but it should be straightforward to extend our proposed
technique to general n-gram language modelling [12,13] or even topic modelling
[26]. It will also be interesting to investigate other temporal kernel functions in
the proposed framework of time-sensitive language modelling, e.g., a periodic
one to model the pattern of repetitive term occurrences.

7 Conclusions

The major contribution of this paper is the technique of time-sensitive language
modelling that can address the problem of online term recurrence prediction
effectively and efficiently.
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Abstract. We review the history of modeling score distributions, focusing on
the mixture of normal-exponential by investigating the theoretical as well as the
empirical evidence supporting its use. We discuss previously suggested condi-
tions which valid binary mixture models should satisfy, such as the Recall-Fallout
Convexity Hypothesis, and formulate two new hypotheses considering the com-
ponent distributions under some limiting conditions of parameter values. From all
the mixtures suggested in the past, the current theoretical argument points to the
two gamma as the most-likely universal model, with the normal-exponential be-
ing a usable approximation. Beyond the theoretical contribution, we provide new
experimental evidence showing vector space or geometric models, and BM25, as
being “friendly” to the normal-exponential, and that the non-convexity problem
that the mixture possesses is practically not severe.

1 Introduction

Current best-match retrieval models calculate some kind of score per collection item
which serves as a measure of the degree of relevance to an input request. Scores are used
in ranking retrieved items. Their range and distribution varies wildly across different
models making them incomparable across different engines [1], even across different
requests on the same engine if they are influenced by the length of requests. Even most
probabilistic models do not calculate the probability of relevance of items directly, but
some order-preserving (monotone or isotone) function of it [2].

For single-collection ad-hoc retrieval, the variety of score types is not an issue;
scores do not have to be comparable across models and requests, since they are only
used to rank items per request per system. However, in advanced applications, such as
distributed retrieval, fusion, or applications requiring thresholding such as filtering or
recall-oriented search, some form of score normalization is imperative. In the first two
applications, several rankings (with non-overlapping and overlapping sets of items re-
spectively) have to be merged or fused to a single ranking. Here, score normalization
is an important step [3]. In practice, while many users never use meta-search engines
directly, most conventional search engines have the problem of combining results from
many discrete sub-engines. For example, blending images, text, inline answers, stock
quotes, and so on, has become common.

In filtering, bare scores give no indication on whether to retrieve an incoming docu-
ment or not. Usually a user model is captured into some evaluation measure. Some of
these measures can be optimized by thresholding the probability of relevance at some
specific level [4], thus a method of normalizing scores into probabilities is needed.

L. Azzopardi et al. (Eds.): ICTIR 2009, LNCS 5766, pp. 139–151, 2009.
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Moreover, thresholding has turned out to be important in recall-oriented retrieval se-
tups, such as legal or patent search, where ranked retrieval has a particular disadvantage
in comparison with traditional Boolean retrieval: there is no clear cut-off point where
to stop consulting results [5]. Again, normalizing scores to expected values of a given
effectiveness measure allows for optimal rank thresholding. In any case, the optimal
threshold depends on the effectiveness measure being used—there is no single thresh-
old suitable for all purposes.

Simple approaches, e.g. range normalization based on minimum and maximum
scores, are rather naive, considering the wild variety of score outputs across search
engines, because they do not take into account the shape of score distributions (SDs).
Although these approaches have worked reasonably well for merging or fusing results
[6], advanced approaches have been seen which try to improve normalization by inves-
tigating SDs. Such methods have been found to work at least as well (or in some cases
better than) the simple ones in the context of fusion [7,8]. They have also been found
effective for thresholding in filtering [9,10,11] or thresholding ranked lists [12]. We are
not aware of any empirical evidence in the context of distributed retrieval.

We review the history of modeling SDs in Information Retrieval, focusing on the
currently most popular model, namely, the mixture of normal-exponential, by investi-
gating the theoretical as well as the empirical evidence supporting its use. We discuss
conditions which any valid—from an IR perspective—binary mixture model should sat-
isfy, such as the Recall-Fallout Convexity Hypothesis, and formulate new hypotheses
considering the component distributions individually as well as in pairs. Although our
contribution is primarily theoretical, we provide new experimental evidence concern-
ing the range of retrieval models that the normal-exponential gives a good fit, and try
to quantify the impact of non-convexity that the mixture possesses. We formulate yet
unanswered questions which should serve as directions for further research.

2 Modeling Score Distributions

Under the assumption of a binary relevance, classic attempts model SDs, on a per-
request basis, as a mixture of two distributions: one for relevant and the other for non-
relevant documents [13,14,15,16,17,7]. Given the two component distributions and their
mix weight, the probability of relevance of a document given its score can be calculated
straightforwardly [17,7], essentially allowing the normalization of scores into proba-
bilities of relevance. Furthermore, the expected numbers of relevant and non-relevant
documents above and below any rank or score can be estimated, allowing the calcula-
tion of precision, recall, or any other traditional measure at any given threshold enabling
its optimization [12]. Assuming the right component choices, such methods are theo-
retically “clean” and non-parametric.

A more recent attempt models aggregate SDs of many requests, on per-engine basis,
with single distributions [18,8]; this enables normalization of scores to probabilities—
albeit not of relevance—comparable across different engines. The approach was found
to perform better than the simple methods in the context of fusion [8]. Nevertheless, it
is not clear—if it is even possible—how using a single distribution can be applied to
thresholding, where for optimizing most common measures a reference to relevance is
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needed. For this reason, we will next concentrate on binary mixture models; moreover,
we are not aware of any approach using SDs in beyond binary relevance setups.

Various combinations of distributions have been proposed since the early years of
IR—two normal of equal variance [13], two normal of unequal variance or two ex-
ponential [14], two Poisson [15], two gamma [16]—with currently the most popular
model being that of using a normal for relevant and an exponential for non-relevant,
introduced in [9] and followed up by [17,7,10,11] and others. For a recent extended re-
view and theoretical analysis of the above choices, we refer the reader to [1]. The latest
improvements of the normal-exponential model use truncated versions of the compo-
nent densities, trying to deal with some of its shortcomings [12]. Next we focus on the
original normal-exponential model.

3 The Normal-Exponential Model

In this section, we review the normal-exponential model. We investigate the theoretical
as well as the empirical evidence and whether these support its use.

3.1 Normal for Relevant

A theorem by Arampatzis and van Hameren [17] claims that the distribution of rele-
vant document scores converges to a Gaussian central limit (GCL) quickly, with “cor-
rections” diminishing as O(1/k) where k is the query length. Roughly, three explicit
assumptions were made:

1. Terms occur independently.
2. Scores are calculated via some linear combination of document term weights.
3. Relevant documents cluster around some point in the document space, with some

hyper-ellipsoidal density (e.g. a hyper-Gaussian) with tails falling fast enough.

Next, we re-examine the validity and applicability of these assumptions in order to
determine the range of retrieval models for which the theorem applies.

Assumption 1 is generally untrue, but see the further discussion below. Assumption
2 may hold for many retrieval models; e.g. it holds for dot-products in vector space
models, or sums of partially contributing log-probabilities (log-odds) in probabilistic
models. Assumption 3 is rather geometric and better fit to vector space models; whether
it holds or not, or it applies to other retrieval models, is difficult to say. Intuitively, it
means that the indexing/weighting scheme does its job: it brings similar documents
close together in the document space. This assumption is reasonable and similar to the
Cluster Hypothesis of K. van Rijsbergen [19, Chapter 3]. Putting it all together, the
proof is more likely to hold for setups combining the following three characteristics:

– Vector space model, or some other geometric representation.
– Scoring function in the form of linear combination of document term weights, such

as the dot-product or cosine similarity of geometric models or the sum of partially
contributing log-probabilities of probabilistic models.

– Long queries, due to the convergence to a GCL depending on query length.

This does not mean that there exists no other theoretical proof applicable to more re-
trieval setups, but we have not found any in the literature.
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A Note on Term Independence. Term independence assumptions are common in the
context of probabilistic models and elsewhere, but are clearly not generally valid. This
has elicited much discussion. The following points have some bearing on the present
argument:

– Ranking algorithms derived from independence models have proved remarkably
robust, and unresponsive to attempts to improve them by including dependencies.

– Making the independence assumption conditional on relevance makes it a little
more plausible than a blanket independence assumption for the whole collection.

– Cooper [20] has shown that for the simple probabilistic models, one can replace
the independence assumptions with linked dependence (that is, linked between the
relevant and non-relevant sets), and end up with the same ranking algorithms. This
may be a partial explanation for the robustness of the independence models.

– This linked dependence unfortunately does not help us with the present problem.
– Cooper et al. [21] show that if we want to estimate an explicit, well-calibrated

probability of relevance for each document (to show to the user), then corrections
need to be made to allow for the inaccuracies of the (in)dependence assumptions.

What these points emphasise is the very strong distinction between on the one hand
having a scoring system which ranks well and on the other hand placing any stronger
interpretation on the scores themselves.

3.2 Exponential for Non-relevant

Under a similar set of assumptions and approximations, Arampatzis and van Hameren
[17] investigate also the distribution of non-relevant document scores and conclude that
a GCL is unlikely and if it appears it does only at a very slow rate with k (practically
never seen even for massive query expansion). Although such a theorem does not help
much in determining a usable distribution, under its assumptions it contradicts Swets’
use of a normal distribution for non-relevant [13,14].

The distribution in question does not necessarily have to be a known one. [17] pro-
vides a model for calculating numerically the SD of any class of documents (thus also
non-relevant) using Monte-Carlo simulation. In absence of a related theory or a simpler
method, the use of the exponential distribution has been so far justified empirically: it
generally fits well to the high-end of non-relevant item scores, but not to all.

3.3 Normal-Exponential in Practice

The normal-exponential mixture model presents some practical difficulties in its appli-
cation. Although the GCL is approached theoretically quickly as query length increases,
practically, queries of length above a dozen terms are only possible through relevance
feedback and other learning methods. For short queries, the Gaussian may simply not
be there to be estimated. Empirically, using a vector space model with scores which
were unbounded above on TREC data, [17] found usable Gaussian shapes to form at
around k = 250. k also seemed to depend on the quality of a query; the better the query,
the fewer the terms necessary for a normal approximation of the observed distribution.



Score Distributions in Information Retrieval 143

 0

 1

 2

 3

 4

 5

 6

 7

-6.5 -6 -5.5 -5 -4.5 -4 -3.5 -3

no
rm

al
iz

ed
 fr

eq
ue

nc
y

KL-divergence score

KL-DIVERGENCE SCORE DENSITIES FOR ALL RETRIEVED DOCUMENTS

TREC query 207 on all-97
TREC query 207 on all-23
TREC query 242 on all-23
TREC query 242 on all-97
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Along similar lines, [7] noticed that better systems (in terms of average precision) pro-
duce better Gaussian shapes.

It was also shown in previous research that the right tail of the distribution of non-
relevant document scores can be very well approximated with an exponential: [17,11] fit
on the top 50–100, [7] fit on almost the top-1,000 (1,000 minus the number of relevant
documents). [22] even fits on a non-uniform sample of the whole score range, but the
approach seems system/task-specific. In general, it is difficult to fit an exponential on the
whole score range. Figure 1 shows the total score densities produced by a combination
of two queries and two sub-collections using KL-DIVERGENCE as a retrieval model.
Obviously, none of these SDs can be fitted in totality with the mixture. Candidate ranges
are, in general, [speak, +∞) where speak is set at the most frequent score or above.

Despite the above-mentioned practical problems, [7] used the model with success,
with much shorter queries and even with a scoring system which produces scores be-
tween 0 and 1 without worrying about the implied truncation at both ends for the normal
and at the right end for the exponential. In the context of thresholding for document fil-
tering [11], with the generally unbounded scoring function BM25 and a maximum of
60 query terms per profile, the method performed well (2nd best, after Maximum Like-
lihood Estimation) on 3 out of 4 TREC data sets.

To further determine the retrieval models whose observed SDs can be captured well
with a normal-exponential mixture, we investigated all 110 submissions to the TREC
2004 Robust track. This track used 250 topics combining the ad-hoc track topics in
TRECs 6–8, with the robust track topics in TRECs 2003–2004. Table 1 shows the 20
submissions where the mixture obtained the best fit as measured by χ2 goodness-of-fit
test. The table shows the run names; the used topic fields; the median χ2 upper prob-
ability indicating the goodness-of-fit; and the correlation between the optimal F1@K
(with K a rank) based on the qrels and on the fitted distributions. The two remaining
columns will be discussed in Section 4. Not surprisingly, over all runs, the 20 runs with
the best fit also tend to have better predictions of F1@K .
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Table 1. Twenty submissions with the best normal-exponential goodness-of-fit

Run Qry χ2 F1 c. NC Inv. Run Qry χ2 F1 c. NC Inv.
icl04pos2d d 0.228 0.742 1.0 95.76 icl04pos2t t 0.163 0.752 2.5 93.05
SABIR04FA tdn 0.214 0.650 1.0 87.57 uogRobDWR10 d 0.158 0.642 1.0 89.35
icl04pos7f tdn 0.197 0.663 2.0 93.64 wdo25qla1 tdn 0.157 0.579 4.0 83.12
icl04pos2f tdn 0.190 0.629 1.0 93.66 icl04pos2td td 0.154 0.718 1.0 95.87
SABIR04BA tdn 0.185 0.658 1.0 90.25 uogRobLWR5 tdn 0.152 0.593 1.0 90.19
NLPR04OKapi d 0.184 0.708 3.0 90.29 icl04pos7td td 0.152 0.744 1.0 95.40
SABIR04FT t 0.182 0.723 2.0 90.31 SABIR04BT t 0.149 0.712 1.0 91.08
SABIR04FD d 0.180 0.668 2.0 88.23 wdoqla1 tdn 0.149 0.637 2.0 85.66
SABIR04BD d 0.174 0.647 2.0 88.05 uogRobDBase d 0.148 0.646 1.0 88.31
icl04pos48f tdn 0.166 0.694 1.0 95.78 fub04Dg d 0.145 0.511 2.5 86.82

Looking at the retrieval models resulting in the best fits, we see seven runs of Peking
University (icl) using a vector space model and the cosine measure. We also see 6 runs
of Sabir Research, Inc. (SABIR) using the SMART vector space model. There are 3
runs of the University of Glasgow (uog) using various sums of document term weights
in the DRF-framework. Two runs from Indiana University (wdo) using Okapi BM25.
Finally, a single run from the Chinese Academy of Science (NLPR) using Okapi BM25,
and one from Fundazione Ugo Bordoni (fub) also using sums of document term weights
in the DRF-framework. Overall, we see support for vector space or geometrical models
as being amenable to the normal-exponential mixture, as well as BM25.

Looking at query length, we see only 3 systems using the short title statement, and 8
systems using all topic fields. Many of the systems used query expansion, either using
the TREC corpus or using the Web, leading to even longer queries. While longer queries
tend to lead to smoother SDs and improved fits, the resulting F1@K prediction seems
better for the short title queries with high quality keywords. The “pos2” runs of Peking
University (icl) only index verbs and nouns, and considering only the most informative
words seems to help distinguish the two components in the mixture.

4 The Recall-Fallout Convexity Hypothesis

From the point of view of how scores or rankings of IR systems should be, Robertson
[1] formulates the Recall-Fallout Convexity Hypothesis:

For all good systems, the recall-fallout curve (as seen from the ideal point of
recall=1, fallout=0) is convex.

Similar hypotheses can be formulated as conditions on other measures, e.g., the proba-
bility of relevance should be monotonically increasing with the score; the same should
hold for smoothed precision. Although, in reality, these conditions may not always be
satisfied, they are expected to hold for good systems, i.e. those producing rankings satis-
fying the probability ranking principle (PRP), because their failure implies that systems
can be easily improved.
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Fig. 2. Non-convexity inside the observed score range of a normal-exponential fit

As an example, let us consider smoothed precision. If it declines as score increases
for a part of the score range, that part of the ranking can be improved by a simple random
re-ordering [23]. This is equivalent of “forcing” the two underlying distributions to
be uniform in that score range. This will replace the offending part of the precision
curve with a flat one—the least that can be done—improving the overall effectiveness
of the system. In fact, rankings can be further improved by reversing the offending sub-
rankings; this will force the precision to increase with an increasing score, leading to
better effectiveness than randomly re-ordering the sub-ranking.

Such hypotheses put restrictions on the relative forms of the two underlying distri-
butions. Robertson [1] investigated whether the following mixtures satisfy the convex-
ity hypothesis: two normals, two exponentials, two Poisson, two gamma, and normal-
exponential. From this list, the following satisfy the hypothesis: two normal (only when
their variances are equal), two exponential, two Poisson, and two gamma (for a quite
wide range of parameters but not all).

Let us consider the normal-exponential mixture which violates such conditions only
(and always) at both ends of the score range. Although the low-end scores are of in-
significant importance, the top of the ranking is very significant. The problem is a man-
ifestation of the fact that a normal falls more rapidly than an exponential and hence the
two density functions intersect twice. Figure 2 depicts a normal-exponential fit on score
data, together with the estimated precision and recall. The problem can be seen here as
a declining precision above score 0.25.

In adaptive filtering, [9,22] deal with the problem by selecting as threshold the lower
solution of the 2nd degree equation resulting from optimizing linear utility measures,
while [10,11] do not seem to notice or deal with it. In meta-search, [7] noted the prob-
lem and forced the probability to be monotonic by drawing a straight line from the point
where the probability is maximum to the point [1, 1]. Both procedures, although they
may have been suitable for the above tasks, are theoretically unjustified. In [12], the two
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component distributions were set to uniform within the offending score range; as noted
above, this is equivalent to randomization.

The problem does not seem severe for thresholding tasks. For example, [12] tried to
optimize the F1 measure and found that the impact of randomization on thresholding
is that the SD method turns “blind” inside the offending range. As one goes down the
corresponding ranks, estimated precision would be flat, recall naturally rising, so the
optimal F1 threshold can only be below the range. On average, the optimal rank thresh-
old was expected to be deeper than the affected ranks, so the impact of non-convexity
on thresholding deemed to be insignificant. Sometimes the problem may even appear
above the maximum observed score. Furthermore, the truncated normal-exponential
model used in [12] also helped to alleviate non-convexity by sometimes out-truncating
it; a modest and conservative theoretical improvement over the original model which
always violates the hypothesis.

To further determine the effect of the non-convexity of the normal-exponential, we
again investigate the 110 submissions to the TREC 2004 Robust track. Table 1 also
shows the median rank at which the estimated precision peaks (hence there is a non-
convexity problem before this rank). We also show the effect of inverting the initial
non-convex ranks, in percentage of overall MAP. That is, if precision increases up to
rank 3 then it should make sense to invert the ranking of the first 2 documents. Two
main observations are made. First, the median rank down to which the problem exists is
very low, in the range of 1 (i.e. no practical problem) to 4, suggesting a limited impact
on at least half the topics. Although there are outlier topics where the problem occurs far
down the ranking, some of these may be due to problematic fits [12]. Second, “fixing”
the problematic initial ranks by inverting the order leads to a loss of MAP throughout.
This signals that the problem is not inherent in the underlying retrieval model violat-
ing the PRP. Rather, the problem is introduced by the fitted normal-exponential; both
practical and fundamental problems can cause a misfit given the limited information
available.

In the bottom line, the PRP dictates that any theoretically sound choice of component
densities should satisfy the convexity condition; from all the mixtures suggested in the
past, the normal-exponential as well as the normal-normal of unequal variances do not,
for all parameter settings. In practice, the problem does not seem to be severe in the
case of normal-exponential; the affected ranks are usually few. Given the theoretical
and empirical evidence, we argue that the problem is introduced by the exponential, not
by the normal. Moreover, many distributions—especially “peaky” ones—have a GCL.
For example, assuming Poisson-distributed relevant document scores, for a system or
query with a large mean score the Poisson would converge to a normal.

5 In-the-Limit Hypotheses

The Recall-Fallout Convexity Hypothesis considers the validity of pairs of distributions
under the PRP. There are some reasons for considering distributions in pairs, as follows:

– The PRP is about the relative ranking of relevant and non-relevant documents un-
der conditions of uncertainty about the classification; it makes no statements about
either class in isolation.
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– Consideration of the pair makes it possible for the hypothesis to ignore absolute
scores, and therefore to be expressed in a form which is not affected by any mono-
tonic transformation of the scores. Since ranking itself is not affected by such a
transformation, this might be considered a desirable property.

– If we wish in the future to extend the analysis to multiple grades of relevance, a de-
sirable general form would be a parametrised family of distributions, with different
parameter values for each grade of relevance (including non-relevance), rather than
a separately defined distribution for each grade.

However, the evidence of previous work suggests that the distributions of relevant and
non-relevant look very different. This renders the third point above difficult to achieve,
and further suggests that we might want to identify suitable hypotheses to apply to each
distribution separately. Here we consider two hypotheses, the first of which achieves
some degree of separation but may be difficult to support; the second is expressed in
relative terms but may be more defensible.

Note that both hypothesis are “in the limit” conditions—they address what happens
to the SDs under some limiting conditions of parameter values. They do not address the
behaviour of distributions in other than these limiting conditions. Therefore they do not
imply anything like the Recall-Fallout Convexity Hypothesis under actually observed
parameter values.

5.1 The Strong Hypothesis

The ultimate goal of a retrieval system is not to produce some SD, but rather deliver
the right items. In this light, the observed SD can be seen as an artifact of the inability
of current systems to do a direct classification. Therefore, the ultimate SD all systems
are trying to achieve is to the one with all relevant documents at the same high score
smax, and all non-relevant documents at the same low score smin. The better the system,
the better it should approximate the ultimate SD. This imposes restrictions on the two
underlying components:

The Strong SD Hypothesis. For good systems, the score densities of relevant and non-
relevant documents should be capable of approaching Dirac’s delta function, shifted
to lie on the maximum score for the relevant and on the minimum score for the non-
relevant, in some limiting condition.

Let us now investigate which of the historically suggested distributions can approximate
a delta and how.

The normal goes to delta via σ → 0, and it can be positioned on demand via μ. The
exponential approximates delta only via λ → +∞. The Poisson has one parameter λ,
which incidentally equals both its mean and variance. For large λ, it approximates a
normal with a mean and variance of λ. Consequently, as λ grows, the variance grows
as well and it will never reach a delta. At the other side, for λ = 0 it becomes Kro-
necker’s delta, i.e. the discrete analogue of Dirac’s delta. The gamma has two parame-
ters, Γ (k, θ). For large k it converges to a Gaussian with mean kθ and variance kθ2. The
variance grows with k, but for θ → 0 it declines faster than the mean. So, the gamma
can approximate a delta via an increasingly narrow Gaussian, and it can be positioned
on demand via proper choices of k and θ.
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Consequently, under the Strong SD Hypothesis, good candidates for relevant docu-
ment scores are the normal or gamma, while for non-relevant are the normal, Poisson,
exponential, or gamma. We only manage to reject the use of exponential and Poisson
for relevant; although these could be simply shifted at smax or vertically mirrored to
end at smax, those setups would seem rather strange and unlikely.

Considering the historically suggested pairs of distributions, we can reject the mix-
ture of two exponentials—at least as it was suggested in [14]: while the non-relevant
exponential can approximate δ (s− smin) for λ → +∞, the relevant exponential can-
not approximate δ (s− smax) for any λ. The two Poisson mixture of [15] is similarly
rejected. The pairs remaining are the two normal, two gamma, or normal-exponential.
Since a normal for non-relevant is unlikely according to [17] and Section 3.2, that leaves
us with the two gamma or normal-exponential with only the former satisfying the con-
vexity hypothesis for a range of parameter settings—not all. Note also that the two ex-
ponential or two Poisson constructions with the relevant component vertically mirrored
would violate the Recall-Falout Convexity Hypothesis.

5.2 The Weak Hypothesis

The Strong SD Hypothesis would like to see all relevant documents at the same (high)
score, and all non-relevant documents at the same (low) score. This requirement is
not really compatible with any notion that there may actually be degrees of relevance
(even if the user makes a binary decision), and is also not necessary for perfect ranking
performance—either or both classes might cover a range of scores, provided only that
they do not overlap. Thus we can formulate a weaker hypothesis:

The Weak SD Hypothesis. For good systems, the score densities of relevant and non-
relevant documents should be capable of approaching full separation in some limiting
condition.

Clearly, the Strong Hypothesis implies the Weak Hypothesis, because the Dirac delta
function gives full separation.

The Weak Hypothesis, however, would not reject the mixture of two exponentials:
as we push the mean of the non-relevant distribution down, non-relevant scores are
increasingly concentrated around zero, while if we push the mean of the relevant distri-
bution up, the relevant scores are more and more widely spread among high values. In
the limit, perfect separation is achieved. The Weak Hypothesis also does not reject the
Poisson mixture, if we achieve the limit by letting lambda go to zero for non-relevant
and to infinity for relevant. This is similar to the mixture of two exponentials, except
that the relevant scores are uniformly distributed over the positive integers only, instead
of the positive real line.

The Weak Hypothesis is indeed weak, in that it does not reject any of the combina-
tions previously discussed. However, it reveals significant differences in the notions of
“perfect” retrieval effectiveness implicit in different combinations (and therefore what
form improvements should take in SD terms). This “in the limit” behaviour is worth
further exploration.
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6 Conclusions and Directions for Future Research

The empirical evidence so far confirm that SD methods are effective for thresholding
in filtering or ranked lists, as well as score normalization in meta-search. Specifically,
the normal-exponential model seems to fit best vector space or geometric and BM25
retrieval models. Some mixtures have theoretical problems with an unclear practical
impact. For example, using the normal-exponential model for thresholding the impact
of non-convexity seems insignificant, however, elsewhere the effect may vary. Latest
improvements of the model, namely, using truncated component densities alleviate the
non-convexity problem—providing also better fits on data and better end-effectiveness
in thresholding—without eliminating it [12].

The classic methods assume a binary relevance. A different approach would have
to be taken, if degrees of relevance are assumed. For example, in TREC Legal 2008,
there was a 3-way classification into non-relevant, relevant, and highly relevant. This
complicates the analysis considerably, suggesting the need for three distributions. In
this respect, it would fit more naturally with a model where both or all distributions
came from the same family. It is difficult to see how one could adapt something like
the normal-exponential combination to this situation. On the flip-side, approaches that
analyze SDs without reference to relevance are just beginning to spring up [8]; never-
theless, these seem more suitable for score normalization for distributed IR or fusion
rather than thresholding tasks.

An alternative approach would be to devise new scoring functions that have good
distributional properties, or seek a calibration function by trying out different transfor-
mations on the scores of an existing system. Following the discussion on independence,
we make a connection with the work of Cooper et al. [21], who argue that systems
should give users explicit probability-of-relevance estimates, and use logistic regres-
sion techniques to achieve this. The idea of using logistic regression in this context
dates back in [24], and re-iterated by others, e.g., [2]. The SD analysis indicates that in
principle there should be such a calibration, which would take the form of a monotonic
transformation of the score function, and therefore not affecting the ranking. Probabil-
ity of relevance itself is sufficient for some of the thresholding tasks identified in the
introduction but not for all—some require more complete distributional information.
However, given probabilities of relevance we may find it easier to perform SD analysis
and the chances of discovering a universal pair of distributions greater.

A universal pair should satisfy some conditions from an IR perspective. Although the
two new hypotheses we introduced do not seem to align their demands with each other
or with the older one, the pair that seems more “bullet-proof” is that of the two gamma
suggested by [16]. The gamma can also become normal via a GCL or exponential via
k = 1, thus allowing for the two exponential and normal-exponential combinations
which are also likely depending on which conditions/hypotheses one considers. The in-
creased degrees of freedom offered by the two gamma, however, is a two-edged sword:
it may just allow too much. Parameter estimation methods introduce another layer of
complexity, approximations, and new problems, as voiced by most previous experimen-
tal studies and more recently by [25]. At any rate, the distributions in question do not
necessarily have to be known ones.
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Abstract. Empirical modeling of the score distributions associated with

retrieved documents is an essential task for many retrieval applications.

In this work, we propose modeling the relevant documents’ scores by a

mixture of Gaussians and modeling the non-relevant scores by a Gamma

distribution. Applying variational inference we automatically trade-off

the goodness-of-fit with the complexity of the model. We test our model

on traditional retrieval functions and actual search engines submitted to

TREC. We demonstrate the utility of our model in inferring precision-

recall curves. In all experiments our model outperforms the dominant

exponential-Gaussian model.

1 Introduction

Information retrieval systems assign scores to documents according to their rel-
evance to a user’s request and return documents in a descending order of their
scores. In reality, however, a ranked list of documents is a mixture of both rel-
evant and non-relevant documents. For a wide range of retrieval applications
(e.g. information filtering, topic detection, meta-search, distributed IR), model-
ing and inferring the distribution of relevant and non-relevant documents over
scores in a reasonable way could be highly beneficial. For instance, in informa-
tion filtering and topic detection modeling the score distributions of relevant
and non-relevant documents can be utilized to find the appropriate threshold
between relevant and non-relevant documents [16,17,2,19,7,15], in distributed
IR it can be used for collection fusion [3], and in meta-search to combine the
outputs of several search engines [10].

Inferring the score distribution for relevant and non-relevant documents in
the absence of any relevance information is an extremely difficult task, if at all
possible. Modeling score distributions in the right way is the basis of any pos-
sible inferences. Due to this, numerous combinations of statistical distributions
have been proposed in the literature to model score distributions of relevant
and non-relevant documents. In 60’s and 70’s Swets attempted to model the
score distributions of non-relevant and relevant documents with two Gaussians
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of equal variance [16], two Gaussians of unequal variance and two exponen-
tials [17]. Bookstein instead proposed a two Poisson model [6] and Baumgarten
a two Gamma model [3]. A negative exponential and a Gamma distribution [10]
has also been proposed in the literature. The dominant model, however, has been
an exponential for the non-relevant documents and a Gaussian for the relevant
ones [2,10,19].

As mentioned before the right choice of distributions (that is distributions
that reflect the underline process that produces the scores of relevant and non-
relevant documents) can enhance the ability to infer these distributions, while a
bad choice may make this task practically impossible. Clearly a strong argument
for choosing any particular combination of distributions is the goodness-of-fit to
a set of empirical data. However, the complexity of the underline process that
generates documents’ scores makes the selection of the appropriate distributions
a hard problem. Hence, even though the exponential - Gaussian model is the
dominant one, there is no real consensus on the choice of the distributions. For
instance, recently, Bennett [4], by utilizing the two Gaussians model for text clas-
sification and based on the observation that documents’ scores outside the modes
of the two Gaussians (corresponding to “extremely irrelevant” and “obviously
relevant” documents) demonstrate different empirical behavior than the scores
between the two modes (corresponding to “hard to discriminate” documents)
introduced several asymmetric distributions to capture these differences.

Even though the goodness-of-fit can be a reasonable indicator of whether a
choice of statistical distributions is the right one, from an IR perspective, these
distributions should also possess a number of IR theoretical properties. Robert-
son considered various combinations of distributions and examined whether these
combinations exhibit anomalous behavior with respect to theoretical properties
of precision and recall [13].

In this work, we revisit the choice of distributions used to model documents’
scores. Similarly to Bennett [4] we observed that the scores of relevant docu-
ments demonstrate different behavior in different score ranges. In order to study
what is the appropriate choice of distributions for relevant and non-relevant doc-
uments we assume that the relevance information for all documents is available.
We utilize a richer class of density functions for modeling the score distribu-
tions. In particular, we empirically fit a Gamma distribution in the scores of
the non-relevant documents and a mixture of Gaussians in the scores of the
relevant documents. Note that, the Gamma distribution represents the sum of
M independent exponentially distributed random variables. In order to balance
between the flexibility and the generalization power of the model we take a
Bayesian treatment on the model that automatically trades-off the goodness-of-
fit with the complexity of the model. We show that the data alone suggest that
a mixture of two Gaussians for the relevant documents and a Gamma distribu-
tion with M > 1 is often times the right choice to model documents’ scores.
Further, we examine the IR utility of our model by testing how well one can
infer precision-recall curves from the fit probability distributions. We show that
our model outperforms the dominant exponential - Gaussian model.



154 E. Kanoulas et al.

2 Modeling Score Distributions

In this work, we empirically fit a Gamma distribution in the scores of the non-
relevant documents and a mixture of Gaussians in the scores of the relevant
documents (GkG model) and compare it to the dominant exponential-Gaussian
model (EF model).

To avoid the effects of arbitrary query manipulations and score transforma-
tions that systems submitted to TREC (Text REtrieval Conference) often apply,
in the sections that follow, we instead use scores produced by traditional IR mod-
els. Later, in Section 4, we validate our model on TREC systems.

The document collections used are the ones contained in TREC Disk 4 and
5, excluding the Congressional Record sub-collection, that is the exact same
document collection used in TREC 8. The topics used are the TREC topics
401−450 (the topics in TREC 8) [18]. Indexing and search was performed using
the Terrier search engine [11]. Porter stemming and stop-wording was applied.
The document scores obtained are the outputs of (a) Robertson’s and Spärck
Jones’ TF-IDF [14], (b) BM25 [12], (c) Hiemstra’s Language Model (LM) [9],
and (d) PL2 divergence from randomness [1] (with Poisson estimation for ran-
domness, Laplace succession for first normalization, and Normalization 2 for
term frequency normalization). Further, three different topic formulations were
used, (a) topic titles only, (b) topic titles and descriptions, and (c)topic titles,
descriptions and narratives.

2.1 Methodology

The Gamma distribution was used to model the scores of the non-relevant doc-
uments. The Gamma density function with scale θ and shape M is given by,

P (x|M, θ) = xM−1 exp−M/θ

θMΓ (M)

where, Γ (M) = (M−1)!. The mean of the distribution is Mθ, while the variance
is Mθ2. The maximum likelihood estimation (MLE) was used to estimate the
Gamma parameters. When M = 1, the Gamma distribution degrades to an
exponential distribution with rate parameter 1/θ.

The scores of relevant documents are modeled by a mixture of K Gaussians.
Fitting the mixture of Gaussians into the scores could be easily done by em-
ploying the EM algorithm if the number of Gaussian components K was known.
However, we considered as known only an upper bound on K. Given the fact
that the larger the number of components is the better the fit will be and that
EM finds the maximum likelihood mixture of Gaussians regardless of the model
complexity, the EM algorithm is not appropriate for our problem. Instead, to
avoid over-fitting, we employ a Bayesian treatment on the model by utilizing
Variational Bayesian model selection for the mixture of Gaussians [5,8].

The mixture distribution of K Gaussian components is given by,

P (x|π, μ, Λ) =
K∑

i=1

πiN (x|μi, Λ
−1
i )
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where πi are the mixing coefficients, and satisfy 0 ≤ πi ≤ 1 and
∑K

i=1 πi = 1, μi

and Λi the mean and the precision of the ith Gaussian component.
The mixture coefficients π essentially give the contribution of each gaussian to

the model. A fully Bayesian treatment of the mixture modeling problem involves
the introduction of prior distributions over all the parameters, that is including
π. Given a fixed number of potential components (an upper bound on K) the
variational inference approach causes the mixing coefficients of unwanted com-
ponents to go to zero and essentially leads to an automatic trade-off between
the goodness-of-fit and the complexity of the model. The approach used in this
paper to determine the number of components is to treat the mixing coefficients
π as parameters and make point estimates of their value instead of maintaining
a probability distribution over them [8].

2.2 Results and Analysis

We separately fit the Gamma distribution and the mixture of Gaussians into the
scores of the non-relevant and relevant documents, respectively, per topic. There
are 50 topics available and 3 query formulations (title, title and description and
title, description and narrative), along with the relevance information for the top
1000 documents returned by 4 IR systems (TF-IDF, BM25, LM and PL2). Thus,
there are in total 600 ranked lists of documents. The scores of the documents
were first normalized into a 0 to 1 range.

Fig. 1. The histogram over the scores of non-relevant and relevant documents and the

Gamma and k Gaussians distribution (top) along with the negative exponential and

single Gaussian distributions (bottom) fit into these scores separately
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An example of fitting an exponential-Gaussian model and a Gamma and a
mixture of two Gaussians into scores of non-relevant and relevant documents
(separately) for query 434 (“Estonia economy”) is shown in Figure 1. The wide
yellow-bar and the thin red-bar histograms in both plots correspond to the non-
relevant and relevant documents scores, respectively (scaled). Further, the top
plot shows a negative exponential and a single Gaussian density functions fit
into the scores, while the bottom plot shows a Gamma density function and a
mixture of two Gaussians fit into the scores. As it can be observed, the Gamma
and the mixture of two Gaussians can better fit the data than the choice of the
exponential and the single Gaussian. To summarize our results we report the
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Fig. 2. The histograms over the number K of Gaussian components and the parameter

M of the Gamma distribution, over all IR models, topics and topic formulations

parameter M of the Gamma distribution, which as mentioned earlier corresponds
to the number of independent exponential density functions averaged, and the
number K of Gaussian components in the mixture, for all four systems, all 150
topics (50 topics and 3 query formulations). Figure 2 shows the histograms over
M and K. As it can be observed, both M and K, in most of the cases, are
different from 1, which shows that, taken into account the complexity of the
model, the data suggest that a Gamma distribution and a mixture of Gaussians
is a better fit than a negative exponential and a single Gaussian. In particular,
the mean number of Gaussian components is 1.7, while the mean value of the
parameter M is 1.3. In order to quantify and compare the goodness-of-fit for the
different statistical distributions fit into the scores of relevant and non-relevant
documents we employ hypothesis testing. The null hypothesis tested is that the
scores of relevant (non-relevant) documents come from a certain distribution.
The Kolmogorov-Smirnov test (using the maximum distance between the em-
pirical and the theoretical cumulative distributions as a statistic) was utilized.
The histogram of the p-values for all systems and all queries is shown in Figure 3.
The top row corresponds to the p-values of testing the relevant documents scores
against the single Gaussian distribution and mixture of K Gaussians, while the
bottom row corresponds to the p-values of testing the non-relevant documents
scores against the negative exponential and the Gamma distributions. As it can
be observed, in the case of the relevant documents’ scores distribution the sin-
gle Gaussian distribution yields the worst results (as expected), with most of
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Fig. 3. The histogram of p-values of the Kolmogorov-Smirnov test on all systems, topics

and topic formulations for relevant and non-relevant documents score distribution

the p-values being less than the significance level of 0.05 and thus rejecting the
null hypothesis, while the mixture of two Gaussian distributions yields clearly
much higher p-values. In particular, for 82% of the system-query pairs the null
hypothesis that the score distribution is a single Gaussian distribution could not
be rejected, while the corresponding percentage for the mixture of two Gaussians
is 100%. For the case of non-relevant documents the corresponding percentages
for the exponential and Gamma distributions are 27% and 62%, respectively.
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Fig. 4. The histogram over the number K of Gaussian components and the parameter

M of Gamma distribution, over all topics and topic formulations for each IR model

Finally, we tested how the different IR systems and topic formulations affect
the parameter M and the number K of Gaussian components. In Figures 4 and
5, we report the histograms over K for each system separately (50 topics with
3 topic formulations) and the histograms over K for each query formulation
(all 50 topics and 4 IR systems). As it can be observed, the distribution of K
appears to be independent both with respect to the IR model and with respect
to query formulation. To validate our observations we run an n-way ANOVA
testing whether the mean values of K per IR model - query formulation are
equal and we could not reject the hypothesis.
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2.3 On the Choice of Score Distributions

So far the optimal distributions to model the scores of relevant and non-relevant
documents have been dictated by the data. In this section, we give an intuitive
explanation of choice of a Gamma distribution to model non-relevant documents’
scores and a mixture of Gaussians to model relevant documents’ scores from an
IR point of view.

An intuition behind the shape of the distribution that models the scores of rel-
evant documents is given by Manmatha et al. [10]. Assuming that a query consists
of a single term, Manmatha shows that the scores of relevant documents can be
modeled as a Poisson distribution with a large λ parameter, which approaches a
Gaussian distribution. Now, let’s consider queries that consist of multiple terms
and let’s revisit the top plot in Figure 1. The query used in the example is: “Es-
tonia economy”. Each relevant document in the plot corresponds either to a tri-
angular or to a rectangular marker at the top of the plot. The triangular markers
denote the relevant documents for which only one out of the two query terms oc-
cur in the document, while the rectangular ones denote the relevant documents
for which both terms occur in the document. By visual inspection, the relevant
documents containing a single term clearly correspond to the low-scores’ Gaus-
sian, while the relevant documents containing both terms clearly correspond to
the high-scores’ Gaussian. Essentially, the former documents get a low score due
to the fact that only one terms appear in them but they happen to be relevant to
the query, while the latter correspond to documents that are obviously relevant.
We observed the same phenomenon for many different queries independently of
the IR model used for retrieval and independent of the query formulation. In the
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case of queries with multiple terms (e.g. queries that consists of both the title and
the description), even though the possible number of query terms that may co-
occur in a document is greater than 2 (e.g. for a query with 3 terms, all terms may
occur in a document or only two of them or only a single one of them), we observed
that there is a threshold on the number of terms occurring in the document; rele-
vant documents containing a number of terms that is less than this threshold are
clustered towards low scores (first Gaussian), while relevant documents contain-
ing a number of terms that is greater than the threshold are clustered towards
high scores (second Gaussian).

0 1 2 3 4 5 6
0

0.5

1

1.5

2
x 10

4 BM25 NODOCS=133784  Q="foreign minorities Germany"

BM25 score

fr
eq

ue
nc

y

Fig. 6. The distribution of BM25 scores for all 133, 784 documents (containing at least

one query term) on query ”foreign minorities Germany”. Note the different slopes at

the left and at the right of the mean. Truncating the list at rank 1, 000 would cause

the scores’ distribution to look like an exponential one.

Regarding the non-relevant documents, given that the number of them is
orders of magnitude larger than the number of the relevant ones, a modeling
distribution over non-relevant documents’ scores is essentially a modeling dis-
tribution over all scores. Previous work [10,13] argues that this distribution is
a negative exponential but often times a more flexible distribution is necessary.
The Gamma distribution, which can range (in skewness) from an exponential
to a Gaussian distribution is flexible enough. In order to explain why a Gamma
distribution is a better choice, several factors should be considered.

– Truncation cut-off: If a list is arbitrarily truncated very early (say at rank
1, 000) the distribution of the top scores may indeed look as an exponential.
However looking deep down in the list (say up to rank 200, 000), the scores’
distribution shape changes (Figure 6).

– Query complexity: Arguments for the scores’ distribution for single term
queries have been given in the literature [10]. For a query with two or more
terms, most non-trivial documents (i.e. the ones that contain at least two
query terms) will have the following property; the contribution of the two
or more terms to the final score of a document would often times be very
different for the two or more terms, with some terms having a low contri-
bution while others having a higher contribution. Averaging such effects is
likely to produce a “hill” of score frequencies, perhaps with different slopes
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at the left and the right side of the mean; the Gamma distribution is known
to be an average of exponential distributions.

– Retrieval function: We mostly look at scoring functions that are decompos-
able into a sum of scores per query terms, like TF-IDF or Language Models
(after taking logs); such scores also induce averaging effects.

Fig. 7. Precision-Recall curve (blue) for query 434 and the BM25 retrieval function

implemented by Terrier. It is easy to see that the PR curve estimated from the GkG

model (magenta) is much better than the PR estimated from the EG model (brown).

Yellow bars indicate the number of non-relevant documents in each recall interval.

3 Precision-Recall Curves

As a utility of our model for IR purposes, we estimate the precision-recall (PR)
curve separately from both the EG and GkG model. Similarly to Robertson [13],
let fr and fn denote the model densities of relevant and non-relevant scores,
respectively; Fr(x) =

∫ 1

x
fr(x)dx and Fn(x) =

∫ 1

x
fn(x)dx are the cumulative

density functions from the right. While the density models might have support
outside the range [0,1], we use integrals up to 1 because our scores are normalized.
For each recall level r we estimate the retrieval score at which r happens, from the
relevant cumulative density: score(r) = F−1

r (r), which we compute numerically.
Then we have n(r) = Fn(score(r)) as the percentage of non-relevant documents
found up to recall r in the ranked list. Finally, the precision at recall r can be
computed as in [13], prec(r) = r

r+n(r)∗G , where G is the ratio of non-relevant to
relevant documents in the collection searched. Computing precision at all recall
levels from the score distribution models fr and fn gives an estimated PR curve.
In the reminder of this section we show that estimating PR curves from the GkG
model clearly outperforms PR curves estimated from the dominant EG model.

To measure the quality of the estimated PR curves we report the RMS error
between the actual and the predicted precisions at all recall levels for both mod-
els. The results are summarized in Table 1, separately for each model. Language
model LM and Divergence from randomness PL2 seem to produce slightly better
PR estimates, independent of the query formulation. The over-all RMSE of GkG
vs. EG is .094 vs .117, or about 20% improvement.
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Table 1. RMS error between the actual and the inferred precision-recall curves

title title+desc title+desc+narrative

EG GkG EG GkG EG GkG

BM25 .135 .106 .122 .093 .117 .099

LM .117 .098 .101 .085 .091 .076

PL2 .113 .092 .116 .094 .113 .092

TFIDF .137 .106 .122 .095 .120 .100

Table 2. Mean Absolute Error between actual and inferred precision-recall curves

title title+desc title+desc+narrative

EG GkG EG GkG EG GkG

BM25 .091 .067 .076 .052 .071 .056

LM .078 .063 .064 .052 .055 .043

PL2 .072 .056 .070 .052 .065 .049

TFIDF .092 .067 .076 .053 .072 .055

Further, we report the mean absolute error between the actual and predicted
precisions at all recall levels. This is the area difference between the estimated
and the actual curve, which immediately gives a bound for the difference in
Average Precision of the two curves (because the AP metric is approximated by
the area under the PR curve). The results are reported in Table 2. Note that
the best fit with respect to MAE are given for the full query formulation (title,
description and narrative); the overall MAE for GkG is .055 vs EG with .074,
or an improvement of about 25%.

4 TREC Search Engines

To avoid the effects of arbitrary query manipulations and score transformations
that systems submitted to TREC (Text REtrieval Conference) often applied, we
used in our experiments scores produced by traditional IR models. In this section
we apply our methodology over the score distributions returned by search engines
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submitted to TREC 8. Out of the 129 manual and automatic systems submitted
to TREC 8 30 of them were excluded from our experiments since they transform
document scores into ranks. No other quality control was performed. As earlier,
we report the parameter M of the Gamma distribution, and the number K of
Gaussian components in the mixture, for all systems and all queries as histograms
in Figure 8. As it can be observed, similarly to the case of the traditional IR
models, both M and K, in most cases, are different from 1, confirming that a
Gamma distribution and a mixture of Gaussians is a better fit than a negative
exponential and a single Gaussian.

5 Conclusions

In this work, we proposed modeling the relevant documents’ scores by a mixture
of Gaussians and modeling the non-relevant scores by a Gamma distribution. In
all experiments conducted our model outperformed the dominant exponential-
Gaussian model. Further, we demonstrated the utility of our model in inferring
precision-recall curves. Some intuition about the choice of the particular model
from an IR perspective was also given.
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Abstract. An open challenge in information distillation is the evalua-

tion and optimization of the utility of ranked lists with respect to flexible

user interactions over multiple sessions. Utility depends on both the rele-

vance and novelty of documents, and the novelty in turn depends on the

user interaction history. However, user behavior is non-deterministic. We

propose a new probabilistic framework for stochastic modeling of user

behavior when browsing multi-session ranked lists, and a novel approxi-

mation method for efficient computation of the expected utility over nu-

merous user-interaction patterns. Using this framework, we present the

first utility-based evaluation over multi-session search scenarios defined

on the TDT4 corpus of news stories, using a state-of-the-art information

distillation system. We demonstrate that the distillation system obtains a

56.6% utility enhancement by combining multi-session adaptive filtering

with novelty detection and utility-based optimization of system param-

eters for optimal ranked list lengths.

Keywords: Multi-session distillation, utility evaluation based both on

novelty and relevance, stochastic modeling of user browsing behavior.

1 Introduction

Information distillation is an emerging area of research where the focus is to
effectively combine ad-hoc retrieval (IR), novelty detection (ND) and adaptive
filtering (AF) over temporally ordered documents for global utility optimization
[12,2,11]. An information distillation system is typically designed for use over
multiple sessions by a user or analyst. In each session, the system processes
a new chunk of documents and presents a ranked list of passages1 based on
the utility of the passages to the user, where utility is measured in terms of
relevance as well as novelty. The novelty of each passage in turn depends on
the history of user interaction with the system, i.e., which passages were already
seen by the user in the past. User behavior is typically non-deterministic, i.e., not
every document in the system-produced ranked lists is necessarily read by the
1 We use “passage” as a generic term for any retrieval unit, e.g., documents, para-

graphs, sentences, etc.
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user. They may skip passages, or abandon going further down a ranked list after
reading the top few passages due to various reasons, e.g. satisfaction, frustration,
and so on. The nondeterministic nature of user-browsing behavior has raised an
important question – how should the expected utility of a distillation system be
defined, estimated and maximized over all plausible patterns of user interactions
in multi-session distillation? Current literature in IR, ND and AF has not offered
a satisfactory solution for the whole problem, but only partial answers for sub-
problems.

Recently, there has been increasing interest in evaluation metrics that are
based on a model of user behavior. For example, Moffat et al. proposed Rank-
Biased Precision (RBP) [8], which corresponds to the expected rate of gain (in
terms of graded relevance) obtained by a user who reads a ranked list top down,
and whose stopping point in a ranked list is assumed to follow a geometric dis-
tribution. Similarly, Robertson et al. re-interpreted Average Precision as the
expected precision observed by a user who stops with uniform probability at one
of the relevant documents in the ranked list returned by the system [9]. To eval-
uate retrieval systems in multi-session search scenarios, Järvelin et al. proposed
an extension to the Discounted Cumulated Gain (DCG) metric, known as session-
based DCG (sDCG) [7] that discounts relevant results from later retrieval sessions2,
to favor early retrieval of relevant information in multi-session search scenarios,
based on the assumption that examining retrieved results and reformulating the
query involves an effort on the part of the user.

However, all these metrics are designed for measuring utility purely in terms
of relevance – binary or graded. In many retrieval settings, especially scenarios
involving multiple search sessions, novelty of information plays a crucial role in
determining the overall utility of the system. Adding novelty to the definition
of traditional IR metrics is not straight-forward, mainly due to its dynamic
nature. Unlike relevance, which can be “pre-defined” for each document-query
pair, novelty is an ever-changing function of which passages were read or skipped
by the user in his or her interactions with the system up to the current point.
Therefore, we cannot measure novelty without accounting for the dynamic and
non-deterministic nature of user interaction.

Nevertheless, most novelty detection approaches and benchmark evaluations
conducted in NIST and TREC have shared a convention of producing novelty
judgments in an offline manner – all the passages which are relevant to a query
are listed in a pre-specified order, and a binary judgment about the novelty of
each passage is made, based on how its content differs from previous passages in
the list [1]. Such novelty judgments would be correct from a user’s perspective
only if all these passages were presented by the system to the user, and in the
exact same order as they were laid out during the ground truth assignment. These
conditions may not hold in realistic use of a distillation system, which could show
both relevant and non-relevant passages to the user, ranked according to its own
notion of “good” passages.

2 A note on terminology – In this paper, a distillation task consists of multiple search
sessions, each comprising a single query. In [7], a session consists of multiple queries.
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In other words, conventional evaluation schemes for novelty detection are
insufficient or inappropriate for evaluating the true novelty – and hence – the true
utility (relevance plus novelty) of passages in realistic settings. Non-deterministic
user interactions over multi-session ranked lists make the problem even harder.
The novelty of each passage would depend not only on the the user history in
the current session, but also the user history in all previous sessions. Since there
are many possible ways for the user to interact with multi-session ranked lists,
we must evaluate the expected utility of the system over all interaction patterns
instead of assuming a fixed pattern of user interaction, e.g., “all users read the
top 10 passages in each ranked list.” A principled solution would be to create
a stochastic model of user behavior, and define a probability distribution over
user interaction patterns with respect to multiple ranked lists, and accordingly
calculate the expected utility of the system.

The above challenge has been partially addressed by the NDCU (Normalized
Discounted Cumulated Utility) scheme proposed by Yang et al. [12] for distilla-
tion evaluation. NDCU uses nugget-level relevance judgments to enable automated
determination of relevance and novelty of each passage in a system-produced
ranked list. The evaluation algorithm scans the ranked list from top to bottom,
keeping a count of all nuggets seen in each passage, thus dynamically updating
the novelty of each nugget as the evaluation proceeds. Despite these desirable
properties, a major limitation of NDCU is that it is only well-defined for a sin-
gle ranked list. In case of a K-session distillation process, when estimating the
novelty of passages in the kth ranked list, how should “user history” at that
point be modeled? Should we assume that all the ranked lists in the past k − 1
sessions were completely read by the user? This assumption is obviously unrealis-
tic. Alternatively, if we assume that the previous ranked lists were only partially
browsed, then we need a principled way to model all plausible user-interaction
patterns, and to estimate the expected utility of the system as a function of the
joint probabilistic distribution of user interaction patterns over multiple sessions.

A recent approach by Clarke et al. [4] is similar to NDCU in terms of count-
ing both relevance and novelty in utility-based evaluation and with respect to
exploiting nugget-level relevance judgments. However, it also shares the same
limitation with NDCU, namely not modeling stochastic user interaction patterns
in multi-session distillation. sDCG [7] accommodates multiple search sessions,
but lacking a probabilistic model of user behavior, it cannot account for the
non-determinism associated with which passages were read by the user in each
ranked list. Therefore, one is forced to make deterministic assumptions about
user behavior, e.g., “users read a fixed number of documents in each ranked list”
(the authors truncate each retrieved list at rank 10). Therefore, sDCG does not
accurately reflect the true utility perceived by a user who can flexibly interact
with multiple ranked lists presented by the system.

Our focus in this paper is to address the limitations of current methods for
utility-based evaluation and optimization of distillation systems. Specifically,
(i) We propose a new framework for probabilistic modeling of user browsing
patterns over multi-session ranked lists. Each pattern corresponds to a possible
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way for a user to browse through the ranked lists. By summing over all such
patterns, we calculate the Expected Global Utility of the system. (ii) This model
flexibility comes at the cost of increased computational complexity, which we
address using an efficient approximation technique. (iii) Using this framework, we
present the first utility-based evaluation of a state-of-the-art distillation system,
which produces ranked lists based on relevance as well as novelty of passages.
By comparing different configurations of the system, we demonstrate that the
proposed evaluation metric can effectively measure the utility of ranked lists in
terms of relevance, novelty, as well as the reading cost of presented information.

We start by briefly describing the NDCU evaluation metric in the next section,
followed by detailed explanation of the new framework.

2 Normalized Discounted Cumulated Utility

The Normalized Discounted Cumulated Utility (NDCU) scheme [12] is an exten-
sion of the popular NDCG metric [6] to model utility as the difference between the
gain and cost incurred by a user in going through a ranked list presented by the
system. Specifically, the utility of each passage is defined as:

U (pi|lq) = G (pi|lq)− aC(pi) (1)

where q is a query, lq is the ranked list retrieved for the query, pi is ith passage
in lq, G (pi|lq) is the gain (benefit) for reading the passage, C(pi) is the cost for
reading the passage, and a is a pre-specified constant for balancing the gain and
the cost of user interaction with the passage. The cost for reading the passage
is defined as the passage length in terms of the number of words. The gain from
reading the passage is defined in terms of its relevance and novelty, as follows:

G (pi|lq) =
∑
δ∈pi

w(δ, q)γn(δ,lq,i−1) (2)

where δ is a nugget (a unit for relevance judgment), w(δ, q) is the graded rele-
vance of δ with respect to the query q, n(δ, lq, i − 1) is the number of times δ
appears in the ranked list lq up to rank i−1. γ is a pre-specified dampening fac-
tor, reflecting the user’s tolerance for redundancy. If γ = 1, the user is assumed
to be fully tolerant to redundancy, and the evaluation reduces to be relevance-
based only. At the other extreme of γ = 0, reading a nugget after the first time
is assumed to be totally useless for the user, and hence incurs only cost. The
use of nuggets as retrieval units allows flexible evaluation over arbitrary system
output, as well as fine-grained determination of novelty.

The Discounted Cumulated Utility (DCU) of a list lq is calculated as:

DCU(lq) =
|lq|∑
i=1

P (Ri = 1) (G (pi|lq)− aC(pi)) (3)

where |lq| is the number of passages in the ranked list, and P (Ri = 1) is the
probability that the passage with rank i in the list is read by the user. Since
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P (Ri = 1) is typically a decreasing function of the rank, it serves as a discounting
factor, similar to the logarithmic discount used in DCG [6]. The DCU score of the
system can be normalized by the DCU score of the ideal ranked list to obtain
Normalized Discounted Cumulated Utility (NDCU).

Combining relevance and novelty into a utility-based evaluation metric, and
utilizing nugget-level judgments to enable automated calculation of novelty for
passages in any ranked list, were the main accomplishments of the NDCU scheme.
However, NDCU is only defined for a single ranked list, not supporting utility-based
evaluation over multi-session ranked lists. We now describe our new framework,
which extends novelty-based evaluation to multi-session retrieval scenarios.

3 New Framework

The core of the new framework is a well-defined probability distribution over
user behavior with respect to multiple ranked lists. We define a utility function
conditioned on user behavior, and sum over all possible user interactions to
obtain an expectation of the utility.

Let l1, l2, ..., lK be a sequence of K ranked lists of passages, with lengths
given by |l1|, |l2|, ..., |lK |, respectively. We define Ω as the space of all possible
user browsing patterns – each element ω ∈ Ω denotes a possible way for a user to
browse the ranked lists, i.e., to read a specific subset of the passages that appear
in the ranked lists. Let P denote a probability distribution over the space Ω,
such that P (w) corresponds to how likely it is for a user to read this set of
passages. Intuitively, P should assign higher probability to subsets that include
passages at top ranks, reflecting common user behavior. We leave the specific
details of modeling user behavior to Section 3.1.

Once we have a way of representing different user interaction patterns ω, we
can define the utility as a function of ω, i.e. U(ω). Note that U(ω) is a random
quantity, since ω is a random variable. Therefore, the obvious next step is to
calculate the expected value of U with respect to the probability distribution
defined over Ω. We call this quantity as Expected Global Utility:

EGU =
∑
ω∈Ω

P (ω)U(ω) (4)

3.1 User Browsing Patterns

As mentioned earlier, a user can read any subset of the passages presented by
the system. We will use Ω to denote the set of all subsets that the user can
read. Naturally, the most flexible definition of Ω would be the power set of all
passages in the K lists, and the size of such a state space would be 2

∑K
i=1 |li|.

This is a very large state space, leading to difficulties in estimating a probability
distribution as well as computing an expectation over the entire space. Another
alternative is to restrict the space of possible browsing patterns by assuming
that the user browses through each ranked list top down without skipping any



Modeling Expected Utility of Multi-session Information Distillation 169

passage, until he or she decides to stop. Thus, each possible user interaction
is now denoted by a K-dimensional vector ω = {s1, s2, ..., sK}, such that sk ∈
{1..|lk|} denotes the stopping position in the kth ranked list. This leads to a
state space of size

∏K
i=1 |lk|, which is much smaller than the earlier all-possible-

subsets alternative. We further make a reasonable assumption that the stopping
positions in different ranked lists are independent of each other, i.e., P (ω) =
P (s1, s2, ..., sK) = P (s1)P (s2)...P (sK).

The particular form of P (s), i.e., the probability distribution of stopping po-
sitions in a ranked list, can be chosen appropriately based on the given domain,
user interface, and user behavior. For the purposes of this discussion, we follow
Moffat et al. [8] and restrict attention to the geometric distribution with an
adjustable (or empirically estimated) parameter, p. However, the standard geo-
metric distribution has an infinite domain, but each ranked list in a distillation
system will have a finite length. Therefore, we use a truncated geometric distri-
bution with a tail mass, i.e., for a ranked list of length l, the left-over probability
mass beyond rank l is assigned to the stopping position l, to reflect the intuition
that users who intended to stop before rank l will be oblivious to the limited
length of the ranked list, but all users who intended to stop at a rank lower
than l will be forced to stop at rank l due to the limited length of the ranked
list. Formally the stopping probability distribution for the kth ranked list can be
expressed by the following recursive formula:

P (Sk = s) =

⎧⎪⎨⎪⎩
(1 − p)s−1p 1 ≤ s < |lk|
1− P (Sk < |lk|) s = |lk|
0 else

(5)

3.2 Utility of Multi-session Ranked Lists Conditioned on User
Browsing Patterns

The utility of multi-session ranked lists l1, l2, ..., lK depends on how a user in-
teracts with them. We now define U(ω) as the utility of multiple ranked lists
conditioned on a user interaction pattern. Recall that ω = (s1, s2, ..., sK) spec-
ifies the stopping positions in each of the ranked lists, allowing us to construct
the list of passages actually read by the user for any given ω. We denote this
list as L(ω) = L(s1, s2, ..., sK), obtained by concatenating the top s1, s2, ..., sK

passages from ranked lists l1, l2, ..., lK , respectively. The conditional utility U(ω)
is defined as:

U(ω) =
|L(ω)|∑
i=1

G(pi|L(ω))− aC(pi) (6)

Comparing this formula with Equation 3, which defines the Discounted Cumu-
lated Utility (DCU) for a single ranked list, we see that utility calculations in the
two cases are almost identical, except (i) the single ranked list in DCU is replaced
by the synthetic L(ω) from the multi-session lists, and (ii) the discounting factor
P (Ri = 1) is removed here because each passage in L(ω) is assumed to be read
by the user.
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Substituting G(.) and C(.) in Equation 6 using their definitions from Section 2,
we have:

U(ω) =
|L(ω)|∑
i=1

G(pi|L(ω)) − a

|L(ω)|∑
i=1

C(pi)

=
|L(ω)|∑
i=1

|Δ|∑
j=1

I(δj , pi)w(δj , q)γn(δ,L(ω),i−1) − a

|L(ω)|∑
i=1

len(pi) (7)

where Δ is the full set of nuggets in the data collection; I(δj , pi) ∈ {1, 0} indicates
whether or not nugget δj is contained in passage pi, and len(pi) is the length of
passage pi.

The first term in Equation 7 is the cumulated gain (CG) from the synthetic
list, which can be further calculated as:

CG(ω) =
|Δ|∑
j=1

w(δj , q)

⎛⎝|L(ω)|∑
i=1

I(δj , pi)γn(δj ,L(ω),i−1)

⎞⎠
=

|Δ|∑
j=1

w(δj , q)
(
1 + γ + γ2 + ... + γm(δj,L(ω))−1

)

=
|Δ|∑
j=1

w(δj , q)
1− γm(δj ,L(ω))

1− γ
(8)

where m(δj ,L(ω)) is the count of passages that contain the nugget. An interest-
ing insight we can obtain from Equation 8 is that the CG value depends on ω
only through nugget counts m(δj ,L(ω)) for j = 1, 2, ..., |Δ|. Thus, these nugget
counts are the sufficient statistics for calculating CG.

The second term in Equation 7 is the cumulated cost (CC) weighted by a,
which is dependent on L(ω) only through the count of total word occurrences
in the list. Thus the word count is a sufficient statistic for CC, and we denote it
by len(L(ω)).

Rewriting utility U(ω) as a function of the sufficient statistics, we have:

U(ω) = g(m(L(ω)) − a len(L(ω)) (9)

=
1

1− γ

|Δ|∑
j=1

w(δj , q)
(
1− γm(δj ,L(ω))

)
− a len(L(ω)) (10)

Expected Global Utility. Given the utility of multi-session ranked lists con-
ditioned on each specific user browsing pattern, calculation of the expectation
over all patterns is straightforward:
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E [U(ω)] =
∑
ω∈Ω

P (ω)U(ω)

=
|l1|∑

s1=1

...

|lK |∑
sK=1

(
K∏

k=1

P (sk)

)
U(s1, ..., sK︸ ︷︷ ︸

ω

) (11)

4 Tractable Computation

Unfortunately, the exact utility calculation quickly becomes computationally
intractable as the number and lengths of ranked lists grow. Therefore, we make
an approximation. We first rewrite EGU in terms of expected gain and expected
cost. Using Equation 9 we have:

E [U(ω)] = E [g(m(L(ω)))]− aE [len(L(ω))] (12)

We then approximate the gain3(the first term above) as:

E [g(m(L(ω)))] ≈ g(E [m(L(ω))]) (13)

Thus, instead of calculating the expected gain with respect to different browsing
patterns, we compute the gain for the expected browsing patterns E [(m(L(ω)))],
i.e., the expected number of times each nugget will be read from all the ranked
lists.4

Since the number of times each nugget will be read in a single ranked list only
depends on the possible stopping positions in that list, and is independent of
the stopping positions in other ranked lists, the computation can be decomposed
into K terms as follows:

E [m(δj ,L(ω))] =
K∑

k=1

E [m(δj , lk(sk))]

=
K∑

k=1

|lk|∑
sk=1

P (sk)m(δj , lk(sk)) (14)

where m(δj , lk(sk)) denotes the number of times nugget δj is read in the kth

ranked list when the stopping position is sk. Thus, the approximate computation
requires a sum over O(|l1|+ |l2|+ ... + |lK |) terms, instead of the O(|l1| × |l2| ×
3 Cost is easy to calculate due to its simple definition, and does not require any

approximation.
4 We can further approximate gain by moving the expectation operator further inside,

i.e. g(E [m(L(ω))]) ≈ g(m(L(E [ω]))), which is equivalent to calculating the gain

based on the expected stopping position in each ranked list – in our case – 1/p, i.e.,

the expected value of the geometric distribution with parameter p. This corresponds

to the approximation used in [7] – a fixed stopping position in each ranked list.

However, we do not pursue this extra approximation in the rest of this paper.
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...× |lK |) terms in the original definition, which must consider all combinations
of stopping positions in the K ranked lists.

To verify the validity of the approximation, we compared the approximate cal-
culation against the exact EGU calculation on randomly generated multi-session
ranked lists. The approximate and exact EGU scores were found to be very close
to each other.5

5 Utility Optimization

An important job of a distillation system is to determine how many passages to
select for the user’s attention, since reading the system’s output requires user
effort. However, relevance-based metrics like MAP and NDCG provide no incentive
for the system to produce a limited-length ranked list. On the other hand, EGU
takes into account the relevance, novelty, and cost of reading, and hence, provides
an opportunity to tune the parameters of the distillation system for optimizing
its utility.

We consider two ways of adjusting the lengths of the ranked lists: (i) Fixed
length ranked lists: Using a held-off (validation) dataset, the optimal length
of ranked lists (e.g., 5, 10, 20, or 50 passages) is determined, and then held fixed
for the test phase, and (ii) Variable length ranked lists: Instead of fixing
the absolute length of the ranked lists, the relevance and novelty thresholds
of the system are tuned and then these thresholds are held fixed for the test
phase. Only the passages whose relevance and novelty scores are both above
the corresponding thresholds remain in the ranked lists. The second approach
is more flexible since it allows the system to account for varying amounts of
relevant and novel information in each retrieval session by adjusting the length
of its ranked lists accordingly.

6 Experiments

To demonstrate the effectiveness of the proposed framework for evaluating and
optimizing the utility of distillation systems, we conducted controlled experi-
ments with a state-of-the-art distillation system on a benchmark corpus.

Dataset. TDT4 was a benchmark corpus used in Topic Detection and Tracking
(TDT2002 and TDT2003) evaluations. It consists of over 90,000 articles from vari-
ous news sources published between October 2000 and January 2001. This corpus
was extended for distillation evaluations by identifying 12 actionable events and
defining information distillation tasks on them, as described in [5,12]. Following
[12], we divided the 4-month span of the corpus into 10 chunks, each comprising
12 consecutive days. A distillation system is expected to produce a ranked list
of documents at the end of each chunk, receive feedback from the user, and then
produce a new ranked list for the next chunk, and so on. We split the data into a

5 See detailed results at http://nyc.lti.cs.cmu.edu/papers/utility/
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validation set and a test set, each consisting of 6 events corresponding to 59 and
45 queries, respectively. We use the validation set to tune the lengths of ranked
lists in the two ways mentioned in Section 5, and evaluate the performance of
the system on the test set.

Metrics. We measure performance using two metrics: (i) Mean Average Pre-
cision (MAP) [3], which is a popular metric used for relevance-based evaluation,
and (ii) the proposed metric EGU with parameters a = 0.01 and γ = 0.1 (see
Section 3.2).

Systems. We use the CMU Adaptive Filtering Engine (CAFÉ) [12], which is
a state-of-the-art distillation system that combines adaptive filtering, ranked
retrieval, and novelty detection. To understand the behavior of the proposed
metric, we run the system in different configurations by using various combina-
tions of ranked retrieval (IR), adaptive filtering with feedback6 (AF), and novelty
detection (ND).

To assess the base performance of CAFÉ, we compared its Mean Average Pre-
cision (MAP) in pure retrieval mode (i.e., CAFÉ:IR) with that of Indri [10], which
is a state-of-the-art retrieval engine. The MAP scores were found to be as fol-
lows: CAFÉ:IR – 0.3677, and Indri – 0.3798, which validates CAFÉ as a relatively
strong system, given that Indri is a well-established retrieval engine.

Ranked list length optimization. As described in Section 5, we try two
variants of controlling the lengths of ranked lists – Fixed and Variable.

Table 1. EGU and MAP scores for various configurations of CAFÉ

System
configuration

Ranked list
lengths

EGU MAP

CAFÉ:IR Fixed 0.2592 0.3677
CAFÉ:IR+ND Fixed 0.2640 0.3534
CAFÉ:IR+AF Fixed 0.3001 0.5019
CAFÉ:IR+AF+ND Fixed 0.3014 0.4737
CAFÉ:IR+AF Variable 0.3101 0.5019
CAFÉ:IR+AF+ND Variable 0.4701 0.4737

6.1 Main Results

Table 1 shows the MAP and EGU scores obtained by running CAFÉ with various
combinations of three techniques: ranked retrieval, adaptive filtering and novelty
6 In our experiments, we have followed the standard adaptive filtering convention of

providing user feedback on all passages that are presented by the system. If user

feedback is to be modeled as stochastic, then our feedback-based results represent

the upper bound on performance since the system would receive feedback on only a

subset of passages.
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detection, and also with two methods for optimizing the ranked list lengths: fixed
lengths, and variable lengths.

The addition of feedback through adaptive filtering (AF) helps the system
in finding more relevant passages in subsequent sessions. This manifests as im-
proved performance in terms of both EGU as well as MAP, showing that both
metrics are sensitive to the relevance of presented passages.

Now consider the effect of enabling novelty detection (ND), which directs the
system to detect and remove redundant passages from each ranked list. Keeping
other settings constant, we see that novelty detection improves the EGU scores,
while decreasing the MAP scores, since MAP blindly favors the presence of relevant
passages even if some of them are redundant, and hence, useless to the user.

Next, we focus on the two strategies for optimizing the ranked list lengths for
each query. As described in Section 5, the Fixed mode retrieves a pre-determined
number of passages for each query in each chunk, even if that chunk does not
have any relevant and novel information for the given query. This problem is
solved by the Variable mode, which indirectly controls the lengths of ranked
lists by optimizing its utility (relevance and novelty) thresholds. The EGU scores
show better performance when Variable mode is used. However, the MAP scores
do not change between the Fixed and Variable mode, because in both cases,
MAP will favor the longest possible ranked lists. In other words, MAP scores can
never be improved by reducing the length of the ranked list, since MAP is oblivious
to the reading cost associated with the presented information.

The best performance in terms of EGU is obtained when novelty detection is
combined with variable ranked list lengths based on optimal relevance and nov-
elty thresholds (CAFÉ:IR+AF+ND-Variable). We obtain an EGU score of 0.4701, a
51.6% improvement over not using novelty detection (CAFÉ:IR+AF-Variable), a
56% improvement over not using variable length ranked lists (CAFÉ:IR+AF+ND-
Fixed), and a 56.6% improvement over no novelty detection and no variable
length lists (CAFÉ:IR+AF-Fixed). Interestingly, neither novelty detection nor
variable ranked list length mode can alone boost the performance significantly.

7 Concluding Remarks

In this paper, we have proposed the first theoretical framework where non-
deterministic user interactions over multi-session ranked lists are taken into
account for evaluating and optimizing the utility of distillation systems. This
model flexibility comes at the cost of increased computational complexity, which
we address using an efficient approximation technique. We conducted the first
utility-based evaluation over multiple-session search scenarios defined on the
TDT4 corpus of news stories, and show that a distillation system can obtain sig-
nificant (56.6%) utility enhancement by combining multi-session adaptive filter-
ing with novelty detection and utility-based optimization of system parameters
for optimal ranked list lengths. Our framework can naturally accommodate more
sophisticated probabilistic models of user behavior that go beyond the geometric
distribution over stopping positions as described in this paper. For instance, an
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interesting direction would be to model the stopping probability as dependent
on user satisfaction.
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Abstract. This paper presents a theoretical methodology to evaluate

filters in XML retrieval. Theoretical evaluation is concerned with the

formal investigation of qualitative properties of retrieval models. XML

retrieval deals with retrieving those document components that specif-

ically answer a query, and filters are a method of delivering the most

focused answers. Our theoretical evaluation will critically analyse how

filters achieve this.

1 Introduction

According to INEX, the evaluation initiative for XML retrieval [6], the aim of
XML retrieval is to retrieve not only relevant document components, but those
at the right level of granularity, i.e. those that specifically answer a query. To
evaluate how effective XML retrieval approaches are, it is necessary to consider
whether the ‘right’ level of the structure is correctly identified. For this pur-
pose, INEX has developed a new relevance criterium next to general relevance,
which measures how focused an XML element is with respect to an information
need. The general relevance of an element is captured in the INEX exhaustivity
dimension1 while the specificity dimension indicates the focus.

In this paper, we analyze retrieval models developed at INEX that aimed at
delivering results that specifically answer a query. Delivering these so-called most
specific answers has proven to be a complex retrieval task. In addition, it has
been noted that traditional information retrieval (IR) evaluation might not be
sufficient to properly assess the effectiveness of such more complex retrieval tasks
[10]. This paper proposes an alternative theoretical evaluation that complements
an experimental evaluation, especially when dealing with complex retrieval tasks
such as those developed for XML retrieval.

A theoretical evaluation can be done through the use of a meta-theory, as
proposed in previous work based on the logical approach to IR [7]. Van Rijs-
bergen and others have expressed logical relevance in terms of the implication
d→ q [10]. Chiaramella [4] used two implications to describe the XML retrieval
task2: d → q characterizing exhaustivity and q → d characterizing specificity.

1 Since 2006, INEX does not refer to exhaustivity anymore, just relevance and speci-

ficity.
2 When this work was published, it referred to the more general case of structured

document retrieval, for which XML retrieval is a special case.

L. Azzopardi et al. (Eds.): ICTIR 2009, LNCS 5766, pp. 176–187, 2009.
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Following Huibers’ work [7], we call such implications between query and doc-
ument aboutness. IR models propose specific ways to implement the aboutness
of a document to a query. With this view in mind, the theoretical evaluation
of an IR model thus consists of characterizing aboutness and investigating its
underlying reasoning process.

Aboutness has been discussed sporadically in IR literature, most notably in
the work of Lalmas and Van Rijsbergen [11], Huibers and Bruza [3], and recently
Wong et al.[13]. However, aboutness has yet to be applied to more complex IR
tasks such as those occurring in XML retrieval. In this paper, we use the concept
of aboutness to evaluate XML retrieval models that aimed at identifying the most
specific document components for a query.

In INEX, the retrieval task that aims at finding the most specific answers has
been referred to as the focused task. This is to be compared to the thorough task,
that aims at estimating the relevance of document components to a query. In this
latter task, all relevant document components are to be identified, and then ranked
according to their degree of relevance. In the focused task, the result set should
consist of non-overlapping document components, ranked according to how spe-
cific they are to the query. Overlap occurs when a document component (e.g. a
section) and one of its descendent (e.g. a paragraph in this section) or ascendent
(e.g. the chapter containing that section) are both returned as answers. The aim
of the focused task is therefore to identify among overlapping document compo-
nents, the component that is the most specific to the query, and to return it as
what is referred to as a focused answer. In this paper, we concentrate on retrieval
models developed for the focused task at INEX 2005, as the fundamentals of these
models have not changed much since. In addition, we restrict ourselves to models
aiming at delivering these focused answers for content-only queries.

Models developed at INEX to implement the focused retrieval task can be
viewed as filters. Indeed, these models mostly consist of the post-processing
of an answer set produced by models aiming at implementing the thorough
retrieval task. The post-processing phase consists of eliminating all but the most
focused document components from the answer set. We therefore analyze filters
as an aboutness decision in their own right. Several types of filters have been
developed in INEX. The most popular filter is the so-called brute-force one,
which eliminates all but the most relevant elements3 on a particular XML path.
However, in the experimental evaluation, it performs less well than others that
look at the relationships between elements [8]. We therefore compare it to an
alternative approach based on the re-ranking of elements.

This paper is organised as follows: In Section 2, we introduce the background
of our theoretical evaluation methodology. In Section 3, we briefly draw on earlier
results to demonstrate parts of the theoretical evaluation of two XML retrieval
approaches implementing the thorough task. We then introduce in Section 4 our
theoretical methodology to analyse filters as aboutness decisions, before applying
it to the brute-force and re-ranking filtering models in Section 5. Finally, we
relate our findings to those of the experimental evaluation in INEX in Section 6.

3 In this paper, elements and document components are used interchangeably.
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2 Theoretical Evaluation Background

In this section, we introduce the steps of our theoretical evaluation method-
ology (see [2] for a complete overview). A theoretical evaluation methodology
needs a formalism powerful enough to characterize the fundamental properties
of retrieval models. Following Huibers, we use Situation Theory (ST), devel-
oped by Barwise and Perry [1], for this purpose. ST is a mathematical theory of
meaning and information with situations as primitives [7]. Situations are partial
descriptions of the world and are composed of infons. For IR modelling, queries
and documents are modelled as situations, while infons represent a model’s
information items like keywords or phrases.

Using ST, we model documents and queries as situations [3]. Let document
D and query Q be situations, then D �� Q means that the information in
D is about the information need expressed in Q. For instance, in standard IR,
a document containing ‘garden’ and ‘house’ would be about a query asking
for ‘garden’. Likewise, D ��/ Q symbolises that D is not about Q. For XML
retrieval, we can use Chiaramella’s distinction and say that D �� Q symbolizes
exhaustivity and Q �� D specificity. With ⊗, we formalise the composition of
situations, while ≡ states that two situations are equivalent, i.e. they contain
the same information.

Translation is the symbolic representation of an IR model’s handling of in-
formation using a formal language. It is formally represented by a function map
that ‘maps’ situations to their formal representation. In IR, mapping a docu-
ment (or a document component) to its formal representation corresponds to the
indexing process. For standard IR, the outcome would consist of a set of infons
represented by 〈〈k〉〉, where k stands for an indexing term. A set of infons is a
situation: {〈〈k1〉〉, 〈〈k2〉〉}. An example would be {〈〈house〉〉, 〈〈garden〉〉}.

For representing information in XML retrieval, we furthermore use N-
ary relationships R between infons ij , to model relationships: 〈〈R, i1, ..., in〉〉.
For instance, a section with two paragraphs will be symbolized by:
{〈〈ElementType, Sec, s〉〉, 〈〈ElementType, Para, p1〉〉, 〈〈V alue, garden, p1〉〉 , 〈〈
ElementType, Para, p2〉〉, 〈〈V alue, house, p2〉〉, 〈〈Parent, s, p1〉〉, 〈〈Parent, s, p2

〉〉}. This reflects the fact that each XML element has an element type infon,
expressed with the relation ElementType. Content infons (i.e. the actual text
in the element) are modeled as V alues. The relation Parent expresses that the
two paragraphs (p1 and p2) are the children of the section (s). Translation is
therefore based on building a document representation through indexing, which
according to Van Rijsbergen [12] leads to the view that index terms represent
properties of documents (or document components), which may then be studied.

Next to the symbolic characterization of an IR model, we need means to
describe the functional behavior of the model, i.e. what makes a document (or
document component in XML retrieval) about a query. This is done through
so-called reasoning rules. Indeed, an IR model’s aboutness decision is specified
by the reasoning rules it incorporates. These can be either fully, partially, or
not at all supported. Together with the symbolic representation of documents,
queries and information for an IR model, they make up the aboutness decision
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system that characterizes how the model decides that a document (or document
component) is relevant to query.

An example of a rule is Left Monotonic Union (LMU), which plays an impor-
tant role in our theoretical study of filters. LMU states that if a document D is
about a query Q, then also the composition of D and D′:4

– LMU: If D �� Q, then also D ⊗D′ �� Q.

By comparing the reasoning rules each decision system incorporates and the
way it does so, we are able to give an overall comparison of the behaviour of the
retrieval model characterized by the aboutness decision system.

There are over 20 reasoning rules to be considered in the theoretical analysis
of retrieval models (see [7] and [13]). In this paper, we restrict ourselves to the
following rules (including LMU), as they are sufficient for our investigation:
– Reflexivity: S �� S.
– Transitivity: If S �� T and T �� U , then also S �� U .
– Euclid: If S �� T and S �� U , then also T �� U .
– Mix: If S �� T and U �� T , then also S ⊗ U �� T .

3 Aboutness in XML Retrieval

To carry out our theoretical evaluation of filters (the focused retrieval task at
INEX), it is necessary to present (albeit briefly) the theoretical evaluation of
models developed for the thorough task. This is because of the relationships
between the tasks, one being a post-processing of the other. This also provides
an illustration of our theoretical methodology. We focus on two such models,
both building upon well-known flat document retrieval models.

3.1 Vector Space Model

A vector space model for XML retrieval is presented in [8]. There, XML doc-
uments are split into several disjoint indexes of the most useful components
(which can be determined for a given application). In the model, a standard
vector space approach is used to retrieve from a query (Q) XML elements (D)
instead of full documents:

rsv(Q, D) =

∑
ti∈{Q∩D} wQ(ti) ∗ wD(ti) ∗ idf(ti)

‖Q‖ ∗ ‖D‖

where wQ(t) = log(TFQ(t))
log(AvgTFQ) and wD(t) = log(TFD(t))

log(AvgTFD) . ||Q|| and ||D|| are the
numbers of unique terms in Q and D, respectively. Both are scaled by the average
document length in the collection [8].5

4 Throughout the paper, we use upper case letters from the middle of alphabet such

as S, T , for situations if we are not talking about queries and document components.

In that case we use Q and D. Anything that situations are made of, e.g. keywords

but also structural relationships, is symbolized with letters from the beginning of

the alphabet like A or B.
5 The obtained scores are modified using an Automatic Query Refinement (AQR)

approach based on Lexical Affinity (LA), which is out of scope for this paper.
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Structure is used in the model mainly to allocate document components across
different indexes. The translation is limited to those infons of document compo-
nents most commonly assessed as relevant. In the INEX 2005 collection, these
included paragraph (’Para’,’Para1’), subsection (’SS1’, ’SS2’), section (’Sec’),
etc. Regarding the translation, let A by a document component and e be an
element type, then map(A) = {〈〈ElementType, e, i〉〉, 〈〈V alue, t, i〉〉|e ∈
{Art, Abs, Sec, SS1, SS2, Para, Para1}.

For the aboutness decision, let Q be a query and D be a document component.
That we consider components instead of full documents is the main difference to
the flat vector space model. The XML retrieval vector space aboutness decision
is then defined by:

D �� Q if and only if rsv(D, Q) ≥ n

In the model, only the top N documents are considered. We call the value that
has to be reached in order to be part of the top N documents n. Thus, the model
implements thresholded vector space retrieval [13].

Regarding the reasoning rules, we can prove that LMU is conditionally satis-
fied. As the model implements thresholded vector space retrieval, the extension
of D to D ⊗D′ will only continue to be about Q if there is still sufficient infor-
mation overlap between D ⊗D′ and Q (the full proof can be found in [2]).

3.2 Language Models

A second model, that was based on a model for flat document retrieval and that
performed well at INEX, uses language modeling [9]. The model builds several
indexes, each of which is separately populated: one for all elements, one length
based one, one for elements frequently assessed as relevant, one for sections.
The full article is kept in another index. A language model for each document
component is calculated by interpolating the element (Pmle(ti|e)), the document
(Pmle(ti|d)) and the collection (Pmle(ti)) language models:

P (ti|e) = λe ∗ Pmle(ti|e) + λd ∗ Pmle(ti|d) + (1 − λe − λd) ∗ Pmle(ti)

This model is built on the decision that a document component D is about a
query Q if and if only the information in Q can be found in the indexes. We
actually have different aboutness decisions, depending on which index is used to
generate the element language model. We therefore must provide a map function
to translate infons for each chosen index. We only demonstrate 2 of the 6 indexes,
as the others are built very similarly. Let A be an element with term t and an
element type e:

– Length based index: maplength(A) ≡ {〈〈ElementType, e, i〉〉, 〈〈V alue, t, i〉〉|
|A| > κ}

– Section index: mapsec(A) ≡ {〈〈ElementType, e, i〉〉, 〈〈V alue, t, i〉〉|e ∈
{Sec}}
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where κ is a threshold that discards small elements. Apart from the article
index, the main difference to a flat document language model is the division
into document components instead of documents. This XML language model
retrieval aboutness decision is the same as for the flat document language model:
D about Q if and if only P (ti|e) > θ. The threshold θ is the smoothing value,
which is the collection language model (1− λe − λd) ∗ Pmle(ti). Contrary to the
vector space model threshold, it is internal to the aboutness decision, as it is
dependent on the overall distribution of the terms in the collection. This allows
the model to be adjusted well to specific collections like INEX. We have shown
in [2] that LMU is unconditionally supported.

Both discussed models performed well at INEX, which we could relate to
their aboutness behaviour in [2]. However, both models performed better for
the thorough retrieval task than for the task aiming at returning the most fo-
cused elements, i.e. the focused retrieval task. This paper provides a theoretical
explanation for this behaviour.

4 Defining Specificity Aboutness

In this section, we describe our theoretical methodology to evaluate filters. We
rely on some initial work by Huibers on the relationship between the filter about-
ness system (characterizing the focused task) and the corresponding underlying
aboutness system (characterizing the thorough task) [7], which we adapt to the
requirements of XML retrieval. We go beyond his work by actually applying his
theoretical work to analyze two filters developed at INEX in Section 5.

As already explained, the task of finding the most focused elements consists
of filtering the ranked result list produced by an XML retrieval model like the
two described in Section 3. Generating this ranked result list is itself based on
an aboutness decision system, which characterizes the model used to deliver
that list. Thus, with filtering, a further aboutness decision is applied, one which
removes overlapping elements from the result list.6

Huibers [7] describes that one aboutness decision system is a filter to another
aboutness decision system if the two corresponding aboutness systems are em-
bedded — meaning their reasoning behaviour is related by supporting the same
or sufficiently similar properties. In the context of XML retrieval, this translates
to having to relate the aboutness decision system associated with the model for
the focused task to that of the underlying aboutness system associated with the
model used to generate the ranked list (the thorough task) to then be filtered.

The theoretical analysis of filter is done in three steps. We first formalize the
translation process, as we did in Section 3 for retrieval systems. Secondly, we
6 It should be pointed out that the use of filters is not exclusive to XML retrieval.

Filters are used in IR to improve performance [7], if, for instance, at first a fast but

less accurate approach is used to identify relevant documents from a very large set

documents, and then a second retrieval system is used to search the initial result

set more accurately. Pseudo-relevance feedback and passage retrieval are examples

of such a process.
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identify the reasoning rules associated with the filter. Finally, we analyse the
relationship between the filter and the underlying aboutness systems. For the
later, we make use of the filtering function f-answer defined in [7], which we
adapt to XML retrieval:

Definition 1. Let Ap, Bp be aboutness systems and D be a set of documents and
Q be a query. The filtering function f-answer of Ap with respect to Bp is defined
by: f-answer(Ap; Bp; Q;D) = answer(Ap; Q; answer(Bp; Q;D)), where answer
describes a function that delivers an answer set from the set D based on query Q.

Using this definition, we can investigate the filtering process by looking at the
relationship between f-answer and answer. Without going into detail, Huibers
has identified three important distinctions between f-answer and answer [7]:

– A filtering function f-answer(Ap; Bp; Q;D) is called useless if for all sets of
documents D and queries Q f-answer(Ap; Bp; Q;D) = answer(Bp; Q;D).
An example of a useless filter is the application of the coordinate retrieval
model as a filter to an answer set generated by simple vector space retrieval,
as both are based on the same aboutness decisions, according to which a
document D is about a query Q if both share information items.

– The aboutness systems Ap and Bp are said to be f-equivalent if and only if
f-answer(Ap; Bp; Q;D) = answer(Ap; Q;D). An example of an f-equivalent
filter is to use strict coordinate retrieval to filter a result set generated by
vector space retrieval. Strict coordinate retrieval defines that a document D
is about a query Q if and only if the information items of Q are a subset of the
information items in D. This delivers a subset of the answer set from simple
vector space retrieval, for which D is about Q if they share information.
Strict coordinate retrieval therefore fully determines the final answer set.

– Ap and Bp are said to intersect if and only if the filter is neither useless nor
f-equivalent.

In our analysis of the relationship between f-answer and answer, we first deter-
mine whether a filter is ‘useless’, i.e. the filtering function does not change the
original answer set. If this is not the case, next we investigate whether the filter
f-answer uses f-equivalent aboutness systems. We call a filter aboutness system
to be f-equivalent, if its Ap alone will determine the final result set. If the filter
is not useless and not f-equivalent with regard to the underlying aboutness sys-
tem, we then define how the filter and underlying aboutness system ‘intersect’
by comparing their aboutness properties.

The following section will demonstrate the presented methodology for the
analysis of two filers at INEX.

5 Applying Specificity Aboutness at INEX

Two main types of models have been proposed for the focused task at INEX: a
simple model that keeps the highest ranked element of each XML path and a
more complex model that takes into account the relations in the tree hierarchy
between retrieved elements.
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5.1 Brute-Force Filter

Our first method of removing overlap in the result set of an XML retrieval model
has also been referred to as ‘brute-force filter’, because only the highest scored
element from each of the paths is selected. The advantage of this filter is that
it is relatively easy to implement and that it can be used on top of any kind of
underlying aboutness system.

Aboutness decision. The aboutness decision of brute-force filtering can be
defined as:

D about Q if and only if rsv(D, Q) = max(rsvu(D, Q))

max(rsvu(Q, D)) is delivering the XML element with the maximum retrieval
status value for the underlying aboutness system. For the translation, let A be
a document component, en element types, kn values in an element, and i an
identifier to enumerate all {1, ..., n} elements in an XML tree in a depth-first
traversal manner:

map(A) = {〈〈ElementType, e1, i1〉〉, 〈〈ElementType, e2, i2〉〉, 〈〈Parent, i1, i2〉〉,
..., 〈〈ElementType, en, in〉〉, 〈〈Parent, in−1, in〉〉, 〈〈V alue, en, k1〉〉, ...,〈〈V alue, en,
kn〉〉}|∀ii ∈ {〈〈Parent, ii, ik〉〉}, count(ii) = 1}.
The translation expresses that we only consider elements on the same XPath,
meaning each element is the parent and the child of exactly one other element,
unless it is the root or leaf element.

Reasoning behaviour. We now continue analysing the functional behaviour
of brute-force filtering using the reasoning rules from Section 2. Reflexivity holds
for brute-force filtering. A maximum element will be about itself. More inter-
esting are those reasoning rules that are not supported: The Transitivity rule,
for instance, is not supported, as two situations cannot be the maximum scoring
answers towards the same query. If T is the maximum scoring answer to U , S
cannot be the maximum scoring answer to U , too. This means whatever the
status of Transitivity in an aboutness system, if we apply brute-force filtering on
top of it, it will not be supported. The same applies for Euclid from Section 2: If
S is the maximum scoring answer to U , how could T be the maximum scoring
answer to the same U , too? This means Euclid is never supported.

Mix is another rule that cannot be supported. It states that with the assump-
tions S �� U and T �� U , we can also say that S⊗T �� U . S and T , however,
cannot be at the same time the maximum answer to U . The assumptions con-
tradict each other. LMU would imply in the context of brute-force filtering that
if one extends S to S ⊗ U and aboutness would be preserved for both, both S
and S ⊗ U would be maximum scoring answers, which is a contradiction. This
means LMU is not supported either.

All the rules analysed in this section are important in the analysis of XML
retrieval models’ behaviour [2]. When we analyse the experimental results related
to brute-force filtering in Section 6, we shall see the impact of excluding the rules’
reasoning behaviour.
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F-answer. In this section, we shall look at the relation between f-answer and
answer. First, we need to show that the brute-force filter is not useless. This
can be formally proven by demonstrating that the aboutness systems of filter
and underlying system differ in at least one reasoning characteristics — be it a
certain rule, be it a single condition of this rule. We have just seen that brute-
force filtering disallows LMU, Transitivity, etc., which means it is not useless as
a filter for both the XML vector space and language model retrieval models (and
many XML retrieval approaches we have analysed in [2]). As max(rsvu(D, Q))
is dependent on the underlying retrieval status value rsvu, brute-force filtering
is also not f-equivalent.

As the filter is neither useless nor f-equivalent, neither brute-force filtering
nor the underlying aboutness systems from Section 3 fully determine the out-
come of combining both. They ‘intersect’, which means that we need to look
at the differences in reasoning behaviour, the filter creates: E.g., LMU reason-
ing is excluded, which will change any aboutness system that follows the strict
structural constraints of XML documents: If an element is a child, it will share
information with its parent. This means for language modeling from Section 3.2,
for instance, that both are about the same queries. However, such aboutness
due to overlap in (redundant) information is what is supposed to be excluded
by brute-force filtering.

We analyse the impact of brute-force filtering on the experimental results
in INEX 2005 in Section 6, but first we look at a second alternative approach
to dealing with overlapping elements: re-ranking. The assumption is here that
sometimes overlap can be beneficial. In [8], they used a similar kind of re-ranking
and found that it delivers better performance than the brute-force filtering alone.

5.2 Controlling the Overlap: Re-ranking Approach

The next approach [5] we present will re-rank the elements with a new context-
dependent retrieval status value, but not entirely eliminate overlapping elements.
The approach is based on iteratively reducing the score of those elements that
contain highly relevant elements. The input into the re-ranking method is a list
of XML elements x. These are each associated with x.

−→
f as the term frequency

vector per query term and with x.−→g as the adjustment vector, and other infor-
mation required to process the algorithm such as the set of children per element.
The adjustment of each term xt is based on xt = ft − α ∗ gt, where α is an
adjustment weight. For parents y containing a highly scoring child x their ad-
justment score y.−→g will be increased. For the children of highly ranked parents,
we know that its terms have already been considered in the reported parent el-
ement. Hence, its x.−→g will become y.

−→
f . The tree is traversed until all elements

are covered and re-ranked.

Aboutness decision. According to the algorithm in [5], no element will be fil-
tered out unless the adjusted score becomes 0. Therefore, the aboutness decision
is described by:

D about Q if and only if rsvadjusted(D, Q) > 0
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The translation of the model is out of scope for this paper, as it would require
a deeper analysis of how XML structures can be translated into situations. We
have done that analysis in [2].

Reasoning behaviour. The first reasoning property to look at will be Reflex-
ivity, which as seen in Section 2 states that S �� S. Reflexivity is not given.
With S �� S, then ft = gt . If in xt = ft−α∗gt, α = 1 [5], then xt = ft−1∗gt,
which means rsvadjusted = 0, with ft = gt. Thus, Reflexivity is not supported.

Re-ranking does not fundamentally change the aboutness decision of the XML
retrieval models but adds emphasis to the ranking of elements. For our analysis
of the impact of filters we therefore need to relate it to the models we have
developed in Section 3 directly. For both models, Transitivity, Euclid and Mix
behaviour, will not be changed. LMU would be given if S⊗U �� T and S �� T
are given. Regarding the XML vector space model, re-ranking with xt = ft −
α ∗ gt can of course reduce the extension to fall below the threshold n. This will
mainly effect the children of the highly ranked parents. LMU is only conditionally
supported if re-ranking does not lower the retrieval result to fall below n. An
interesting case forms the language modeling approach in Section 3.2. Its internal
threshold based on the smoothing value might be missed if the added information
leads to a re-ranking below the smoothing value. Therefore, applying re-ranking
on top of language modeling means that LMU is now conditionally supported,
while language modeling alone fully supported LMU.

F-answer. Re-ranking is certainly not useless, because the LMU thresholds
for vector space retrieval and language modeling have been changed. It will not
be f-equivalent either, as it is dependent on the underlying aboutness decision,
because re-ranking is a function of the original retrieval status value. Thus, re-
ranking will also be ‘intersecting’. Reflexivity is changed through the impact
of α. That Transitivity and Mix behaviour is preserved is a clear advantage
towards the brute-force filtering approach, as both are important properties of
XML retrieval behaviour [2]. In particular the support for Mix, will add to the
better performance of the model in the experimental results.

In the next section, we briefly look at how conclusions from the theoretical
evaluation of both filters help explain experimental behaviour in INEX 2005.

6 Impact of Filters on Experimental Behaviour at INEX

We first investigate the impact of brute-force filtering on the experimental be-
haviour in INEX 2005. The XML vector space retrieval model has been overall
very successful in the experimental evaluation in INEX 2005 [8], but its perfor-
mance decreases for the tasks to deliver only non-overlapping document compo-
nents, ranked according to how specific they are to the query. They implemented
these tasks by using various filters. Particularly, in their run which used simple
brute-force filtering, the performance was much worse. The situation is similar
for the XML retrieval model based on language modelling [9]. Its performance
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decreases, too, when brute-force filtering is used to filter the original language
modeling retrieval results.

If we try to understand why brute-force filtering decreases performance in
XML retrieval, two changes of reasoning properties are highly conclusive:

1. LMU is not supported by brute-force filtering. The XML vector space re-
trieval model, for instance, successfully used conditions on LMU reasoning to
adjust the behaviour of flat document vector space retrieval to the require-
ments of XML retrieval [2]. This ability is lost once the brute-force filter is
applied, which will explain a decrease in performance.

2. Mix is not supported by brute-force filtering. Among other things, Mix de-
scribes that, if two children D and D′ are about a query, then their parent
item D ⊗ D′ will also be about the same query. This behaviour is typical
to XML based resasoning. If it is not supported, problems might arise, such
as the elimination of potentially highly relevant children. Say, we have one
relevant child and a more relevant parent, then the child will be eliminated
from the result set after applying brute-force filtering. Another child of the
same parent that is about the same query, will also be eliminated, as the
parent is already chosen for its path. However, this child might be highly
relevant, too.

Looking at the second filter, re-ranking, it is difficult to make general statements
regarding its impact on XML retrieval, as it has been developed for a particular
model [5]. The authors, however, report limitations of their algorithm according
to their experimental evaluation [5]. From a theoretical evaluation point of view,
an immediate recommendation on how to potentially improve the model would
be to introduce a threshold to control the monotonic behaviour of the re-ranking
aboutness decision: Only if rsvadjusted(D, Q) > θ, the element would be reported.
We have seen in earlier theoretical evaluations [2], that thresholds effectively add
to the control of the monotonic behaviour and improve models’ performance.

7 Conclusion

In this paper, we have shown how a theoretical evaluation (in this paper based
on ST), can aid the analysis of filters in XML retrieval. To this end, we intro-
duced a theoretical evaluation methodology to help investigate filters based on
an ST formalism. We have considered filters as a second layer aboutness decision
and asked how they influence the underlying aboutness system. We could do so,
as we regarded them as aboutness systems. This has led to conclusions about
why and how they change the performance of their underlying systems in the
experimental evaluation in INEX. Our primary interest has been whether the fil-
ters are suitable extensions of the underlying aboutness decision. We could show
how particularly brute-force filters significantly change the underlying about-
ness behaviour of the retrieval models. In the future, we we would like to deepen
our analysis of how filters for focussed retrieval have an impact on aboutness
behaviour, especially on specificity aboutness, by analysing in more detail the
impact on experimental results in INEX 2005.
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Abstract. Building upon simple models of user needs and behavior, we

propose a new measure of novelty and diversity for information retrieval

evaluation. We combine ideas from three recently proposed effectiveness

measures in an attempt to achieve a balance between the complexity of

genuine users needs and the simplicity required for feasible evaluation.

1 Introduction

A user types the query “windows” into a commercial Web search engine. She
scans the result list. The first result is the Microsoft home page. It might contain
the information she seeks, but she is not certain, and she moves on. The second
result is the Vista home page. Probably not. The third result provides infor-
mation about replacement windows and patio doors. No, not at all. The fourth
page, a news article, provides most of the information she requires: Windows 7
will be released in November, and she can upgrade directly to it from XP. She
navigates back to the initial result page and takes a quick glance at the fifth
result, the Wikipedia page about MS Windows. She clicks on this link and never
returns to the result list again.

When generating a ranked result, an information retrieval system should at-
tempt to maximize the probability that a user will obtain the information she
seeks. In our opening example, the IR system satisfied the user’s requirements,
but other users entering the same query will have other needs (and perhaps less
patience). In generating a result list, the IR system must balance the require-
ments of the entire user population, reflecting the diversity of possible needs
underlying the query and supplying novel information as users traverse the re-
sult list.

In this paper, we propose a new effectiveness measure, which evaluates the
success of an IR system at achieving its goal of novelty and diversity. We measure
success in terms of the expected number of relevant pages a user will encounter
when scanning the results. In developing our measure, we build upon three recent
proposals: i) the rank-biased precision measure proposed by Moffat and Zobel [1],
ii) the α-nDCG measure proposed by Clarke et al. [2], and iii) the “intent aware”
measures proposed by Agrawal et al. [3]. All three proposals are founded on
simple models of user needs and behaviors. By combining them, we believe we
can define a measure that achieves a balance between the complexity of genuine
user needs and the simplicity required for feasible evaluation.

L. Azzopardi et al. (Eds.): ICTIR 2009, LNCS 5766, pp. 188–199, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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<topic number=0>

<query> physical therapist </query>

<description>

The user requires information regarding the profession and the

services it provides.

</description>

<subtopic number=1> What does a physical therapist do? </subtopic>

<subtopic number=2> Where can I find a physical therapist? </subtopic>

<subtopic number=3>

How much does physical therapy cost per hour?

</subtopic>
...

<subtopic number=8>

Information is required regarding physical therapist’s assistants.

What education do they require? How much do they make?

</subtopic>

</topic>

Fig. 1. Example topic taken from the TREC 2009 Web Track guidelines. Some

subtopics have been elided for conciseness.

In our proposal, we make a careful distinction between ambiguity and under-
specification. An ambiguous query has multiple distinct interpretations. Interest
in one interpretation suggests disinterest in the others. For example, the query
“windows” may be related to the commercial software product or to the archi-
tectural feature, but probably not to both. An underspecified query has multiple
aspects. A user might be interested in any of these aspects, independent of her
interest in the others. For example, a user issuing the query “windows” might be
interested in any (or all of) using, upgrading, updating, installing, configuring,
or troubleshooting any of the current, past or future versions of the operating
system. Of course, as illustrated by our example, a query may be both am-
biguous and underspecified. Moreover, almost any query could be considered
underspecified to some extent.

Novelty and diversity has received recent attention from a number of re-
searchers. Most notably, Spärck Jones et al. [4] call for the creation of evaluation
methodologies and test collections that incorporate diversity. Space limitations
prevent us from including a full survey of the area, but both Clarke et al. [2] and
Agrawal et al. [3] include summaries of prior work.

2 Novelty and Diversity

Clarke et al. [2] develop and evaluate an effectiveness measure (α-nDCG) that
directly accommodates novelty and diversity. They primarily consider what we
call underspecified queries (although they do not make our careful distinction
between ambiguity and underspecification). They base their measure on the
notion of a nugget, which they define very broadly as “any binary property of a
document”. Their nuggets essentially represent concrete instances of what we call
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aspects. We find it helpful to retain a distinction between aspects and nuggets.
Aspects are conceptual; nuggets are operational. Nuggets can be assessed as part
of an evaluation experiment. Aspects cannot.

Their definition of a nugget is general enough to encompass document prop-
erties such as answers to factual questions, transactional/navigational intent,
and topical relevance. Nuggets related to our introductory example include the
properties: i) “describes the procedure for upgrading from XP to Windows 7”;
ii) “provides pricing and ordering information for replacement windows”; or iii)
“is the Microsoft home page”. We say a document “contains” a nugget if satisfies
the associated binary property. Many documents contain the first two nuggets.
Only one page can contain the third nugget.

The notion of a nugget (usually in a less general form) appears in many re-
cent evaluation efforts, particularly in the areas of summarization and complex
question answering [5,6]. Figure 1 shows an example topic taken from the guide-
lines of the ongoing TREC 2009 Web Track1. The topic includes a number of
subtopics, each related to the broader topic, together with an associated query.
As indicated in the track guidelines, the selection of subtopics is intended to
comprise a representative, but not exhaustive, list of possible subtopics. These
subtopics, which are engineered to be roughly balanced with respect to their rel-
ative popularity, were derived from co-clicks and other statistics extracted from
the logs of a commercial Web search engine.

The subtopics are defined for judging purposes. Track participants execute the
query and return results that attempt to cover as many of the (unseen) subtopics
as possible. Documents are judged in terms of overall topical relevance, as well
as with respect to the individual subtopics. Thus, in our view, we may associate
a nugget with overall topical relevance, as well as with each subtopic. The track
organizers plan to apply α-nDCG, intent aware nDCG, and other measures to
evaluate effectiveness.

2.1 Diversity

Nuggets link users and documents. Consider a user u sampled from the popula-
tion of all users entering a query q. Clarke et al. model the user’s information
need in terms of a set of nuggets

N = {n1, n2, ...nN}. (1)

The probability that the user u is interested in a document containing the ith
nugget is expressed as Pr[ni ∈ u]. The probability that the document d contains
the ith nugget is expressed as Pr[ni ∈ d].

Clarke et al. assume that a user’s interest in one nugget is independent of
her interest in other nuggets, implying that Pr[ni ∈ u] can be estimated inde-
pendently for each nugget. This assumption corresponds to our assumption of
independence between aspects of an underspecified query. On the other hand,
an assumption of independence is not appropriate when a query is ambiguous. If
1 plg.uwaterloo.ca/~trecweb/; accessed April 17, 2009

plg.uwaterloo.ca/~trecweb/
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a user is interested in buying windows for their house, we might guess that they
are not interested in the Windows operating system, at least at that instant.

For a particular nugget ni, the value of Pr[ni ∈ u] depends on characteristics
of the user population, which might be inferred from query logs and other sources
of implicit feedback. Following the simplest approach, Clarke et al. assume

Pr[ni ∈ u] = γ, (2)

for all nuggets ni, where γ is a constant, 0 < γ ≤ 1. In light of our ability to
balance relative popularity when choosing nuggets, as illustrated in Figure 1,
this assumption appears reasonable.

Clarke et al. base Pr[ni ∈ d] on explicit judgments. Since a nugget represents
a binary property of a document, in theory d either contains or does not contain
the nugget. However, the user may not recognize that the document satisfies her
information need. Thus, Pr[ni ∈ d] reflects a user’s ability to judge whether or
not the document contains the nugget, and her ability to extract the information
if it does. Clarke et al. provide justification, and additional discussion, regarding
this and other features of their model. Their paper should be consulted for a
detailed explanation.

As part of an evaluation experiment, assessors judge whether or not document
d contains nugget ni. If document d is judged to contain nugget ni then Pr[ni ∈
d] = α, where α is a constant, 0 < α ≤ 1. Otherwise, Pr[ni ∈ d] = 0. Now, if we
let J(d, i) = 1 if d is judged to contain nugget ni, and J(d, i) = 0 if it is not, we
have

Pr[ni ∈ d] = αJ(d, i). (3)

We consider document d to be relevant if the document contains any nugget
that interests the user u. Thus, the probability of relevance r(u, d) may be cal-
culated as

r(u, d) = 1−
N∏

i=1

(1− Pr[ni ∈ u] · Pr[ni ∈ d]) (4)

=
N∑

i=1

(Pr[ni ∈ u] · Pr[ni ∈ d])−O

(
max

1≤i≤N
(Pr[ni ∈ u] · Pr[ni ∈ d])2

)

≈
N∑

i=1

Pr[ni ∈ u] · Pr[ni ∈ d].

Substituting Equations 2 and 3 into this last equation gives

r(u, d) = γα
N∑

i=1

J(d, i). (5)

Thus, the probability of relevance is proportional to the number of nuggets a
document contains.
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2.2 Novelty

Nuggets reflect the diversity of information needs underlying a query. In doing
so, they also allow us to measure novelty in a result list.

Equation 4 estimates a document’s probability of relevance in isolation. In-
stead, consider the probability of relevance for a document dk appearing in the
context of a ranked list

〈d1, d2, ..., dk−1, dk, ...〉. (6)

Assume the user scans this list in order. If a document covers a particular aspect,
Clarke et al. assume the user is less interested in seeing this information repeated
in later documents. The probability that the user is interested in dk because it con-
tains nugget ni now depends on the contents of the documents which precede it

Pr[ni ∈ u|d1, d2, ..., dk−1] = Pr[ni ∈ u]
k−1∏
j=1

Pr[ni /∈ dj ] (7)

= Pr[ni ∈ u]
k−1∏
j=1

(1− Pr[ni ∈ dj ]) .

Now define

C(k, i) =
{∑k−1

j=1 J(dj , i) if k > 1,

0 if k = 1.
(8)

C(k, i) is the number of documents above rank k that have been judged to
contain nugget ni. Combining Equation 8 with Equation 3 gives

k−1∏
j=1

(1− Pr[ni ∈ dj ]) = (1− α)C(k,i)
. (9)

Substituting Equation 2 and Equation 9 into Equation 7 yields

Pr[ni ∈ u|d1, d2, ..., dk−1] = γ(1− α)C(k,i). (10)

Finally, building on Equation 4, we estimate the probability of relevance for the
kth document as

N∑
i=1

Pr[ni ∈ u|d1, d2, ..dk−1] · Pr[ni ∈ d] = αγ

N∑
i=1

J(dk, i)(1− α)C(k,i). (11)

Thus, the probability of relevance is proportional to the number of nuggets
a document contains, discounted according to the nuggets appearing at higher
ranks. Clarke et al. drop the constant of proportionality, expressing the relevance
of a retrieval result as a gain vector

G = 〈g1, g2, ..., gk, ...〉, (12)
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where

gk =
N∑

i=1

J(dk, i)(1− α)C(k,i)
. (13)

They retrofit this gain vector into the Normalized Discounted Cumulative Gain
(nDCG) measure of Järvelin and Kekäläinen [7] to produce their α-nDCG mea-
sure. Calculation of nDCG (and α-nDCG) requires the computation of an ideal
gain vector

G′ = 〈g′1, g′2, ..., g′k, ...〉. (14)

This ideal gain vector corresponds to the document ordering that maximizes
cumulative gain (

∑k
j=1 gj) at every retrieval depth k. As we might expect, the

ideal gain vector has the property that the gain values decrease monotonically
(g′k ≥ g′k+1, ∀g′k).

3 Rank-Biased Precision

We extend the reasoning of the previous section to create a new effectiveness
measure that rewards novelty. Rather than building on nDCG, we base our
measure on the rank-biased precision measure (RBP) described by Moffat and
Zobel [1].

3.1 User Model

The RBP user model assumes that the user, after issuing a query, begins reading
the list of results from the top. After reading the first result, the user moves on to
read the second result with constant probability β and stops reading altogether
with probability 1− β. After reading the second result, assuming that she does,
she moves on to read the third result with probability β and stops reading with
probability 1− β. On so on. After reading result k, she will move on to the next
result with probability β and stop reading with probability 1− β.

Adjusting the value of β allows us to adjust the model to reflect patient and
impatient users. Higher values represent more patient users; lower values repre-
sent less patient users. At one extreme, if β = 0, the user never looks at anything
other than the first document. At the other extreme, if β = 1, the user reads doc-
ument after document, forever. It is important to note that the user’s decision to
move on is made independently of the relevance of the current document. Mof-
fat and Zobel provide justification, and additional discussion, regarding this and
other properties of their model. Their paper should be consulted for a detailed
explanation.

The model implies that we may calculate the expected number of documents
read by the user as

∞∑
k=1

βk−1 =
1

1− β
. (15)
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3.2 Binary Relevance

Assume the relevance of the result list for a particular query is described by the
vector

R = 〈r1, r2, r3, ...〉. (16)

For now, we assume binary relevance judgments, with rk = 1 indicating that the
result at rank k is relevant, and rk = 0 indicating that the result at rank k is
non-relevant. Under the user model of Moffat and Zobel, we can calculate the
expected number of relevant documents a user will encounter as

∞∑
k=1

rkβk−1. (17)

This value forms the basis of rank-biased precision. The more relevant results
encountered, the better the result list.

We may normalize this expected value to fall between zero and one by con-
sidering the “ideal” result list, which would consist of all the relevant documents
in the corpus ranked before all non-relevant documents.

R′ = 〈1, 1, 1, ..., 1, 0, 0, 0, ...〉. (18)

If we assume there are R relevant documents in the corpus, then the kth value of
R′ equals 1 if k ≤ R, and 0 otherwise. If a user is presented with this ideal result
list, we can calculate the number of relevant results we expect her to encounter as

R∑
k=1

βk−1 =
1− βR

1− β
. (19)

Since we can never do better than this ideal outcome, we can normalize Equa-
tion 17 by dividing by Equation 19 to give

1− β

1− βR

∞∑
k=1

rkβk−1. (20)

Applying this equation requires us to determine a value for R. Unfortunately,
determining this value can be difficult, especially over a large corpus. In theory,
determining a value for R requires us to judge every document in the corpus. In
practice, the pooling method makes a guess by assuming that documents outside
the pool are non-relevant. As noted by Moffat and Zobel, the value of R plays a
substantial role in the computation of several standard effectiveness measures,
including average precision and bpref. They question the appropriateness of this
role, since we might expect a user to be more interested in the relevant documents
she actually encounters than in the (effectively unknowable) number of relevant
documents that exist.

Fortunately, unless the total number of relevant documents is very small, R
does not have a substantial impact on the value of Equation 20. Instead of our
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ideal vector, which depends on R, we can imagine an “ideal ideal” result vector,
consisting of an infinite number of relevant documents, drawn from an infinite
collection

R′′ = 〈1, 1, 1, ...〉. (21)

Adopting this ideal ideal result vector is equivalent to taking the limit as R→∞
of Equation 20 giving

RBP = (1− β)
∞∑

k=1

rkβk−1, (22)

which is Moffat and Zobel’s definition of rank-biased precision. In practice, the
formula would be evaluated only to some predetermined maximum retrieval
depth, but we see no pressing reason to explicitly introduce this depth into the
formula.

In their presentation of RBP, Moffat and Zobel move straight from Equa-
tion 17 to Equation 22, skipping Equation 20 and avoiding any consideration
of R. We take this extra step to highlight a connection with nDCG, which we
further explore in Section 4. Moffat and Zobel advertise this independence from
R as an important feature of RBP.

3.3 Probabilistic Relevance

We may extend RBP to probabilistic relevance values by simply replacing the
binary relevance vector of Equation 16 with a probabilistic relevance vector.

R = 〈r1, r2, r3, ...〉. (23)

where 0 ≤ rk ≤ 1 is the probability that a user will consider the kth document
to be relevant to her specific combination of information needs. Under this ex-
tension, and assuming the RBP user model, the expected number of relevant
results seen by the user is exactly Equation 17, unchanged:

∞∑
k=1

rkβk−1. (24)

Normalization is a little more complex. Following the probability ranking prin-
ciple, the ideal ranking of the documents in the collection is

R′ = 〈r′1, r′2, r′3, ...〉, (25)

where rk
′ ≥ rk+1

′, ∀rk
′. Normalizing Equation 24 using this ideal ranking gives∑∞

k=1 rkβk−1∑∞
k=1 rk

′βk−1
. (26)

Of course, we can again replace this ideal result vector with an ideal ideal result
vector (identical to Equation 21), reducing Equation 26 to Equation 22. Thus,
extending RBP to accommodate probabilistic relevance values changes only the
interpretation and usage of Equation 22, nothing more.
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4 Novelty- and Rank-Biased Precision

In this section, we combine the ideas of Clarke et al. [2], as considered in Sec-
tion 2, with the ideas of Moffat and Zobel [1], as considered in Section 3 to create
a new measure, which we call novelty- and rank-biased precision (NRBP).

The elements of the gain vector in Equation 12, and the elements of the ideal
gain vector in Equation 14, are proportional to the probability of relevance for the
corresponding documents, with a constant of proportionality γα. Substituting
into Equation 26 gives ∑∞

k=1 gkβk−1∑∞
k=1 gk

′βk−1
, (27)

where the constant of proportionality cancels.
This formula bears more than a passing resemblance to nDCG, incorporating

such features as cumulative gain, discounts for retrieval depth, and normalization
by an ideal gain vector. However, unlike nDCG, the computation of gains and
discounts is motivated and derived directly from simple user models. Moreover,
unlike nDCG, the measure is not reported “at a particular depth”; it is a true
summary measure.

Unfortunately, computing the ideal gain vector poses its own problems. Given
a set of judged documents, the computation is NP-Complete, although an accept-
able approximation method is available [2,8]. More importantly, computation of
the ideal gain vector theoretically requires judgments over the entire collection.

As we did in Sections 3.2 and 3.3, we may approximate this ideal vector
with an ideal ideal vector. In this case, each element of the vector represents a
document containing all of the N nuggets.

G′′ = 〈g′′1, g′′2, g′′3, ...〉 = 〈N, (1 − α)N, (1 − α)2N, ...〉. (28)

Now,
∞∑

k=1

gk
′′βk−1 = N

∞∑
k=1

((1− α)β)k−1 =
N

1− (1− α)β
. (29)

This last equation highlights an interesting commonality between the ideas of
Clarke et al. and those of Moffat and Zobel. Both α and β, in some sense, reflect
the user’s declining interest as she reads down the list, either because she finds
what she seeks or because she loses patience. Substituting Equation 29 for the
denominator in Equation 27, and substituting Equation 13 into the numerator,
produces our novelty- and rank-biased precision (NRBP) measure:

NRBP =
1− (1 − α)β

N

∞∑
k=1

βk−1
N∑

i=1

J(dk, i)(1− α)C(k,i)
. (30)

Note that normalization factor includes division by the number of nuggets, al-
lowing us to average the measure across multiple topics, even when the topics
have different numbers of nuggets.
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5 Ambiguous and Under-Specified Queries

Agrawal et al. [3] develop and evaluate a number of effectiveness measures that
directly accommodate novelty and diversity. They primarily consider what we
call ambiguous queries (although they do not make our careful distinction be-
tween ambiguity and underspecification). They assume that both queries and
documents belong to one or more categories, which are operational equivalents
of what we call interpretations. As a final step, we extend the NRBP measure
to accommodate ambiguity.

Categories link users and documents. A user entering a query is interested in
documents belonging to only one category. For example, the query “windows”
might be associated with the categories “computer software” and “building sup-
plies”. A user entering this query is interested only in one or the other, not both.
These categories contrast with the nuggets of Clarke et al., who assume that a
user’s interest in one nugget is independent of her interest in other nuggets.

Agrawal et al. assume the existence of a known probability distribution that
specifies the query category. For example, it may be that 90% of users enter-
ing the query “windows” are interested in computer software, while 10% are
interested in building supplies. Using this distribution, Agrawal et al. describe a
generic approach for adapting existing effectiveness measures to take query and
document categories into account.

Assume a query may belong to one of M categories, with associated proba-
bilities p1, p2, ..., pM , where

∑M
j=1 pj = 1. To compute an effectiveness measure

according to their approach, a result list is judged M times, once with respect
to each category. A separate effectiveness score Sj , 1 ≤ j ≤ M is determined
for each category. Agrawal et al. then define what they call an intent aware
version of the effectiveness measure as the weighted average of the individual
effectiveness scores

M∑
j=1

pjSj. (31)

Applying this generic approach, they define intent aware versions of nDCG,
average precision, and reciprocal rank.

We apply their generic approach to our NRBP measure. We start by assuming
each of the M categories has a number of nuggets associated with it, where Nj is
the number of nuggets associated with category j. Following from the reasoning
of Section 4, the expected number of relevant documents seen by a user may
then be estimated as proportional to

(1− (1− α)β)
∞∑

k=1

βk−1
M∑

j=1

pj

Nj

Nj∑
i=1

J(dk, j, i)(1 − α)C(k,j,i)
. (32)

J(dk, j, i) = 1 if document dk is judged to contain nugget i of category j; oth-
erwise, J(dk, j, i) = 0. C(k, j, i) is the number of documents above rank k that
have been judged to contain nugget i of category j.
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<topic number=0>

<query> windows </query>

<category number=1 probability=0.90>

<description>the Microsoft Windows operating system </description>

<subtopic number=1>What’s the URL for updating windows?</subtopic>

<subtopic number=2>When will Windows 7 be available?</subtopic>

<subtopic number=3>

Can I upgrade directly from XP to Windows 7?

</subtopic>

</category>

<category number=2 probability=0.10>

<description>house windows </description>

<subtopic number=1>Where can I purchase replacements?</subtopic>

<subtopic number=2>What are available brands?</subtopic>

</category>

</topic>

Fig. 2. Hypothetical evaluation topic illustrating categories and subtopics

Our estimation formula has grown somewhat complex. However, we believe it
remains feasible to structure an evaluation exercise around this formula. Consider
the (purely hypothetical) topic appearing in Figure 2. In this example, subtopics
are grouped into categories, each with a corresponding probability. Like the
example in Figure 1, the subtopics might be derived from search engine logs, and
as suggested by Agrawal et al., so might the categories and probabilities. Judging
would require only an overall topical relevance judgment for each category, along
with a judgment for each subtopic in a relevant category. Given the constraint
that a document may be relevant to only a single category, we expect judging
effort to be similar to that required for the topic in Figure 1.

Before averaging Equation 32 across a set of topics, a final normalization step
is required (a step overlooked by Agrawal et al.). Since no document may be rel-
evant to more than one category, the value of the formula cannot equal one, even
under ideal circumstances, unless only one category has a non-zero probability. To
determine this final normalization factor, we again imagine an ideal result, which
maximizes the value of Equation 32. While the value of this normalization fac-
tor depends on the category distribution, and does not have a simple closed-form
solution, we may easily calculate it by simulating an ideal result.

To simulate an ideal result, we start at the first rank and work towards lower
ranks. At each rank k, we imagine a document containing all the nuggets from
a single category chosen according to the formula

argmax
1≤j≤M

(
pj(1− α)D(k,j)

)
, (33)

where D(k, j) is the number of (simulated) documents from category j appearing
above rank k. For example, suppose there are two categories, A and B, with
associated probabilities 90% and 10%. If α = 0.5 and β = 0.8, the ideal result is
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〈A, A, A, A, B, A, B, A, B, ...〉. (34)

When evaluated by Equation 32 this ideal result would produce a value of ap-
proximately 0.929. The equation would then be normalized by the inverse of this
value.

Let I(α, β, p1, ..., pM ) be the ideal value calculated by the procedure above.
The final version of our NRBP measure is then:

NRBP =
1− (1 − α)β

I(α, β, p1, ..., pM )

∞∑
k=1

βk−1
M∑

j=1

pj

Nj

Nj∑
i=1

J(dk, j, i)(1− α)C(k,j,i)
. (35)

6 Concluding Discussion

Building upon simple models of user needs and behavior, we propose a new mea-
sure of novelty and diversity for information retrieval evaluation. The success of
our proposal depends both on the degree to which it reflects genuine user require-
ments and on the feasibility of applying it in an evaluation experiment. We have
conducted a number of experiments to demonstrate its validity and feasibility, in-
cluding experiments on the TREC question answering test collection employed by
Clarke et al. Regrettably, we have no room available in this paper to present the
details of these experiments. The ongoing TREC Web track, from which Figure 1
is taken, will provide another opportunity to validate the measure.
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Abstract. A useful ability for search engines is to be able to rank ob-

jects with novelty and diversity: the top k documents retrieved should

cover possible interpretations of a query with some distribution, or should

contain a diverse set of subtopics related to the user’s information need,

or contain nuggets of information with little redundancy. Evaluation

measures have been introduced to measure the effectiveness of systems

at this task, but these measures have worst-case NP-complete computa-

tion time. We use simulation to investigate the implications of this for

optimization and evaluation of retrieval systems.

1 Introduction

There has recently been interest in designing retrieval systems to rank docu-
ments with novelty and diversity: the retrieved documents should cover some set
of subtopics or cover different possible interpretations of a query [1,2,3,4,5,6,7].
Various evaluation measures have been proposed for this task: Zhai et al. in-
troduced variations of recall and precision that count the number of unique
subtopics retrieved [6], and Clarke et al. introduced a “nugget”-based version
of DCG that penalizes systems for retrieving redundant subtopics [3]. In the-
ory these measures can be used for optimization as well. They are based on a
Cranfield-like setting in which assessors have annotated documents not only on
their relevance but also with respect to subtopics, interpretations, or nuggets.
The system is rewarded for finding documents that contain subtopics or nuggets
that have not previously been seen in higher-ranked documents.

These measures have something in common: computing them is anNP-complete
problem [1,6,3]. Let S be a set of subtopics, interpretations, nuggets, or facets, and
let C be a corpus of documents in which each document D contains zero or more
elements of S. Those that contain zero elements are nonrelevant. All three of the
measures listed above are based on comparing the number of subtopics retrieved up
to some rank j to the maximum number that could have been retrieved at the same
rank. Finding this maximum is an instance of Set Cover, one of Karp’s original
21 NP-complete problems [8].

This paper is presented in two parts. The first considers the worst-case impli-
cations of optimizing to and evaluating with NP-complete effectiveness measures.
The second uses simulations to draw conclusions about the implications in the
average case.
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2 Worst-Case Analysis

Let us first define our evaluation measures using the notation above, then show
how each is NP-complete. For simplicity we will refer to elements of S as
subtopics, though they need not literally be subtopics.

2.1 Evaluation Measures

We consider three measures from the literature: S-recall and S-precision, and
nugget NDCG. Before defining them, let us follow Zhai et al. in defining
minRank(S, k) as the size of the smallest subset of documents in C that could
contain (“cover”) at least k subtopics in S [6].1 (We will use unadorned minRank
for the case where k = |S|.) This is clearly an instance of Minimum Set Cover
and therefore NP-complete in general.

S-recall. S-recall is defined as the number of subtopics retrieved up to a given
rank j divided by the total number of subtopics (size of S) [6]:

S-recall =
| ∪j

i=1 Di|
|S| .

Computing S-recall at an arbitrary j is polynomial time; we only need count
the unique subtopics retrieved. But because |S| could vary greatly from topic to
topic, it is useful to look at S-recall at rank k = minRank(S, |S|). Analogously
to R-precision, S-recall at minRank has a minimum value of 0 and a maximum
of 1 for every topic. It is, however, NP-complete.

S-precision. Zhai et al. defined S-precision as the minimum rank at which a
given recall value could optimally be achieved divided by the first rank at which
the same recall value actually has been achieved [6]:

S-precision =
minRank(S, k)

j∗
, where j∗ = min{j s.t. | ∪j

i=1 Di| ≥ k}.

This is equivalent to minRank(S, k) divided by the first rank by which at least
k unique subtopics have appeared.

Nugget nDCG. Standard DCG calculates a gain for each document based
on its relevance and a logarithmic discount for the rank it appears at [9]. The
nugget version for diversity evaluation defines the gain of a document in terms of
how often pieces of relevant information within it appear in documents ranked
above it [3]. The gain is incremented by 1 for each new piece of information,
and αm (0 ≤ α ≤ 1) for a piece of information that has already been seen m
times. Since DCG is unbounded, it is standard to normalize it by the maximum
possible value it could have (given a perfect ranking of documents); this is called
nDCG. Since nugget DCG continues to reward systems even as they retrieve
1 Note that while Zhai et al. defined this quantity in terms of a recall value, we define

it in terms of the number of subtopics. The definitions are functionally equivalent.
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redundant material (but less so with each additional redundancy), computing
the normalizing factor is not a simple instance of Minimum Set Cover. It can
be reduced from Vertex Cover, however, and is therefore NP-hard [3].

These are all good measures. Our concern is at their boundaries: there may
be topics that we cannot properly evaluate or optimize systems for. These cases
cannot be averaged out; they will be a source of systemic error in our evaluations.
Our goal is to begin to estimate how frequent such cases may be and what the
implications of their existence are.

2.2 Approximability

An approximation algorithm is an efficiently-computable algorithm that gives an
approximate solution to a hard problem. Approximation algorithms are typically
evaluated by an approximation ratio expressed as the rate of growth of the ratio
of the approximate solution to the optimal solution.

Evaluation. There is a simple greedy algorithm for calculating minRank(S, k)
and the normalizing factor in nugget nDCG: first take the document that con-
tains the most subtopics, then the document that contains the most subtopics
that have not already been taken, and so on until k subtopics have been cov-
ered. This greedy approach is in fact roughly the best approximation that can
be achieved for Set Cover. Feige showed that set cover is inapproximable
within (1 − ε) ln |S| for ε > 0 unless NP has quasi-polynomial algorithms [10].
The greedy algorithm has approximation ratio Hs, where s = maxS∈S |S| and
Hn =

∑n
i=1 1/i; the fact that Hs ≤ 1 + ln s gives the result.

While the approximated minRank or normalizing factor can therefore be
quite bad, the situation is somewhat better for the measures themselves. The
measures exhibit submodularity, which means they can be approximated within
a constant factor of 1 − 1/e [1]. Intuitively, even if we are overestimating the
denominator by a large factor, the fact that there is a limited number of subtopics
means that the marginal error in the approximate value of S-recall or S-precision
decreases as that factor increases.

Optimization. The optimization problem is to rank documents such that S-
recall, S-precision, or nDCG are maximized. The standard principle for opti-
mization in IR is the Probability Ranking Principle, which says that ranking
documents in decreasing order of probability of relevance gives the optimal ex-
pected precision and recall (and therefore R-precision and average precision and
other such measures) [11]. The PRP assumes that documents are relevant in-
dependently of one another, so it is not suitable for optimization of novelty or
diversity rankings [12].

Instead, the optimization analog to the greedy algorithm for approximating
evaluation measures is a greedy algorithm for ranking documents: given k ranked
documents, the k +1st should be the one that is most likely to satisfy the great-
est number of previously-unsatisfied subtopics. However, unlike the PRP, which
maximizes precision and recall at every rank, a greedy document-by-document
ranking principle cannot necessarily provide maximum S-recall or S-precision or
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nDCG at every rank. This follows from the NP-completeness of the evaluation
problem; if this were possible, the problem would be solvable with the greedy
algorithm. The worst case for optimization, then, is that the system is optimized
at rank 1 + log |S| but not at any higher rank.

2.3 Example

Suppose there are 14 subtopics and 5 relevant documents (that is, five documents
that contain at least one subtopic).2 Documents contain subtopics as follows:

D1 = {S1, S2} D4 = {S1, S3, S4, S7, S8, S9, S10}
D2 = {S3, S4, S5, S6} D5 = {S2, S5, S6, S11, S12, S13, S14}
D3 = {S7, S8, S9, S10, S11, S12, S13, S14}

A greedy algorithm will always take D3 followed by D2 followed by D1. The opti-
mal algorithm’s selections will depend on the quantity being computed. Consider
each of our evaluation measures:

1. S-recall at minRank: using the greedy algorithm to compute minRank will
result in S-recall being evaluating at rank 3, while the optimal is at rank 2.
The approximation ratio of minRank is therefore 3/2.

2. S-precision depends on being able to calculate minRank(S, k), where k is
the number of unique subtopics observed. For k = 7 and k = 8, the greedy
and optimal algorithms agree that minRank(S, 7) = minRank(S, 8) = 1.
They also agree for k = 12 (the first two documents selected by the greedy
algorithm): minRank(S, 12) = 2. But for k = 14 (in the two documents se-
lected by the optimal algorithm) there is disagreement. The greedy approach
says minRank(S, 14) = 3, while the optimal says minRank(S, 14) = 2.

3. The normalizing factor for nDCG presents a problem in that the optimal
set of documents over which it is computed can depend on the rank. At
rank 1, the best possible DCG is achieved with D3 (DCG = 8/ log2(2)).
But at rank 2, the best possible DCG is achieved with D4,D5 (DCG =
7/ log2(2) + 7/ log2(3)). The optimal set at rank 1 is not a subset of the
optimal set at rank 2, and therefore unachievable by any ranking algorithm.

Now let us consider how the two types of evaluation interact with greedy opti-
mization versus optimizing for S-recall at minRank. Assuming a system with
perfect knowledge of subtopics, a greedy system will take D3,D2,D1, then either
of D4,D5 followed by the other. The optimal system will take D4,D5 followed by
D3,D2,D1. This is illustrated in Figure 1, along with the minRanks calculated
by a greedy approach and an optimal approach.

Table 1 shows the complete set of evaluations for the two systems: greedy sys-
tem with greedy evaluation; greedy system with optimal evaluation; optimal sys-
tem with greedy evaluation; and optimal system with optimal evaluation. Note

2 This example is derived from Wikipedia’s page on Set Cover
(http://en.wikipedia.org/wiki/Set_cover_problem).

http://en.wikipedia.org/wiki/Set_cover_problem
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D3 D2 D1 D4 D5greedy ranking

D4 D5 D3 D2 D1optimal ranking

greedy min rank = 3

optimal min rank = 2

Fig. 1. A system that ranks documents greedily would place D3 above D2 above D1.

A system that optimizes S-recall at minRank(S) would place D4,D5 at the first two

positions. Using a greedy algorithm to determine minRank(S) places it at rank 3; the

true value is at rank 2.

Table 1. Greedy and optimal evaluations for a system that ranks documents greedily

and a system that optimizes for S-recall at the minimum rank

greedy eval optimal eval

rank 1 rank 2 rank 3 rank 1 rank 2 rank 3

greedy system S-prec 1.000 1.000 1.000 1.000 1.000 1.000

S-rec 0.571 0.857 1.000 0.571 0.857 1.000

nDCG 1.000 1.000 1.000 1.000 0.922 0.859

optimal system S-prec 1.000 1.333 1.333 1.000 1.000 1.000

S-rec 0.500 1.000 1.000 0.500 1.000 1.000

nDCG 0.875 1.085 1.164 0.875 1.000 1.000

that many of the values are greater than one for the optimal system evaluated
greedily; this is because it is simply able to outperform the greedy algorithm.3

Also note that even when evaluated optimally, the optimal system is outper-
formed at rank 1 by the greedy system; this is because, as mentioned above, the
document that is optimal at rank one (D3) is not a subset of the documents that
are optimal at rank two (D4,D5). Since the system is restricted to choosing a
document at rank 1 that is a subset of the documents at ranks 1 and 2, it cannot
optimize at both ranks and therefore must suffer at one of them.

The nDCG case is particularly interesting. We calculated nDCG with α = 1/2,
i.e. the second time a subtopic appears it contributes 1/2 to the document’s gain,
the third time it contributes 1/4, and so on. The system that optimizes S-recall
therefore has incentive to go on to find the second-best set of documents and
rank them second, thereby achieving an nDCG greater than 1 at both ranks 2
and 3 with the greedy evaluation. The greedy system evaluated optimally, on the
other hand, sees a decrease in nDCG despite continuing to find novel subtopics;
this is because it could have retrieved all 14 unique subtopics at rank 2, and 14
unique subtopics plus 8 redundant subtopics at rank 3.

3 A simple “hack” for this case might be to redefine S-precision as

min{minRank(S , k), j∗}/j∗, but this seems unfair to a system that actually is

able to surpass the greedy algorithm.
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The table shows that for optimization there is a firmly imposed tradeoff. When
optimizing for S-recall at minRank, it is impossible to achieve perfect S-recall,
S-precision, or nDCG at rank 1. When optimizing for S-precision or nDCG at
each rank, it is impossible to achieve perfect S-recall at minRank. In standard
retrieval problems founded on the PRP, there is an empirical tradeoff between
precision and recall, but it is theoretically possible to optimize for both. For
these measures there may be topics for which that is theoretically impossible;
the developer is forced to choose.

This example can be generalized. If |S| = 2k+1 − 2 and there are k relevant
documents that are pairwise disjoint and Di contains 2i subtopics, and there
are two additional relevant documents that are disjoint and that each contain
one half of each Di, the approximation ratio for minRank is O(k/2). As k
increases, the greedily-computed S-recall for a greedy system is 1, but the true
S-recall is (2k +2k−1)/(2k+1−2), which goes to 3/4. Note that this is a constant
approximation ratio for S-recall despite the logarithmic approximation ratio for
minRank. This is due to the submodularity of S-recall [1].

3 Simulation and Analysis

While worst-case analysis shows that it is possible to construct cases in which
the evaluation and optimization fail, the practical question is whether such cases
occur in real data, and if so, how often and to what extent they affect evaluation
and optimization. Having only a small sample of subtopic queries to analyze and
no theory regarding the distribution of subtopics in documents, we cannot make
definitive statements. But we can run simulations.

Due to space constraints, results in this section are reported exclusively for
S-recall at minRank. S-recall is slightly simpler than S-precision and nDCG
because it involves no parameters and is always between 0 and 1.

3.1 Real Data

There is little annotated data available for studying these problems. The largest
set we are aware of is that constructed by Allan et al. a set of 60 topics with
labeled “aspects” [13]. “Aspects” are defined as small pieces of relevant infor-
mation; the system task was to retrieve as many unique aspects as possible in
documents at the top of the ranking. For instance, the first query is “oil produc-
ing nations” and its relevant aspects are Algeria, Angola, Azerbaijan, Bahrain,
Brazil, Cameroon, Chad, China, .... Each document is labeled as to whether
it is relevant to each of the topic’s aspects. We obtained this data to use as a
starting point; we will consider these aspects to be subtopics. We will consider
each subtopic to be equally valuable to the user, so this problem is somewhat
different from the diversity problems of Agrawal et al. and others that model a
users’ interest in particular subtopics.

Table 2 shows some example topics and their subtopics. Note that in some
cases all subtopics are a particular entity type (dates, cities, etc), but in other
cases they are not. Note also that there is much variance in the number of
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Table 2. Examples of topics from the Allan et al. set

topic no. query # subtopics # relevant docs

5 ohio highway shootings 33 52

near I-270, near Columbus, a house, a freeway interchange, ...

7 greenspan testimony congress 8 75

Wed. Feb 11 2004, Thu. Feb 12 2004, Tue. Feb 24 2004, Apr 2004, ...

18 haiti protest 7 48

Port-au-Prince, Montreal, St. Marc, Raboteau, Gonaives, ...

48 reduce dependence oil 17 12

nuclear energy, shift to biodiesel, invest in hydrogen, ...

subtopics and the number of relevant documents, and seemingly little correlation
between the two. Many subtopics can occur in a single document, and a single
subtopic can be duplicated in many documents.

Among these topics, there are two that are trivial: only one relevant doc-
ument or only one subtopic. We have excluded these. Additionally, there are
27 (46.5%) that are quasi-trivial; in these, some subtopics only appear in one
relevant document each, and taking those documents (and in some cases one
additional document) covers the set trivially. There are four topics for which the
greedy algorithm overestimates the true minRank. Therefore 4 out of 58 non-
trivial topics (6.9%) and 13% of non-quasi-trivial topics can have performance
overestimated by the greedy algorithm.

3.2 Simulated Topics

Starting from the real topics provided by Allan et al., we simulate new topics by
sampling from a space defined by the marginal distributions of subtopics within
documents. Specifically, each topic can be written as a matrix T with documents
on the rows, subtopics on the columns, and Tij = 1 if document i is relevant
to subtopic j or Tij = 0 otherwise. An example is shown in Table 3. We will
simulate topics by sampling uniformly at random from the space of 0-1 matrices
that have the same row sums and column sums as the initial topic matrix. This
ensures that even if we cannot precisely model the distribution of subtopics in
documents, we can at least model the numbers of subtopics contained in each
document and the number of documents each subtopic appears in.

The sampling algorithm is based on a random walk procedure described by
Zaman and Simberloff [14]. It is used in ecological studies for statistical test-
ing of hypotheses about distributions of species in regions. It is based on the
observation that within a larger matrix T , a 2 × 2 diagonal matrix [ 1 0

0 1 ] can
be changed to an anti-diagonal matrix [ 0 1

1 0 ] (and vice versa) without altering
the row or column sums. The algorithm works by sampling two rows and two
columns uniformly at random, and if the 2× 2 matrix formed from the cells at
their intersections is diagonal or anti-diagonal, changing it to an anti-diagonal
or diagonal matrix (respectively). Over many iterations this randomizes the dis-
tribution of subtopics in documents while keeping the marginal sums constant.
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Table 3. Part of the document-subtopic matrix for topic 18 “haiti protest”

Port-au-Prince Montreal St. Marc Cap-Häıtien Gonaives Raboteau Petionville sum

D1 1 0 0 0 0 0 0 1

D2 1 0 0 0 0 0 0 1

D3 0 1 0 0 0 0 0 1

D4 0 0 0 1 0 0 0 1

D5 0 0 1 0 1 1 0 3

D6 1 0 1 0 1 0 0 3

· · · · · · · · ·
sum 34 1 5 1 16 3 1 61
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Fig. 2. Proportion of matrices sampled from the space defined by each of the baseline

topics with minRank approximation ratio greater than 1

The algorithm requires a “burn-in” period to sufficiently randomize the orig-
inal matrix. After that, a large enough number of sampling iterations ensures a
uniform distribution over all possible matrices with the same row and column
sums as the original. We used a burn-in period of 10,000 iterations, with 1,000
additional samples from the burned-in matrix to generate random topics. Thus
for any given topic, we could generate a new random topic by iterating 1,000
times starting from the burned-in matrix for that topic.

Results. Results on simulated topics are based on evaluating a greedy system
with perfect knowledge of subtopic containment. This is because the worst case
for a system without perfect knowledge is arbitrarily bad: if such a system did not
retrieve any relevant documents in the top j = optimal-minRank, but it re-
trieved relevant documents at the following ranks up to j = greedy-minRank,
its S-recall approximation ratio goes to infinity. We consider simulated imperfect
systems in the next section.

First we investigated the probability that the greedy algorithm for minRank
would overestimate the minimum rank. Figure 2 shows the proportion of sampled
matrices starting from each actual topic for which the true minimum rank (found
by exhaustive search4) was less than the greedy minimum rank. Note for some

4 Though this is a relatively small data set, exhaustive search still took a very long

time in the most extreme cases, even when parallelized across 64 cores.
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Fig. 3. Average minRank approximation ratio when greedy algorithm is suboptimal.

Queries for which the greedy algorithm is always optimal not shown.
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Fig. 4. Average factor by which S-recall is overestimated when greedy algorithm is

suboptimal. Queries for which the greedy algorithm is always optimal not shown.

topics the probability is very high: for topic 60, over half the randomly sampled
matrices were suboptimal.

There were 19 topics (roughly one third) for which the greedy and true mini-
mum rank matched in every sample. Overall, the greedy algorithm overestimated
minRank for about about 15% of sampled topics, which is a little higher than
would be likely if the rate of 4 every 60 that was observed in the data is true.

Next we investigated the average minRank approximation ratio for the cases
for which the greedy algorithm was suboptimal. Figure 3 shows the results for
the 39 topics that were not always greedy-optimal. Topic 7 is the worst, with an
average approximation ratio nearly 1.5 (minimum 1; maximum 1.667; median
1.333). Over all sampled topics, the mean approximation ratio is 1.16. The greedy
is never more than 4 greater than the optimal, suggesting cases like our example
above (worst case log |S|) are not occurring.

Finally we looked at the factor by which S-recall was overestimated when the
rank was overestimated. Again, S-recall can only be overestimated by a constant
1 − 1/e. Figure 4 shows that the average worst case is about 1.16 times the
true value. The maximum factor by which any S-recall is overestimated is 1.33,
which happens to be the reciprocal of the 3/4 approximation ratio derived in
our example above.
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3.3 Simulated Systems

As discussed above, the worst case for a system with perfect knowledge of
subtopics is that S-recall is overestimated by a constant factor. The worst case
for a system with no knowledge of subtopics (i.e. one that makes use of heuristics
such as similarities between documents) is arbitrarily bad. Between these two
extremes, we are interested in the cases of systems that use heuristics but that
“look like” real systems might.

We simulated a “real” system that uses a greedy optimization approach as
follows: starting with a document-subtopic matrix, we degraded it by changing
each 1 indicating the presence of a subtopic i in a document j to a probability pij

drawn from a Beta prior with parameters αp, βp. We changed each 0 indicating
the absence of subtopic i in document j to a probability qij drawn from a Beta
prior with parameters αq, βq. We then applied a greedy algorithm similar to
Agrawal et al.’s IA-Select [1], which attempts to rank the documents that are
most likely to satisfy previously-unsatisfied subtopics. The resulting ranked list
is evaluated using S-recall.

The Beta distribution parameters αp, βp, αq, βq offer some control over the
expected quality of the simulated system. As αp/(αp + βp) → 1 and αq/(αq +
βq)→ 0, the system approaches perfection. As αp/(αp + βp)→ 0 and αq/(αq +
βq) → 1, the system approaches the worst possible. When αp/(αp + βp) =
αq/(αq + βq), the system is ranking documents randomly.

Results. To keep the parameter space manageable, we used αp = βq and αq =
βp, increasing αp and αq exponentially from 20 to 27. For large αp and small αq,
the system is better; for small αp and large αq, the system is worse. At αp = αq

the performance is random.
We selected topics for which the greedy algorithms were suboptimal on either

the burned-in matrix or the original matrix. We then degraded the matrix ran-
domly and greedily re-ranked the documents according to the procedure above.5

We then calculated S-recall both greedily and optimally.
Figure 5 compares the mean performance measured by the greedy evaluation

to the S-recall approximation ratio for topics 5 and 7, starting from their burned-
in matrices. Each point is the result of averaging over 100 trials with a particular
αp, αq. Note that as simulated system performance degrades, we actually overes-
timate its performance more! This is quite disturbing, as it means that when the
greedy evaluation is suboptimal, it will overestimate a bad system’s performance
more than a good system’s performance. Bad systems will always appear better
than they really are by a greater factor than good systems will.

The degree of overestimation is worse for topic 7 than for topic 5. This is
because the optimal minimum rank for topic 7 is 3 (greedy is 4), while the
optimal minimum rank for topic 5 is 16 (greedy is 18). With a deeper rank
required for evaluation, the system has less opportunity to “catch up” after
passing the optimal rank. However, topic 5 has five outlying points with very

5 We did not do an optimal ranking, since there are too many documents to be able

to do exhaustive search over all subsets.
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Fig. 5. Comparison of greedy S-recall to S-recall approximation ratio for topic 5 (left)

and topic 7 (right) starting from burned-in matrices. Each point represents a different

pair of prior parameters (αp, αq) and is averaged over 100 random trials.
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Fig. 6. Comparison of greedy S-recall to S-recall approximation ratio for topic 18 (left)

and topic 30 (right) starting from original matrices. Each point represents a different

pair of prior parameters (αp, αq) and is averaged over 100 random trials.

high approximation ratios. These are all points where αq is substantially higher
than αp, meaning the system is a priori poor.

Figure 6 shows similar results starting from the original matrices for topics
18 and 30. Like topic 7, topic 18 has low optimal ranks (optimal 4 vs greedy 5).
Like topic 5, topic 30 has high optimal ranks (optimal 53 vs greedy 52).

4 Conclusion

We have argued that NP-complete evaluation and optimization can be a serious
problem for retrieval systems. Even if the approximation ratio is constant, we
can significantly overestimate the performance of a system. These errors are
not random errors that can be averaged out by sampling more topics; they are
systemic problems with evaluation and optimization in this setting.

However, for many topics there is no problem. The greedy algorithm is optimal
in 93% of the cases in “real” data, and in about 85% of cases in simulated data.
The problem is those cases for which the greedy algorithm is not optimal, and
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in particular those cases in which a bad system is significantly overrated by the
greedy algorithm, and those cases in which S-precision and nDCG cease to make
sense as effectiveness measures. Future work should investigate characterizing
the problematic topics so that results may be adjusted appropriately.
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Abstract. We present a novel approach to fusing document lists that

are retrieved in response to a query. Our approach is based on utilizing in-

formation induced from inter-document similarities. Specifically, the key

insight guiding the derivation of our methods is that similar documents

from different lists can provide relevance-status support to each other.

We use a graph-based method to model relevance-status propagation

between documents. The propagation is governed by inter-document-

similarities and by retrieval scores of documents in the lists. Empirical

evaluation shows the effectiveness of our methods in fusing TREC runs.
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1 Introduction

The ad hoc retrieval task is to find the documents most pertaining to an infor-
mation need underlying a given query. Naturally, there is a considerable amount
of uncertainty in the retrieval process — e.g., accurately inferring the “actual”
information need expressed by the query. Thus, researchers proposed to utilize
different information sources and information types to address the retrieval task
[1]. For example, utilizing multiple document representations, multiple query
representations, and multiple search techniques have been proposed as a means
to improving retrieval effectiveness [1].

Many of the approaches just mentioned depend on the ability to effectively
fuse several retrieved lists so as to produce a single list of results. Fusion might
be performed under a single retrieval system [2], or upon the results produced by
different search systems (a.k.a. distributed/federated retrieval) [3,4]. Conceptu-
ally, fusion can be viewed as integrating “experts’ recommendations” [1], where
the expert is a retrieval model used to produce a ranked list of results — the
expert’s recommendation.

A principle underlying many fusion methods is that documents that are highly
ranked in many of the lists, i.e., that are highly “recommended” by many of the
“experts”, should be ranked high in the final result list [3,5]. The effectiveness
of approaches utilizing this principle often depends on the overlap between non-
relevant documents in the lists being much smaller than that between relevant
documents [5]. However, several studies have shown that this is often not the

L. Azzopardi et al. (Eds.): ICTIR 2009, LNCS 5766, pp. 212–223, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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case, more specifically, that on many occasions there are (many) different relevant
documents across the lists to be fused [6,7,8,9,10].

We propose a novel approach to fusion of retrieved lists that addresses, among
others, the relevant-documents mismatch issue just mentioned. The key insight
guiding the development of our methods is that similar documents from differ-
ent lists can provide relevance-status support to each other, as they potentially
discuss the same topics. Specifically, if relevant documents are assumed to be
similar following the cluster hypothesis [11], then they can provide “support” to
each other via inter-document similarities.

Our approach is based on using a graph-based method to model relevance-
status propagation between documents in the lists to be fused. The propagation
is governed by inter-document-similarities and by the retrieval scores of docu-
ments in the lists. Specifically, documents that are highly ranked in lists, and
are similar to other documents that are highly ranked, are rewarded. If inter-
document-similarities are not utilized — i.e., only retrieval scores are used —
then some of our methods reduce to current state-of-the-art fusion approaches.

Empirical evaluation shows that our methods are effective in fusing high-
quality TREC runs. Specifically, our most effective methods post performance
that is superior to that of a state-of-the-art fusion method.

2 Fusion Framework

Notational conventions Let q and d denote a query and a document, respectively.
We assume that documents are assigned with unique IDs; we write d1 ≡ d2 if
d1 and d2 have the same ID, i.e., they are the same document. We assume that
the document lists L

[q;k]
1 , . . . , L

[q;k]
m , or L1, . . . , Lm in short, were retrieved in

response to q by m retrievals performed over a given corpus, respectively; each
list contains k documents. We write d ∈ Li to indicate that d is a member of
Li, and use SLi(d) to denote the (positive) retrieval score of d in Li; if d ∈ Li

then SLi(d)
def
= 0. The document instance Lj

i is the document at rank j in list
Li. To simplify notation, we often use S(Lj

i ) to denote the retrieval score of Lj
i

(i.e., S(Lj
i )

def
= SLi(L

j
i )). The methods that we present consider the similarity

sim(d1, d2) between documents d1 and d2; we describe our similarity-induction
method in Sect. 4.1.

2.1 Fusion Essentials

Our goal is to produce a single list of results from the retrieved lists L1, . . . , Lm.
To that end, we opt to detect those documents that are “highly recommended”
by the set L1, . . . , Lm, or in other words, that are “prestigious” with respect to
this set. Given the virtue by which the lists were created, that is, in response to
the query, we hypothesize that prestige implies relevance. The key challenge is
then to formally define, and quantify, prestige.

Many current fusion approaches (implicitly) regard a document as prestigious
if it is highly ranked in many of the lists. The CombSUM method [3], for example,
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quantifies this prestige notion by summing the document retrieval scores across
the lists:

PCombSUM (d)
def
=
∑

Li:d∈Li

SLi(d) .

To emphasize even more the importance of occurrence in many lists, the
CombMNZ method [3,5], which is a state-of-the-art fusion approach, multiplies
CombSUM’s score by the number of lists a document is a member of:

PCombMNZ(d)
def
= #{Li : d ∈ Li}

∑
Li:d∈Li

SLi(d) .

An important source of information not utilized by current fusion methods is
inter-document relationships. Specifically, documents that are similar to each
other can provide support for prestige as they potentially discuss the same topics.
Indeed, recent work on re-ranking a single retrieved list has shown that prestige,
as induced from inter-document similarities, is connected with relevance [12]. In
the multiple-lists setting that we address here, information induced from inter-
document similarities across lists could be a rich source of helpful information
as well. Case in point, a document that is a member of a single list, but which is
similar to — and in the extreme case, a near-duplicate of — other documents that
are highly ranked in many of the lists could be deemed prestigious. Furthermore,
similarity-based prestige can be viewed as a generalization of the prestige notion
taken by current fusion methods, if we consider documents to be similar if and
only if they are the same document.

2.2 Similarity-Based Fusion

We use graphs to represent propagation of “prestige status” between docu-
ments; the propagation is based on inter-document similarities and/or retrieval
scores. The nodes of a graph represent either documents, or document instances
(appearances of documents) in the retrieved lists. In the latter case, the same
document can be represented by several nodes, each corresponds to its appear-
ance in a list, while in the former case, each node corresponds to a different
document.

The following graph-construction method and prestige induction technique
are inspired by work on inducing prestige in a single retrieved list [12]. Formally,
given a set of documents (document instances) V , we construct a weighted (di-

rected) complete graph G
def
= (V, V × V,wt) with the edge-weight function wt:1

wt(v1 → v2)
def
=

{
sim(v1, v2) if v2 ∈ N bhd(v1; α) ,

0 otherwise ;

1 Refer to [12,13] for discussion of the importance of directionality in graphs modeling

inter-document-similarities.
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v1, v2 ∈ V and N bhd(v; α) is the α elements v′ in V −{v′′ : v′′ ≡ v} that yield
the highest sim(v, v′) — i.e., v’s nearest neighbors in V . (α is a free parameter.)2

Similar nearest-neighbor-based graph construction methods were shown to be
effective for re-ranking a single list [14,12].

As in work on inducing, for example, (i) journal prestige in bibliometrics [15],
(ii) Web-page prestige in Web retrieval [16], and (iii) plain-text prestige for re-
ranking a single list [12], we can say that a node v in G is prestigious to the extent
it receives prestige-status support from other prestigious nodes. We can quantify
this prestige notion using P(v; G)

def
=
∑

v′∈V wt(v′ → v)P(v′; G). However, this
recursive equation does not necessarily have a solution.

To address this issue, we define a smoothed version of the edge-weight func-
tion, which echoes PageRank’s [16] approach:

wt[λ](v1 → v2)
def
= λ · ŝim(v2, q)∑

v′∈V ŝim(v′, q)
+ (1− λ) · wt(v1 → v2)∑

v′∈V wt(v1 → v′)
; (1)

λ is a free parameter, and ŝim(v, q) is v’s estimated query-similarity. (Below

we present various query-similarity measures.) The resultant graph is G[λ] def
=

(V, V × V,wt[λ]).
Note that each node in G[λ] receives prestige-status support to an extent

partially controlled by the similarity of the document it represents to the query.
Nodes that are among the nearest-neighbors of other nodes get an additional
support. Moreover, wt[λ] can be thought of as a probability transition function,
because the sum of weights on edges going out from a node is 1; furthermore,
every node has outgoing edges to all nodes in the graph (self-loops included).
Hence, G[λ] represents an ergodic Markov chain for which a unique stationary
distribution exists [17]. This distribution, which can be found using, for example,
the Power method [17], is the unique solution to the following prestige-induction
equation under the constraint

∑
v′∈V P(v′; G[λ]) = 1:

P(v; G[λ])
def
=
∑
v′∈V

wt[λ](v′ → v)P(v′; G[λ]) . (2)

Algorithms. To derive specific fusion methods, we need to specify the graph
G[λ] upon which prestige is induced in Eq. 2. More specifically, given the lists
L1, . . . , Lm, we have to define a set of nodes V that represents documents (or doc-
ument instances); and, we have to devise a query-similarity estimate (ŝim(v, q))
to be used by the edge-weight function wt[λ] from Eq. 1. The alternatives that we
consider, which represent some of the ways to utilize our graph-based approach,
and the resultant fusion methods are presented in Table 1. It is important to note
that each fusion method produces a ranking of documents wherein a document
cannot have more than one instance.
2 Note that N bhd(v; α) contains only nodes that represent documents different than

that represented by v.
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Table 1. Similarity-based fusion algorithms; Score(d) is d’s final retrieval score. Note

that if document d appears in 3 document lists, for example, then it will be represented

in V by (i) a single node under the “Set” representation, (ii) three nodes under the

“Bag” representation, and (iii) nine nodes under the “BagDup” representation.

Algorithm V ŝim(v, q) Score(d)

SetUni {d : d ∈ ⋃i Li} 1 P(d; G[λ])

SetSum {d : d ∈ ⋃i Li} PCombSUM (v) P(d; G[λ])

SetMNZ {d : d ∈ ⋃i Li} PCombMNZ (v) P(d; G[λ])

BagUni {Lj
i }i,j 1

∑
v∈V :v≡d P(v; G[λ])

BagSum {Lj
i }i,j S(v)

∑
v∈V :v≡d P(v; G[λ])

BagDupUni {Dup(Lj
i )}i,j 1

∑
v∈V :v≡d P(v; G[λ])

BagDupMNZ {Dup(Lj
i )}i,j S(v)

∑
v∈V :v≡d P(v; G[λ])

Thefirst group ofmethods does not consider occurrences of a document inmulti-
ple lists when utilizing inter-document similarities. Specifically, V , the set of nodes,
is defined to be the set-union of the retrieved lists. Thus, each document is repre-
sented in the graph by a single node. The prestige value of this node serves as the
final retrieval score of the document. TheSetUnimethod, for example, ignores the
retrieval scores of documents by using a uniform query-similarity estimate; hence,
only inter-document similarity information is utilized.TheSetSum andSetMNZ
methods, on the other hand, integrate also retrieval-scores by using the CombSUM
and CombMNZ prestige scores for query-similarity estimates, respectively.

The SetSum and SetMNZ algorithms are, in fact, generalized forms of Comb-
SUM and CombMNZ, respectively. If we use the edge-weight function wt[1] (i.e.,
set λ = 1 in Eq. 1), that is, do not exploit inter-document-similarity informa-
tion, then SetSum and SetMNZ amount to CombSUM and CombMNZ, respec-
tively. (Proof omitted due to space considerations.) More generally, SetSum and
SetMNZ control the reliance on retrieval scores versus inter-document similari-
ties using the parameter λ.

In contrast to the first group of methods, the second considers occurrences of
a document in multiple lists in utilizing inter-document similarity information.
Specifically, each node in the graph represents an instance of a document in a
list. Hence, the set of nodes in the graph (V ) could be viewed as the bag-union
of the retrieved lists. The final retrieval score of a document is set to the sum
of prestige scores of the nodes that represent it — i.e., that correspond to its
instances in the lists. It is also important to note that while the neighborhood
set N bhd(v; α) of node v cannot contain nodes representing the same document
represented by v, it can contain multiple instances of a different document. Thus,
documents with many instances receive more inter-document-similarity-based
prestige-status support than documents with fewer instances.

The first representative of the bag-based algorithms, BagUni, ignores re-
trieval scores and considers only inter-document-similarities. Hence, BagUni dif-
fers from SetUni only by the virtue of rewarding documents with
multiple instances. In addition to exploiting inter-document similarities, the



Fusing Retrieved Lists Based on Inter-document Similarities 217

BagSum method also uses the retrieval score of a document instance as the
query-similarity estimate of the corresponding node. We note that CombSUM is
a specific case of BagSum with λ = 1, as was the case for SetSum. (Proof omitted
due to space considerations.) Furthermore, BagSum resembles SetSum in that
it uses λ for controlling the balance between using retrieval scores and utiliz-
ing inter-document similarities. However, documents with many instances get
more prestige-status support in BagSum than in SetSum due to the bag-union
representation of the lists.

Naturally, then, we opt to create a bag-based generalized version of the
CombMNZ algorithm. To that end, for each document instance Lj

i that cor-
responds to document d, we define a new list Dup(Lj

i ). This list contains n
copies of d, each assigned to an arbitrary different rank between 1 and n with
S(Lj

i ) as a retrieval score; n
def
= #{Li : d ∈ Li} — the number of original lists

that d belongs to. The set of nodes V is composed of all document instances
in the newly defined lists. The BagDupUni algorithm, then, uses a uniform
query-similarity estimate. Hence, as SetUni and BagUni it utilizes only inter-
document similarities; but, in doing so, BagDupUni rewards to a larger extent
documents with multiple instances due to the bag representation and the dupli-
cated instances. The BagDupMNZ algorithm integrates also retrieval-scores
information by using the retrieval score of a document instance in a new list as
the query-similarity estimate of the corresponding node. For wt[1] (i.e., λ = 1),
BagDupMNZ amounts to CombMNZ, as was the case for SetMNZ. (Proof omit-
ted due to space considerations.) Yet, BagDupMNZ rewards to a larger extent
documents with multiple instances than SetMNZ does due to the bag represen-
tation of the lists and the duplicated document instances.

3 Related Work

Fusion methods usually use the ranks of documents in the lists, or their relevance
scores, but not the documents’ content (e.g., [3,5,1,18,19]), as opposed to our
methods. By construction, some of our methods generalize such fusion methods,
namely, CombSUM and CombMNZ [3]. We demonstrate the relative merits of
our methods with respect to these fusion methods in Sect. 4.2. Also, we note
that our methods can potentially utilize document snippets (i.e., summaries) for
computing inter-document similarities, rather than the entire document content,
if the content is not (quickly) accessible. Indeed, snippets were used for inducing
inter-document similarities so as to cluster results of Web search engines [20].
Snippets (and other document features) were also utilized in some fusion models
[21,22,23], but inter-document(snippet) similarities were not exploited.

There is a large body of work on re-ranking an initially retrieved list us-
ing graph-based methods that model inter-document similarities within the list
(e.g., [24,14,12,25,26]). As mentioned in Sect. 2, our fusion methods could con-
ceptually be viewed as a generalization of some of these approaches [24,14,12];
specifically, of methods that utilize both retrieval scores and inter-document-
similarities for modeling relevance-status propagation within the list [24,14]. A
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similar relevance-status propagation method was also employed in work on sen-
tence retrieval for question answering [27].

Methods utilizing inter-text similarities — some using a variant of PageRank
as we do here — were also used, for example, for cross-lingual retrieval [28],
prediction of retrieval effectiveness [29], and text summarization [30,31].

4 Evaluation

In what follows we explore the effectiveness (or lack thereof) of our similarity-
based fusion methods.

4.1 Experimental Setup

To measure inter-document similarities, we use a previously-proposed language-
model-based estimate [12]. Specifically, let p

[μ]
d (·) denote the unigram, Dirichlet-

smoothed, language model induced from document d, where μ is the smoothing
parameter [32]. (We set μ = 1000 following previous recommendations [32].) We
define for documents d1 and d2:

sim(d1, d2)
def
= exp

(
−D
(
p

[0]
d1

(·)
∣∣∣∣∣∣ p [μ]

d2
(·)
))

;

D is the KL divergence. This similarity measure was shown to be effective in
previous work on re-ranking search results using graph-based methods [12,26].

For experiments we use TREC data sets, which were also used in some previ-
ous work on fusion (e.g., [18,19]); specifically, the ad hoc track of trec3, the web
tracks of trec9 and trec10, and the robust track of trec12. We apply tokeniza-
tion, Porter stemming, and stopword removal (using the INQUERY list) to the
documents using the Lemur toolkit (www.lemurproject.org), which is also used
for computing sim(d1, d2).

Graph-based methods that utilize inter-document similarities for re-ranking
search results are known to be most effective when employed over relatively short
lists [14,12,26]. The methods are especially effective in improving precision at the
very top ranks [12,26]. Hence, we take the following design decisions with respect
to the number of lists to be fused (relatively small), the number of documents
in each list (relatively small), and the evaluation measures that we focus on
(measures of precision at top ranks).

We use our methods to fuse three lists, each of which corresponds to the
top-k documents in a submitted run within a track. The three runs are the
most effective among all submitted runs with respect to MAP@k (mean average
non-interpolated precision at cutoff k, henceforth denoted MAP). The runs are
denoted, by descending order of MAP performance, run1, run2, and run3,
respectively. Thus, the initial ranking of the lists to be fused is of high quality.
Experiments showed (actual numbers are omitted due to space considerations)
that k = 20, which is used here and after, yields very good performance with
respect to k ∈ {5, 10, 30, 40, 50}. This finding supports the observation from
above with respect to the lengths of the lists to be fused.
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It is important to note that fusing the three most effective runs does not
constitute an attempt to devise a new fusion-based retrieval approach, since in
“real life” no relevance judgments are available; rather, the idea is to study the
potential effectiveness of our models in fusing high quality search results.

For inter-list compatibility of retrieval scores, we normalize the score of a
document in a list with respect to the sum of all scores in the list. If a list is of
negative retrieval scores, which is usually due to using logs, we use the exponent
of a score for normalization3.

We use the precision of the top 5 and 10 documents (p@5, p@10), and
MAP(@k) for performance evaluation measures. We set the values of the free
parameters of our methods to optimize p@5, following the previous findings de-
scribed above with regard to precision-at-top-ranks effectiveness4. Specifically,
the value of the ancestry parameter α is chosen from {5, 10, 20, 30, 40, 50}. (A
relatively small value of α is often optimal.) The value of λ, which controls
the reliance on retrieval scores versus inter-document-similarities, is chosen from
{0.1, 0.2, . . . , 1}; we study the effect of varying λ in Sect. 4.2. To determine
statistically-significant performance differences, we use the two-tailed Wilcoxon
test at the 95% confidence level.

For reference comparisons to our methods we use optimized baselines (“opt.
base.” in short): for each track and evaluation metric m, we report the best m-
performance obtained by any submitted-run in this track. (Note that the MAP
performance of the optimized baseline is that of run1 by the virtue of the way
run1 was selected.) In addition, we compare our methods’ performance with that
of the CombSUM and CombMNZ fusion techniques; recall that these are special
cases of some of our methods.

Efficiency Considerations. The number of documents (document instances) in
the graphs we construct is at most a few hundreds5. Hence, if there is quick access
to the documents’ content, or alternatively, to document snippets — following
the discussion in Sect. 3 — then computing inter-document similarities based
on this information does not incur a significant computational overhead. Similar
efficiency considerations were made in work on clustering the results retrieved
by Web search engines [20]. In addition, we note that computing prestige over
such small graphs takes only a few iterations of the Power method [17].

4.2 Experimental Results

Table 2 presents the performance numbers of the different methods. Our first
observation is that integrating inter-document-similarities with retrieval scores
3 Normalizing retrieval scores with respect to the maximum and minimum scores in a

list yields almost exactly the same performance numbers as those we report here.
4 If two parameter settings yield the same p@5, we choose the one minimizing p@10

so as to provide conservative estimates of performance; if there are ties for both p@5

and p@10, we choose the setting that minimizes MAP.
5 Note that each of the three fused lists contains 20 documents, and each document

instance is duplicated, if at all, at most three times.
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from the lists results in performance that transcends that of using each alone.
Indeed, the methods with the suffix “Uni” that use a uniform query-similarity
estimate, i.e., that disregard retrieval scores in the lists, post performance that
is almost always worse than that of their counterparts that do utilize retrieval
scores for inducing query similarity. (Compare SetUni with SetSum and SetMNZ;
BagUni with BagSum; and, BagDupUni with BagDupMNZ.) Furthermore, re-
call that the CombSUM and CombMNZ methods that utilize only retrieval
scores are special cases of our “XSum” and “XMNZ” methods, respectively,
if no inter-document-similarities are used. We can see that each of the “XSum”
and “XMNZ” methods outperforms its special case (CombSUM and CombMNZ,
respectively) in most relevant comparisons (track × evaluation metric), with sev-
eral of the differences being statistically significant.

Moreover, the performance of the “XSum” and “XMNZ” methods that inte-
grate retrieval scores with inter-document-similarities is almost always better —
and in many cases to a statistically significant degree — than that of run2 and
run3; the performance also transcends that of run1 and the optimized baselines,

Table 2. Performance numbers. The best result in a column is boldfaced. Statisti-

cally significant differences with the optimized baselines, run1, run2, and run3, are

marked with ’o’, ’a’, ’b’, and ’c’, respectively. Statistically significant difference be-

tween our “XSUM” and “XMNZ” models and their “special cases”, i.e., CombSUM

and CombMNZ, respectively, are marked with ’m’.

trec3 trec9
p@5 p@10 MAP p@5 p@10 MAP

opt. base. 76.0 72.2 10.4 60.0 53.1 28.2

run1 74.4 72.2 10.4 60.0 53.1 28.2
run2 72.8 67.6 9.6 45.8o 38.8o 18.4o

run3 76.0 71.2 9.5 38.3o 34.6o 16.8o

CombSUM 80.8ab 74.6b 10.9bc 52.9bc 48.5bc 24.9bc

CombMNZ 80.8ab 74.6b 10.9bc 55.0bc 48.8bc 25.5bc

SetUni 79.2 75.0 10.4 42.5o 39.2o 16.1o

SetSum 82.8o
abc 78.0om

abc 11.5om
abc 59.2m

bc 49.2bc 26.5m
bc

SetMNZ 82.0ab 77.2o
abc 11.3o

abc 61.3m
bc 49.2bc 28.0m

bc

BagUni 82.4ab 78.8om
abc 11.1bc 59.2bc 47.9bc 24.1bc

BagSum 83.2o
abc 78.8om

abc 11.2o
abc 59.6m

bc 48.1bc 24.6bc

BagDupUni 82.0ab 78.6o
abc 11.3o

abc 57.5bc 48.1bc 24.9bc

BagDupMNZ 83.2ab 79.0om
abc 11.5om

abc 60.4m
bc 47.9bc 25.4bc

trec10 trec12
p@5 p@10 MAP p@5 p@10 MAP

opt. base. 63.2 58.8 30.7 54.5 48.6 28.8

run1 63.2 58.8 30.7 51.1 44.8 28.8
run2 54.4 50.2 27.7o 52.5 48.6 28.4
run3 55.6 46.8o 21.6o 51.5 45.2o 28.1

CombSUM 71.2o
abc 61.0bc 37.2bc 53.7 49.2ac 30.3o

a

CombMNZ 71.2o
abc 61.0bc 37.2bc 53.9 49.2ac 30.3o

a

SetUni 56.8 48.2o 24.4o 47.3o 41.5o 25.8
SetSum 71.2o

abc 61.0bc 37.2bc 55.4a 48.5ac 30.1o
a

SetMNZ 71.2o
abc 61.0bc 37.2bc 55.6ac 48.5ac 30.3o

a

BagUni 70.8bc 61.2bc 35.6bc 53.1 46.5 28.2
BagSum 71.2o

abc 61.0bc 37.2bc 55.4ac 49.2ac 29.8o
a

BagDupUni 72.0o
abc 60.4bc 35.8bc 52.9 47.8 28.4

BagDupMNZ 72.0o
abc 61.0bc 36.7bc 56.6m

abc 49.0ac 30.1o
a
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Fig. 1. Effect of varying λ (refer to Eq. 1 in Sect. 2) on the p@5 performance of

BagDupMNZ; λ = 1 amounts to the CombMNZ algorithm. The performance of the

optimized baseline, run1, run2, run3, and CombMNZ is depicted with horizontal lines

for reference. Note: figures are not to the same scale.

except for trec9. (Note that for trec9 the performance of run1 is by far better than
that of run2 and run3.) Thus, these findings attest to the merits of integrating re-
trieval scores and inter-document similarities for fusion — the underlying idea of
our approach.

We can also see in Table 2 that the bag representation of the lists yields
better performance, in general, than that of the set representation (e.g., compare
BagUni with SetUni, and BagSum with SetSum). Hence, the fact that documents
with occurrences in many of the fused lists can draw more prestige-status support
via inter-document-similarities than documents with fewer occurrences (refer
back to Sect. 2.2) has positive impact on performance.

Thus, it is not a surprise that the BagSum and BagDupMNZ methods that
use a bag-representation of the lists, and that integrate retrieval scores with
inter-document-similarities, are among the most effective similarity-based fu-
sion algorithms that we consider. Specifically, BagDupMNZ posts the best p@5-
performance (the metric for which performance was optimized) in Table 2 for
three out of the four tracks.

Further Analysis. The λ parameter in Eq. 1 (Sect. 2) controls the reliance on
retrieval scores versus inter-document-similarity information. We study the effect
of varying λ on the p@5-performance of one of our most effective methods,
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BagDupMNZ, in Fig. 1. We can see that for most values of λ, and for most tracks,
BagDupMNZ yields performance that transcends that of each of the three fused
runs, and that of the optimized baseline. (The main exception is with respect
to run1 for trec9.) We can also see that for all tracks, using λ = 0.9 — which is
the optimal λ for most tracks — yields performance that is better than that of
CombMNZ, which does not utilize inter-document-similarities. (Recall that for
λ = 1 BagDupMNZ amounts to CombMNZ.) These findings further attest to
the merits of using inter-document-similarities for fusion.

5 Conclusion

We presented a novel approach to fusing document lists that were retrieved
in response to a query. Our approach integrates inter-document-similarities with
retrieval scores of documents using a graph-based approach. Empirical evaluation
demonstrated the effectiveness of the suggested models.
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24. Dani�lowicz, C., Baliński, J.: Document ranking based upon Markov chains. Infor-

mation Processing and Management 41(4), 759–775 (2000)

25. Zhang, B., Li, H., Liu, Y., Ji, L., Xi, W., Fan, W., Chen, Z., Ma, W.Y.: Improving

web search results using affinity graph. In: Proceedings of SIGIR, pp. 504–511

(2005)

26. Kurland, O., Lee, L.: Respect my authority! HITS without hyperlinks utilizing

cluster-based language models. In: Proceedings of SIGIR, pp. 83–90 (2006)

27. Otterbacher, J., Erkan, G., Radev, D.R.: Using random walks for question-focused

sentence retrieval. In: Proceedings of HLT/EMNLP, pp. 915–922 (2005)

28. Diaz, F.: A method for transferring retrieval scores between collections with non

overlapping vocabularies. In: Proceedings of SIGIR, pp. 805–806 (2008) (poster)

29. Diaz, F.: Performance prediction using spatial autocorrelation. In: Proceedings of

SIGIR, pp. 583–590 (2007)

30. Erkan, G., Radev, D.R.: LexPageRank: Prestige in multi-document text summa-

rization. In: Proceedings of EMNLP, pp. 365–371 (2004), poster

31. Mihalcea, R., Tarau, P.: TextRank: Bringing order into texts. In: Proceedings of

EMNLP, pp. 404–411 (2004), poster

32. Zhai, C., Lafferty, J.D.: A study of smoothing methods for language models applied

to ad hoc information retrieval. In: Proceedings of SIGIR, pp. 334–342 (2001)

33. Croft, W.B. (ed.): Advances in Information Retrieval: Recent Research from the

Center for Intelligent Information Retrieval. The Kluwer International Series on

Information Retrieval, vol. 7. Kluwer, Dordrecht (2000)



A Quantum-Based Model for Interactive

Information Retrieval�

Benjamin Piwowarski and Mounia Lalmas

University of Glasgow, Department of Computing Science,

Glasgow G12 8QQ, UK

Abstract. Even the best information retrieval model cannot always

identify the most useful answers to a user query. This is in particular

the case with web search systems, where it is known that users tend to

minimise their effort to access relevant information. It is, however, belie-

ved that the interaction between users and a retrieval system, such as a

web search engine, can be exploited to provide better answers to users.

Interactive Information Retrieval (IR) systems, in which users access in-

formation through a series of interactions with the search system, are

concerned with building models for IR, where interaction plays a central

role. In this paper, we propose a general framework for interactive IR

that is able to capture the full interaction process in a principled way.

Our approach relies upon a generalisation of the probability framework

of quantum physics.

1 Introduction

In less than twenty years, search engines on the Web have revolutionised the way
people search for information. The speed with which one can obtain an answer
to a keyword-based query on the Web is fostering interaction between search
engines and their users. Helping users to reach relevant material faster will most
likely make use of such rich interaction. Another key to future search systems is
the context that further defines the search, whether it be external (e.g. time of
the day, location) or internal (e.g. the interests of the user).

Putting aside the problem of evaluating such contextual and interactive search,
building models able to explicitly take into account both is of importance, espe-
cially since Information Retrieval (IR) models seem to have reached maturity and
there is an obvious need to go beyond current state-of-the-art [2].

There are many reasons why we cannot assume that users will provide enough
information to state an unambiguous Information Need (IN), such as a TREC to-
pic description. First, users do not always know how to express their IN and they
sometimes have only a vague knowledge of what they are looking for. Second, users
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tutorial section about the relationship between quantum and classical probabilities,

and an example of how the quantum formalism can be used to extend the Rocchio

algorithm.
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knowledge and interests might evolve during the search, thereby modifying their
IN. Therefore, it is important that implicit contextual and interaction “informa-
tion”become integrated directly into IR models and experiments [3].

Beside standard relevance feedback models like the Rocchio algorithm [4] or
the Okapi model [5], some recent works have attempted to capture context [6] or
interaction [7]. However, there is not yet a principled framework that combines
both, and that, equally importantly, tries to capture the different forms of pos-
sible interactions, namely, query (re)formulation, clicks, navigation. Those tasks
are all performed frequently in web searches.

In this paper, we present a framework for interactive and contextual IR. We
view search as a process with two different dynamics: (P1) The system tries to
capture the user IN while (P2) the user cognitive state, and hence the user IN,
is evolving and changing [8]. While the former could be modeled by standard
probabilistic models, we claim that the latter can be better modeled by the ge-
neralisation of probability theory that has been developed in quantum physics.
Moreover, the strong geometric component of the quantum probability frame-
work is particularly important since standard IR models rely on vector spaces
and on (some variants of) the cosine similarity [9]. We show how the quantum
formalism generalises these latter models (Section 3.1). In particular, we believe
that one strength of the geometric models in IR is that they are intuitive. Ad-
ding a probabilistic view on this geometry opens the door for new and potentially
more powerful IR models.

This paper describes how the quantum probability formalism could be used
to build an interactive IR framework.

2 An Information Need Space

Our working hypothesis is that a pure, in the sense that we know exactly what
the user is looking for, user IN can be represented as a system in quantum
physics, i.e. as a unit vector in a Hilbert space1, and that this state evolves while
the user is interacting with the system.

According to the quantum probability formalism, this (IN) vector generates
a probability distribution over the different subspaces of the Hilbert space. We
make the hypothesis that among other possible uses, such subspaces can be
related to the relevance of documents, therefore enabling the computation of a
relevance score for a document, and to user interactions (like typing a query or
clicking on a document), making it possible to exploit them.

From a geometric perspective, using subspaces to describe “regions” of INs
has been (sometimes implicitly) studied and motivated in some works relying
on a vector space representation [10,11,12]. Using those IN “regions”, the search
process would be modelled as follows. At the very beginning of the search process,
the user IN is underspecified and is a mixture of all possible pure INs. That is,
without any information about the user, we can only know that the user is in
1 In brief, an inner product vector space defined over the complex field, see [9] for a

formal definition.
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one of all the possible IN states with a probability that depends e.g. on how
popular this IN is.

We believe that using an IN space can model interactive IR since users change
their point of view during a search, and relevance, contrarily to topicality, is
expected to evolve within a search session [8,13]. More specifically, we can identify
two different types of dynamics within the search process: (P1) The IN becomes
increasingly specific from a system point of view, e.g. when a user types some
keywords or clicks on some documents, i.e. the uncertainty is reduced; and (P2)
The IN changes from a user point of view. The IN can become more specific as
the user reads some documents, or it can slightly drift as user interests do.

Whereas the first process can be easily described within a standard probabi-
listic framework (we restrict the IN to subspaces of the whole space), the latter
would benefit from a quantum probability formalism as the INs can drift from
two overlapping subspaces. We posit that the classical probabilistic framework
would address the uncertainty of the system view over the retrieval process (P1)
whereas the quantum probability framework addresses the changes of the user
internal state (P2). As the quantum probability framework is a generalisation of
the probabilistic one, we can use the same representation and evolution operators
to model both processes.

3 A Quantum View

Quantum probability can be thought of as an extension of classical probability
theory, and relies on linear algebra in Hilbert spaces. The equivalent of a logical
proposition or event A is a subspace or equivalently [9] its associated projector
OA which is called a yes/no observable.

All the information about the probability distribution is contained into a
density operator ρ, and it can be shown that for any probability distribution
over a Hilbert space there exists a corresponding density operator [9, p. 81]. A
density operator ρ can be written as a mixture of projectors ρ =

∑
O Pr (O) O

where the sum ranges over projectors O and Pr (O) sum up to 1. Note that a
pure state is defined as a density which is equal to a one-dimensional projector.
Denoting tr the trace operator, the probability of the event OA for the density
operator ρ is then given by

Prρ (OA) =̇tr (ρOA) (1)

From a practical point of view, the above description of standard probabilities
with Hilbert spaces unlocks the potential of defining probabilities through geo-
metric relationships, and permits a generalisation to a non standard probability
formalism, which we describe in the next section. We posit that at this level, we
are able to model the first component of the search process, which corresponds
to finding the right subspace of the IN, i.e. in classical terms to find the subset of
the IN sample space. However, it is intuitive to think that INs are not mutually
exclusive. We make the hypothesis that such a non-exclusiveness is captured by
the geometry of IN space, and this can be modelled within a quantum probability
formalism.



A Quantum-Based Model for Interactive Information Retrieval 227

3.1 Superposition, Mixtures and Information Needs

We introduce the notion of superposition and mixture, and relate them to their
use in our model of interactive IR. Said shortly, superposition relates to an onto-
logic uncertainty (the system state is perfectly known, but some events are true
only with a given probability) whereas mixture relates to standard probabilistic
uncertainty (the system is in one of the states with a given probability). Su-
perposition is a salient characteristic of quantum probabilities and is important
since it gives us a way to represent geometrically new INs while the quantum
probability framework ensures we can still compute probabilities for the new INs.
Mixture and superposition gives us more flexibility in the way we can represent
our current state of knowledge of an IN.

Let us illustrate this with an example. Suppose that ωT =
(
1 0
)
 and ωL =(

0 1
)
 form a basis of the IN space (� denotes the transpose of a matrix).

Suppose the (projector associated to the) former represents the IN of a user
looking for information about tigers (T) and the latter about lions (L). In order
to represent a user looking for a tigron (the offspring of a tiger and a lion),
we assume that this can be represented by (the projector associated to) the
vector ωTL = 1√

2
(ωT + ωL) which is a superposition of two INs, where the

1√
2

factor ensures ωTL norm is one. This is a strong assumption which we will
study when experimenting with the framework. Aerts and Gabora [14] worked
on how to combine concepts in a (quantum) vector space, but use spaces of
increasing dimensionality to do so (through the use of a tensor product). As a
final remark on superposition of INs, we would like to note that complex numbers
could be used to combine INs, e.g. to distinguish tigrons (the tiger is the father)
from ligers (the lion is the father), and that superposition is not restricted to
topicality. For instance, assuming that we know how to represent a user searching
for a paragraph and a user searching for a chapter, we could imagine representing
a user looking for a paragraph as a superposition of both.

The superposed IN ωTL is quite different to the IN of a user who is equally
interested by tigers or lions. The latter would be represented as a mixture
of the INs ωT and ωL. Formally, this IN would be associated with a density
operatorρT∨L = 1

2 (ρT + ρL) where ρL and ρT are respectively the projectors
associated with ωT and ωL, e.g. ρT = ωT ω


T . The density operator ρT∨L is to be
interpreted by saying that with probability one half the IN is about tigers (or
equivalently about lions).

We can see also the difference if we represent the densities by their matrices

in the (ωT , ωL) basis. We have the mixture of IN ρT∨L = 1
2

(
1 0
0 1

)
which is

different from the pure IN ρTL = 1
2

(
1 1
1 1

)
. An important observation is that

these different densities imply different probabilities. Let us suppose that the
relevance of a document corresponds to a yes/no observable, and that the re-
levance of a document about lions (respectively tigers, tigrons) are represented
by the projectors (yes/no observables) OL, OT and OTL associated with the
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subspaces generated by ωT , ωL and ωTL, respectively. For example, OT = ωT ω

T .

According to Eq. (1), we can compute the probability of relevance of the different
documents, which gives:

PrρT L (OL) = PrρT∨L (OL)= 1
2 and PrρT L (OTL) = 1 = PrρT∨L (OTL) = 1

2

Interestingly, we cannot distinguish the probability of relevance of the do-
cument about lions when the IN is about either tigers and lions or about ti-
grons (two first probabilities) but there are two reasons for this: In the former,
the probability 1

2 is caused by the discrepancy between the IN and the docu-
ment, whereas in the second case the probability is due to the fact that the
document only covers a part of the information need. Next, thanks to the quan-
tum formalism the probabilities for the same INs are different when we evaluate
the relevance of the document about tigrons (two last probabilities). We thus
benefit from a two-dimensional space to distinguish different INs that would be
expressed similarly in a standard vector space model. One consequence is that if
we search for a set of documents that satisfy T or L, we would have two different
types of documents (about tigers and lions, assuming each document covers one
IN only) whereas one document would satisfy TL.

Mixtures are also useful to represent the IN density operator ρ0 at the very
beginning of the information retrieval process, as we do not know which state the
user is in. We would define the initial IN density operator as ρ0 =

∑
i PriPi where

i ranges over all the possible pure information needs Pi and Pri is the probability
that a random user would have the IN i when starting a search. Using the mixture
is also motivated by the fact that we deal with classical undeterminism, i.e. we
know the user is in a given state but we do not know which. The mixture can
also be thought as a set of vectors describing all the possible INs, each vector
being associated with a probability. This representation is particularly useful in
the next section where we show how this initial IN ρ0 is transformed through
interactions.

3.2 Measurement and Interaction

Beside differentiating mixture and superpositions, the quantum formalism has
also consequences for computing a conditional probability. These consequences
are linked to the way a measurement is performed in quantum physics. We use
measurement to model interaction and describe in this section both how the
measurement modifies the density operatorρ and how we link measurement to
the different interactions.

For simplicity, we now use OA to denote the related yes/no observable, sub-
space or projector. Since there is a one-to-one correspondence between them [9],
they can be used to denote the same thing albeit in a different context. Given a
system density operator ρ, if we observe OA, the new density operator denoted
ρ � OA is defined by

ρ � OA = OAρOA/tr (ρOA) (2)
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This amounts to restricting ρ to the subspace defined by OA and ensuring that
ρ � OA is still a density operator. The effect of the restriction is to project every
IN of the mixture ρ onto the subspace defined by OA (with some renormalisation
to ensure the probabilities still sum up to 1). One can readily verify that the
probability of OA with respect to ρ � OA is 1. It means that when A has just
be measured, we know it is true at least until further interaction (or in gene-
ral, evolution) modifies the density operator. Measurement can be thought as a
generalisation of conditionalisation, as we can compute the conditional probabi-
lity of OA given OB, or more precisely of measuring OA knowing that we have
measured OB , as Prρ (OB|OA) = Pρ�OA(OB).

B

A

C

Fig. 1. Three two-

dimensional sub-

spaces (A, B, C) in

a three dimensional space

In quantum theory, the order of the measurements
is important, since in general the densities ρ � OA �
OB (applying two times the Eq. (2), for OA and then
for OB) and ρ � OB � OA are different. It is a de-
sirable property whenever subsequent measurements
of a system should yield different results, which is the
case in interactive IR: The sequence of interactions re-
presents the evolution of the user, and should be taken
into account. A user drifting from an IN (e.g. hotels in
Barcelona) to another (e.g. museum in Barcelona) is
not the same as the reverse, which illustrates the ade-
quacy of the quantum formalism to handle such drifts.
This is illustrated by Figure 1, where visually it can be
seen that measuring OB (hotels) then OC (museums)
is different from the reverse, since in the first case the IN vectors will lie in the
subspace C whereas they would lie in B in the other case.

Starting with the initial density operator ρ0 (section 3.1), we make the as-
sumption that each implicit or explicit interaction between the IR system and
the user corresponds to a measurement, i.e. that every interaction is associated
with a yes/no observable O. After the interaction, we can recompute the IN
density operator using Eq. (2). For example, a user whose internal context is
associated as Ouser, who asked a query associated with Oq1 and deemed a docu-
ment relevant (associated with Od1), would be represented by a density operator
ρ0 � Ouser � Oq1 � Od1 . Among other users, this density operator can be used
to predict the relevance of other documents.

3.2.1 Mapping Interactions to Observables
In order to map interactions to observables, we restrict to the topical relevance
and assume a vector space where dimensions are associated with terms. How to
deal with more relevance dimensions is left for future work. We also assume we
know how to compute the initial density operator ρ0 – which could be approxi-
mated using the document representation described next.

Giving the current IN density operator ρt, we can compute the probability of
relevance Prρt (Od) of a document d , provided Od is the observable associated
with the relevance of document d. To build such an observable, and as a first
approximation, we can suppose that each paragraph p corresponds to exactly
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one IN ωp, and hence that its representation is a one dimensional subspace.
It is then possible to compute the subspace spanned by the vectors {ωp} cor-
responding to the different paragraphs, and use this subspace to represent the
document relevance. When a user deems a document relevant, we could use the
same representation to update the current IN ρk. In that case, we would have
the new IN density operator ρt+1 = ρt � Od.

The first possible type of interaction would be the (re)formulation of a query
by a user. We would associate to a given query a subspace/observable Oq, and
update the current probability density operator ρt to ρt+1 = ρt � Oq. A repre-
sentation of the query could for example be computed through pseudo-relevance
feedback provided we know how to represent the documents: The subspace as-
sociated with Oq would then be the subspace spanned by the observables repre-
senting the top-ranked documents (by a standard IR algorithm). For example,
in Figure 1, if A and B correspond to two different top-ranked documents for a
given query, then Oq would correspond to the whole three dimensional space (i.e.
the join of subspaces A and B). Another way to compute the query observable
Oq, without relying on an external model, would be the union of the subspaces
representing the paragraphs where each term of the query appears.

Here, we give one illustration of the usefulness of the quantum formalism for
an interactive IR framework. The query observable Oq (or the document obser-
vable Od) can be used to detect if a user’s change of mind is too important to be
a simple drift, an important feature an interactive IR system should have [13].
Within the quantum framework, we use the same geometric representation to
both update the density operator knowing an event and to compute the proba-
bility of this event. Indeed, when at time t the user types a new query q′, we
can compute the probability of the query according to the current IN density
operator ρt, i.e. compute Prρk

(Oq′). Based on this value, our IR system would
decide that the user switched to a new IN, and react accordingly.

4 Conclusion

We proposed a new interactive IR framework, which exploits the strong connec-
tion between geometry and probabilities present in the quantum probability
formalism. Our framework allows for a principled and geometric mapping of
user interactions into an IR model. In particular, we show how to handle click/
relevance feedback and query reformulation. How to use the latter information
has not been explored in IR so far, beside providing query recommendation.
Other forms of interaction (e.g. navigation) would fit our framework, through
the definition of associated subspaces. Beside measurement, the quantum frame-
work is powerful enough to provide other types of evolution of the IN density
operator. This would provide a way to predict how a user might evolve, e.g. in
order to predict that users looking for hotels might look for museums in a town.
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Abstract. While the Probability Ranking Principle for Information Re-

trieval provides the basis for formal models, it makes a very strong

assumption regarding the dependence between documents. However, it

has been observed that in real situations this assumption does not al-

ways hold. In this paper we propose a reformulation of the Probability

Ranking Principle based on quantum theory. Quantum probability the-

ory naturally includes interference effects between events. We posit that

this interference captures the dependency between the judgement of doc-

ument relevance. The outcome is a more sophisticated principle, the

Quantum Probability Ranking Principle, that provides a more sensitive

ranking which caters for interference/dependence between documents’

relevance.

1 Introduction

The core task of Information Retrieval (IR) is to retrieve a set of documents
satisfying a user’s information need [6]. A key paradigm in IR [4] employs for-
mal theories to estimate the probability of relevance of a document given a
user’s information need. In order to achieve an optimal retrieval performance,
documents retrieved by the IR system are ranked in accordance to the Prob-
ability Ranking Principle (PRP) [5]. This posits that the system should rank
documents in decreasing order of their probability of being relevant to the user’s
information need. Among others, one of the most controversial assumption made
by the PRP is that the relevance of a document to an information need does
not depend on other documents (independent relevance assumption). However,
in real search situations the judgement of relevance made by the user about a
document is influenced by the documents he previously examined through the
search process [2]. Moreover, it has been shown that the utility of a document
might become void if the user has already obtained the same information. This
“interference” is due to several factors such as changes in information need,
or information overlap among documents, or contrary information and is not
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accounted for by the PRP as relevance of a document judgements is assumed
independent from other documents.

In this paper, we model the PRP using quantum probability. The formu-
lation of the PRP based on quantum probability naturally encodes quantum
interference, which can be interpreted as modeling dependent relevance, thus
overcoming the independent relevance assumption made by the original PRP.

The remainder of the paper follows. In Section 2 we present the double slit
experiment, drawing a metaphor between IR and Physics. The classical PRP will
be framed in the proposed analogy (Section 3), while arising of interferences in
the experiment will be the stimulus towards a ranking principle which accounts
for interference, the QPRP. In Section 4 we discuss a possible interpretation of
the interference term in IR. The paper concludes stating the contribution of this
study and lines of future work (Section 5).

2 The Double Slit Experiment

In this section we introduce quantum probabilities and the quantum interfer-
ence effect. Quantum interference is of major importance in our approach. To
illustrate the difference between Kolmogorovian and quantum probabilities, we
present a simple physical test, the double slit experiment [3], which describes
arising the of interference between the probabilities of two events. The double
slit experiment consists of shooting a physical particle (i.e. an electron, a pho-
ton, etc.) towards a screen with two slits, named A and B (Fig. 1(a)). Once
the particle passes through one of the slits, it hits a detector panel, positioned
behind the screen, in a particular location x with probability pAB(x).

By closing slit B, it is possible to measure the probability of the particle
being detected in position x passing through A, namely pA(x). Similarly, by
closing just slit A, we can measure pB(x). We call φA the (complex) probability
amplitude associated to the events of passing through A when B is closed and
being detected at x, and vice-versa for φB . The following equations state the
relationship between probability and probability amplitudes: pA(x) = |φA(x)|2;
pB(x) = |φB(x)|2. Intuitively1, we would expect that the probability of the
particle being detected at x when both slits are open is the sum of the probability
of passing through A and being detected at x, pA(x), and the probability of
passing through B and hit the detector panel in x, pB(x). Formally,

pAB(x) = pA(x) + pB(x) = |φA(x)|2 + |φB(x)|2 (1)

We refer to this case with the adjective classical meaning that no quantum
phenomena would be observed. However, experimentally it has been noted that
pAB(x) = pA(x) + pB(x), i.e. the probability of the particle being detected at
x when both slits are open is not the sum of the probability with just slit A
open plus that with just slit B open. Actually, the probability distribution that
can be obtained measuring pAB(x) across the whole detection panel presents an
1 And applying the Kolmogorovian law of total probability.
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interference pattern akin to waves that would pass through both slits and hit
the detector panel. Thus, representing with φAB(x) the (complex) probability
amplitude of a particle being measured at position x after passing through either
slit A or B, it is possible to state that φAB(x) is the sum of the probability
amplitude associated to the event of opening just slit A plus the counterpart
event of having open just slit B. In other words, φAB(x) = φA(x) + φB(x),
and the probability of such event is pAB(x) = |φAB(x)|2. The application of the
previous relationships involving probabilities amplitudes results in

pAB(x) = |φA(x)|2 + |φB(x)|2 + (φA(x)∗φB(x) + φA(x)φB(x)∗)
= pA(x) + pB(x) + IAB(x) (2)

The term IAB(x) in Eq. 2 represents quantum interference between the events
associated to pA(x) and pB(x) and is modulated by the phase difference between
the correspondent amplitudes.

In summary, the conventional Kolmogorovian rule for addition of probabilities
of alternatives, Eq. 1, is violated in the double slit experiment. When the event
can occur in several alternative ways, the probability amplitude of the event,
φAB(x), is the sum of the probability amplitude (the absolute square of a complex
quantity) for each alternative considered separately. In the case of quantum
probabilities, Eq. 1 is re-written with the addition of a perturbation term (shown
in Eq. 2). The interpretation and the behavior of the interference term will be
discussed later (Section 4); in the following we devise an analogy between the
double slit experiment and the IR ranking process.

3 The Analogy

In the following, we discuss (i) the classical PRP in terms of its decision theory
derivation, adopting the analogy of the double slit experiment without interfer-
ence effects, (ii) the case in which interference effects arise, and (iii) the derivation
from the analogy of the new ranking principle.

(a) The double slit experiment (b) The IR view of the double slit ex-

periment.

Fig. 1. Schematic representation of the analogy between the double slit experiment

and the IR ranking problem
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We propose an analogy between the double slit experiment and the IR situa-
tion. In our analogy, the particle is associated with the user and his information
need, while each slit represents a document. The event of passing from the left
of the screen to the right (through a slit) is seen as the action of examining
the ranking of documents, e.g. read the associated snippets or the documents
themselves. Measuring at x means assessing the satisfaction of the user given the
presented ranking of documents, or more concretely the decision of the user to
stop his search (event x, the user is fully satisfied) or continue searching (x̄, he is
not completely satisfied by the documents presented). Thus, being detected with
probability pAB(x) at position x on the panel means choosing to stop the search
with probability pAB(x) after being presented with documents A and B. This
scenario is represented in Fig 1(b). The user is presented with two documents,
A and B, and he has to decide whether to stop the search (event x, associated
probability pAB(x)) or to continue (event x̄, probability pAB(x̄) = 1− pAB(x)).

Probability pAB(x) is influenced by the characteristics of slits (documents) A
and B. Consider the case several experiments are ran varying the screen among
a set of them, all having the same slit A but each of them being characterized by
a different slit B: e.g. Bh is narrow while Bj is wide, Bk is close to A while Bl is
farer apart from A. The set of all different slits Bi is identified by B and in our
analogy it represents the set of candidate documents to be ranked immediately
after document A.

Following the analogy, maximizing the expected utility of the ranking of doc-
uments is seen as maximizing the probability pABi(x), i.e. the probability of
stopping the search having seeing A and Bi and, in the case of the physical ex-
periment, maximizing the probability of the particle hitting the detector panel
at position x (stop the search) passing though one of the slits. The problem then
concretizes in determine which configuration of slits ABi with Bi ∈ B exhibits
maximal pABi(x).

The classical case. If the double slit experiment is modeled assuming no in-
terference, i.e. the “classical” case, the maximum pABi(x) is obtained by the
configuration of slits with maximal pBi(x). In fact, the probability of being de-
tected at x being passed through either A or Bi is given by Eq. 1, and thus
imposing maximal pABi(x) is equivalent to maximize pA(x) + pBi(x). However,
since pA(x) is constant among all screen’s configuration, we obtain

argmax
x

(
pABi(x)

)
= argmax

x

(
pA(x) + pBi(x)

)
= argmax

x

(
pBi(x)

)
(3)

In IR terms, given a fixed A (the document at first position of the ranking), the
best document Bi to select among all the candidates B is given by the document
which maximizes pABi(x). In the classical case, pABi(x) is given by Eq. 1, and
then maximizing it means choosing the document Bi with maximal pBi(x), the
document among the candidates B with maximal probability of inducing the
user to stop the search, i.e. probability of relevance.

In summary, maximizing the outcome of the measurement of a particles sys-
tem passing through slits by choosing which pair of slits to use is analogous to
choose which document to rank next, given a set of possible documents to rank.
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In absence of interference, the optimal rank suggested by the analogy with the
double slit experiment is in accordance with the PRP: the slit Bi that should be
used in order to maximize pABi(x) is the one for which pBi(x) is maximal.

The quantum case. In the following we examine the situation where quantum
phenomena appears in the double slit experiment and from this we abstract and
derive a formulation of the PRP based on quantum probabilities. Maintaining
the same analogy exploited previously, in presence of interference the probability
pAB(x) is governed by Eq. 2. The probability of the particle being measured at
position x in the detector panel is given by the sum of the probability of the
particle being measured at x and passing either through A (term pA(x)) or
B (term pB(x)), and a third term, the interference between the phases of the
probability amplitudes associated to the mutually exclusive events of passing
through Y (Y = A, B) and being measured at x.

We suppose to have at our disposal a set of screens with a fixed slit A and dif-
ferent implementation of a second slit Bi. We aim to select the configuration of
slits A and Bi ∈ B which maximize probability pABi(x), representing the prob-
ability of finding a particle at position x on the detection panel after it passed
either by slit A or Bi, analogous in the instituted metaphor to the probability
of a user deciding to stop his search (because satisfied of the results obtained)
after having examined either document A or Bi.

In presence of interference, pABi(x) = pA(x) + pBi(x) + IABi(x) leading to

argmax
x

(
pABi(x)

)
= argmax

x

(
pA(x) + pBi(x) + IABi(x)

)
= argmax

x

(
pBi(x) + IABi(x)

)
(4)

since pA(x) is constant among all the available screens. Allowing quantum in-
terference, the maximum pABi(x) is reached when the sum pBi(x) + IABi(x) is
maximal. The choice of the optimal screen among the possible screens with pairs
of slits (A, Bi), Bi ∈ B is not the same as in the classical case (the pair for which
pBi(x) is maximal) but depends upon pBi(x) and the interference between A and
Bi, IABi(x).

Deriving the Quantum PRP. The analogy suggests that the best choice for
the document to rank after A is not the one for which pBi(x) is maximal, i.e. the
probability of relevance is maximal among the possible candidates B. Optimal
rank would be produced when taking into account also the interference term.
The probability of a document Y inducing the user to stop his search because
his information need has been satisfied by the document is proportional to the
probability of relevance to the information need of the document itself: pY (x) ∝
P (R|Y, q). We define u(x) and u(x̄) as the utility of retrieving a document which
induces the user to stop his search and the utility of retrieving a document which
does not induce the user to stop his search, respectively. We can safely assume
u(x) > u(x̄), setting for convenience

(
u(x) − u(x̄)

)
= U . Then, the expected

utility in presence of interference can be written as:

U = pA(x)U + pY (x)U + IAY (x)U + u(x̄) (5)
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The maximum value of expected utility is reached for the configuration which
exhibits the maximum pY (x) + IAY (x), in fact argmax(U) = argmax

(
pY (x) +

IAY (x)
)
. When evaluating which is the optimal document to rank after A not

only probability pY (x) has to be taken into account, but also the probability
of interference between the two documents affects the expected utility. Thus if
dealing with quantum probabilities, document B should be ranked immediately
after A and before any other document C if and only if

u(x)pAB(x) + u(x̄)pAB(x̄) ≥ u(x)pAC(x) + u(x̄)pAC(x̄)

⇔ pB(x) + IAB ≥ pC(x) + IAC (6)

that is, B is the document belonging to B = Y \ {A} for which pB(x) + IAB is
maximal. The statement of the Quantum PRP follows:

The quantum probability ranking principle (QPRP): in order to maximize
the effectiveness of an IR system, document B should be ranked after
the set A of documents already ranked and before any other document
C in the list returned to the user who submitted the query if and only if
pB(x)+ IAB ≥ pC(x)+ IAC , where IAY is the sum of all the interference
terms associated to each pair of documents Y and X ∈ A.

Note that both the classical PRP and its quantum counterpart posit that the
document at the first position of the ranking is the one with highest probability
of relevance given the information need, since this is the document associated
with the highest expected utility.

4 Discussion

In the quantum version of the PRP, the interference probability has a major
role; but, what is its interpretation? We hypothesize that in IR interference
occurs in the ranking between documents (or representations of them) at the
relevance level. For example, [1] and [7] showed that the user is more likely to
be satisfied by documents addressing his information need in different aspects
than documents with the same content. Then, it might be sensible to model
documents expressing diverse information as having higher degree of interference
than documents that are similar. For the same reason, documents containing
novel information might highly interfere with documents ranked in previous
positions. Even contrary information might be captured by the interference term:
documents containing content contrary to the one presented at the previous rank
position might trigger a revision of user’s beliefs about the topic. In summary,
interference might model dependencies in documents’ relevance judgements: the
QPRP suggests that documents ranked until position n − 1 interfere with the
degree of relevance of the document ranked at position n. The classical PRP
does not take into account dependent relevance of documents. Conversely, due
to the presence of the interference term, the quantum ranking principle models
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dependent relevance and might be suited to address novelty/diversity in the
documents ranking.

In what ways does the QPRP differ from the PRP? Both the classic
PRP and its quantum counterpart posit that the document at the first position
of the ranking is the one with highest probability of relevance given the infor-
mation need, e.g. document A. The PRP ranks the documents that are left in
decreasing order of relevance, while the QPRP postulates interference has to be
taken into account. In the PRP the decision to rank a document in a particular
position is not determine by the documents retrieved at previous ranks but only
upon the relevance score assigned to other documents candidate to be ranked (i.e.
independent relevance). Conversely, the interference term in the QPRP depends
upon the documents ranked at previous positions. This means, the optimal order
of documents under the PRP is different to that of the QPRP, and such differ-
ence is influenced by the interference term. How does the interference term
influence ranking of documents? Consider Table 1. Assume pB(x) is greater
than pC(x); then the PRP ranks B before C. However, from Eq. 6 the quantum
PRP behaves in the same way (rank B before C) if and only if the difference
between the probabilities associated to the single documents (pB(x)− pC(x)) is
greater than the difference between their interference terms (IAC(x)− IAB(x)).
Conversely, if this is not the case (i.e. pB(x) − pC(x) < IAC(x) − IAB(x)), the
QPRP imposes to rank C before B. Then document C is promoted above B
because its interference with the document ranked at the previous position (A)
is so high that it fills the gap given by pB(x) + IAB(x) − pC(x). We interpret
then document C as a document carrying diverse and novel information related
to the query with respect to document A, while document B’s content is less
novel or possibly not novel at all with respect to document A. Moreover, when
B and C are equally probable to be relevant (pB(x) = pC(x)), the PRP ranks
first either one of them. However, in the same situation, the QPRP favors B
above C if and only if the probability of B interfering with A is greater than
the one of the pair (A, C). It is a matter of empirical investigation to determine
how many times the rankings provided by the classical PRP and by its quantum
counterpart differ.

What governs the interference term? Recall that the probability as-
sociated to the interference is given by IAB(x) = 2 |φA(x)| |φB(x)| cos θAB =
2
√

pA(x)pB(x) cos θAB, where θ is the difference of the phases of φA(x) and
φB(x). When cos θAB > 0, IAB(x) is called constructive interference; conversely,
destructive interference is obtained when cos θAB < 0. The behavior of the prob-
ability of the interference is governed by the phase θ.

How does interference behave by varying θ? The phase actively affects
the documents ranking. For example, when pB(x) = pC(x), document B would
be ranked above document C when cos θAB > cos θAC . In general, when pB(x) ≥
pC(x) the interference term is able to subvert the ordering suggested by the
classical PRP (i.e. “rank B above C”) if

pB(x) − pC(x)
2
√

pA(x)
<
√

pC(x) cos θAC −
√

pB(x) cos θAB (7)
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Table 1. When does B have to be ranked above C? A comparison between classical

PRP and its quantum counterpart (QPRP)

pB(x) > pC(x) pB(x) = pC(x)

PRP B before C either

QPRP
B before C iff B before C iff

pB(x) − pC(x) > IAC(x) − IAB(x) IAB(x) > IAC(x)

How is θ computed in IR? While pA(x), pB(x), etc., are estimated from
statistical feature of the document collection, the computation of the phase θ
is still an open question and will be subject of further investigation. However,
we suggest that θ could be approximated using the cosine similarity between
documents. In particular, θAB ≈ arccos(sim (A, B)) + π. Alternative strategies
might relate θ to the information gain or cross entropy between documents.

In summary, interference occurs between documents at relevance level. While
the classical version of the PRP does not provide optimal ranking in presence of
interference, the quantum PRP copes with this situation, promoting documents
that positively interfere at relevance level.

5 Conclusions

In this paper we exploit an analogy between the ranking problem in IR and the
double slit experiment. The analogy introduces the presence of quantum inter-
ference between events. Taking into account the probability of interference, a
new version of the Probability Ranking Principle, namely the Quantum PRP,
has been proposed. We showed that the quantum version of the principle is a
generalization of the classical PRP, and that it leads to optimal ranking solu-
tions in presence of interference. In particular, it has been proposed that the
interference term models the relationships between documents at the relevance
level. Then, the document independency assumption needed for the classical
PRP can be dropped in its quantum counterpart. In practice, the interference
term is governed by the phase θ. The estimation of the phase in an effective
way for IR is still an open issue; however, we have suggested possible avenues
of research. To the best of our knowledge, our approach is the only that mod-
els dependent relevance in a principled way. It is interesting to investigate if
other strategies which might violate the classical PRP, e.g. [1,7], uphold for
the QPRP.
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Abstract. In this article we present a model of human written text

based on statistical mechanics consideration. The empirical derivation

of the potential energy for the parts of the text and the calculation of

the thermodynamic parameters of the system, show that the “specific

heat” corresponds to the semantic classification of the words in the text,

separating keywords, function words and common words. This can give

advantages when the model is used in text searching mechanisms.

1 Introduction

The evolution of web search engines during the last decades made the statistical
analysis of text an intensively developing area. In the information retrieval (IR)
theory this analysis is applied with remarkable success [1]. The statistical con-
sideration can be explicitly oriented toward the solution of document retrieval
from large documents collections [2,3,4]. Another statistical consideration is cen-
tered on the Zipf law, but we do not consider this aspect of text statistics in the
present article.

The model we purpose consists of a text and a vocabulary. The whole text
is written in the same language. The vocabulary V is defined as all the words
contained in some huge collection of texts, written in that language. The dif-
ferent kind of words we analyze in the text are the specific terms or keywords,
that have higher occurrence in the text than in the common language and are
essential terms to explain the meaning of a particular text. For example “IR” is
a keyword in this article. The function words, which by themselves have little
lexical meaning but are essential for expressing the language structure. Basically
they express grammatical elements. A typical example of a function word in En-
glish are the words “the” and “and”. Finally, the third category consists of the
common words, which have the same frequency in wide range of texts in this
language and represent the common lexical elements.

We show that these categories of words can be effectively separated using the
thermodynamic parameters.
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2 The Model

Our model consists of a vocabulary of length Lv, a text of length Lt, and the
words in the text {w}, which are also present in the vocabulary. The correspond-
ing number of occurrences of the word w is nt(w) and nv(w) in the text and in the
vocabulary, respectively. In order for the text and the vocabulary to have equal
length, we introduce some standard text length L0 and normalize the number of
occurrence of w according to this length: Nt(w) = L0

nt(w)
Lt

, Nv(w) = L0
nv(w)

Lv
.

We introduce an order parameter m(w) that corresponds to the matching
between the occurrence of the word in the text and in the vocabulary. The
thermodynamic approach consists now in defining the energy of the interaction
E(w) = E(m(w), Nt(w), Nv(w), L0) between the vocabulary and the text, ex-
pressed in terms of the order parameter m(w), which will be defined rigorously
further. We are looking for energy that has its minimum if the frequency distri-
bution of the word in the text and in the language coincide.

As a first approximation, in this paper, we assume that the words are inde-
pendent, e.g. that there is no interaction between different words. As we will see
further, even this approximation our method captures pretty well the function
words and keywords.

According to our model, the probability P (m) of the state with value of the
order parameter equal to m is [6]: P (m) ∝ G(m, Nt) exp(−βE(m, Nt, Nv, L0)),
where E(m, Nt, Nv, L0) is the energy of that state. G(m, Nt) is the number of
degenerations (combinatorial factor) of the states and β is the inverse tempera-
ture β ≡ 1/T . The number of degenerations is just the number of ways we can
select m words out of a set of Nt words, e.g. G(m, Nt) =

(
Nt

m

)
. Note that this

number is strictly zero if m > Nt.

3 Frequency of a Single Word

Let us consider the frequency of occurrence x of a single word w in a text with
length L. We suppose that L is large enough in order to have x 1. The question
is, what is the probability distribution of x ?

The usual hypothesis is that the distribution is binomial or a mixture of binomi-
als that corresponds to some urn process [5]. More sophisticated models suppose
that the distribution is a mixture of binomial (when the word is not used as a key-
word) plus a flat distribution (when the word is used as a keyword) [7].

However, the answer of what the distribution of x is can be given only by
empirical argument investigating a large repository of texts. We have found that
the distribution is far from binomial. As an illustration, in Fig. 1(left) we give the
frequency distribution of the word “the” in the Gutenberg collection [8] of texts,
with L = 10000. This word is practically impossible to be used as a keyword
and therefore one can assume that the distribution would be simply binomial.
It is clear that the distribution is not binomial; it is highly skewed and far away
from the binomial distribution with that frequency [9]. Moreover, in the case of
the word ”the”, when L = 10000, the distribution has a mean n = 628 and the



Written Texts as Statistical Mechanical Problem 243

0 500 1000 1500
Occurencies in 10000 words

0

100

200
Fr

eq
ue

nc
y 

(N
=

69
03

0)
Experiment
Gauss
Gamma
Binomial

0 500 1000 1500
0

400

800

1200

0 100 200

Occurencies in 10
6
 words

0

50

100

150

Fr
eq

ue
nc

y

Data GC
Gamma distr.

Fig. 1. (Color online) Left: Frequency distribution of the word “the” in 10 000 consec-

utive words of the corpus with different fits. Right: Frequency distribution of “house”

in 100 000 consecutive words of the corpus with Gamma fit.

standard deviation is σ = 128, so σ2/n  1 and the distribution cannot even
theoretically be a binomial one. The same is also true in the case of other words,
for example ”house” Fig. 1(right) with L = 100000.

We have also done an extensive analysis by using the British National Corpus
[10], a set of about 19000 English texts chosen from the Gutenberg collection and
Chinese corpus with some 108 words. We divided the text into segments with
sufficient length L in order to have Lx̄  1, where we denote with x̄ the mean
of x. By analyzing these text repositories we have found that the distribution of
x is close to the gamma distribution:

P (x; a, b) = xa−1bae−bx/Γ (a), (1)

where a and b are the parameters of the distribution. In all cases where x̄  1
we have found that the gamma distribution describes the data better (P > 0.6)
than the binomial one (P < 0.3).

In order to build a thermodynamic theory we need the asymptotic behavior
of the Gamma distribution on a large text database. To achieve this we replicate
the text s times and consider the limit
lims→∞[log P (sx; w; sa, b)]/s = a− bx− a log a + a logx + a log b. Using that the
mean of x is x̄ = a/b, we obtain the following expression Ep(x; w) = − logP (x) =
bx̄
[

x
x̄ − 1− log

(
x
x̄

)]
for the asymptotic behavior of log P (x). Here Ep can be

regarded as a potential energy of the word w in the language. The logarithmic
term corresponds to the entopic part of the energy, while the linear one accounts
for the excess of words of a given type in the text.

4 The Free Energy

In the following we will use the statistical mechanics approach by defining the
corresponding partition function for the problem. From general considerations,
the partition function is given by the following expression Z =

∑
s exp(−βEs),

where by s we label the states that the system occupies and Es is the energy of
the system corresponding to these states.
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In our case, the partition function is:

Z(w, β) =
Nt∑

m=1

exp(−βEtot(m, Nt)). (2)

Here

Etot(m, Nt) = − 1
β

log
(

Nt

m

)
+ Nvb

[
m

Nv
− 1− log

(
m

Nv

)]
(3)

is the total energy corresponding to some word w and we have included the
degeneration factor inside the exponent. The full energy of the text is a sum
over all the words of the text.

The equation for the order parameter m can be obtained by using the saddle-
point method dF

dm = 0, [11] that gives us the final expression for the order pa-
rameter m: m = Nt

bβNv/Nt

bβNv/Nt+W (bβNv/Nt ebβ−bβNv/Nt)
, where W (.) is the Lambert

W-function.
Further, we consider the rest of the thermodynamic quantities: the entropy S

for a single word, S ≡ −∂F
∂T and the “specific heat” CV = −T

(
∂2F
∂T 2

)
V

.

In the context of the statistical model of texts, the last quantity can be in-
terpreted in the following way: if CV is high for a given word, then replacing
this word by another one, or omitting it, will introduce a relatively large dis-
tortion in the text meaning, leading to a significant change of the total energy.
On the other hand, replacing a word with negligible CV will have no significant
consequence on the text.

5 Numerical Experiments

To check the above results experimentally on real texts, we used several corpora
of texts. First, we used the British National Corpus(BNC), as a standard and
equilibrated corpus of English texts with some 108 words. Second, we used a
collection of about 19000 English texts of the Gutenberg collection (GC) with
size 5.107 words. To check specific domains we used single articles, as well as a
collection of 500 articles from the non-linear physics archive (NL) offered by the
arXiv repository http://arxiv.org.

Fig. 2 shows a typical behavior of CV for keywords, for function words and for
common words. As the function words have much higher frequency of occurrence,
one can expect that they will have a predominant role in the specific heat.
However, this is not observed. The specific heat of the keywords in a text
is much higher than that corresponding to the function words. Even smaller
specific heat is carried by the common words. These results can be interpreted
as an indication that the most vulnerable speech parts are the common words,
and the most resistant ones are the keywords.

Considering all the words with their respective parameters x̄ and b, we can
numerically calculate the free energy F , the entropy S and the specific heat CV

for the whole text. The result for CV is shown in Fig. 3.



Written Texts as Statistical Mechanical Problem 245

0 0.1 0.2 0.3 0.4 0.5
T

0

5

10

15

20
C

V

topology
the
are
topological

0 0.1 0.2 0.3 0.4 0.5
T

0

0.2

0.4

0.6

0.8

1

C
V

are
important

Fig. 2. CV for different words of one and the same text. The upper two curves of the
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right panel the curve of “are” is zoomed in order to represent also the typical common

word “important”.
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Fig. 3. (Color online) Experimentally measured CV on a single text. The part of the

CV corresponding to the common words is very small to be shown in this scale.

What is observed experimentally (Fig. 3) is the lack of a well-pronounces
maxima of CV for the function words, less expressed maxima for the common
words and well pronounced maxima for the keywords. The function words ex-
press the structure of the language, e.g. represent its grammatical structure. The
keywords, on the other hand, are expressions of the semantic and the pragmatic
structure of the text. The typical error in CV measurement is less than 0.01 and
we can see from the figure that we can separate the three classes of words at
T = 0.07 using CV .

6 Comparison with TREC Results

In order to compare our model with other models from the Information Retrieval
area, we use the most popular IR collection for the purpose — the text retrieval
conference (TREC) texts collection [12] in its tenth edition (WT10g collection).
The goal of the TREC contest consists in finding out the texts relevant to answer
some query. There are several hundred thousand texts with very different lengths
and styles. We use the title, usually of less than 10 words, as a query.
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We would like to note that our model in its present form is adapted well to
large texts, with length of several thousands of words and not to the texts of
the TREC collection, where documents with length 10 to 100 words are not an
exception.

Following the standard IR approach [2], we introduce a query and score the
results for each word of the query. For this aim, we need first a document collec-
tions specific term, which characterizes the document collection as a whole, and
second, a document specific term, which characterizes the document, where the
word is present. The first term can be extracted only having in mind the specific
collection of texts. This document collection specific term is normally accepted
to be the Inverse Document Frequency (IDF) [3,4] term:

IDF (wi) = log
M − n(wi) + 0.5

n(wi) + 0.5
, (4)

where M is the number of documents in the collection and n(wi) is the number
of documents, where the word wi is present.

In our model we compare the text with the language as a whole, considering
the corpus as representative for the language and do not distinguish between
the individual documents in it. Therefore we need some approximation of the
term above. Assuming Poisson distribution of the texts’ lengths in the collection
with a mean length λ and uniform words occurrence in the whole collection, we
approximate the IDF term with its expectation value F1(wi):

F1(wi) ≡ log(λe/Nv). (5)

Here Nv is supposed to be normalized to one word (L0 = 1).
One of the best known and best-scoring functions employed in the IR is the so

called BM25[2,3] score with a document specific factor1 equal to: (K1 + 1)Nt/
(Nt + K1b + K1(1 − b)Lt/λ). In this expression, the length of the text Lt is
explicitly accounted. In the present version of our model, we effectively ignore
any document-length effect, rescaling the document to the size of the vocabulary.
Therefore, the fair comparison should suppose that all documents have one and
the same length, fixing Lt to the value of λ. Effectively this gives BM15 [4].

Summarizing, the score formulas we use for the comparison are IR based:

SBM25 =
∑

i

IDF (wi)
2.25Nt(wi)

Nt(wi) + 0.5 + 0.75Lt/λ
, (6)

SBM15 =
∑

i

IDF (wi)
2.25Nt(wi)

Nt(wi) + 1.25
,

and thermodynamically based:

Sm =
∑

i

F1(wi)(1−m(wi)/Nt(wi)) (7)

1 We suppose that we have no a-priori information about the query. The parameters

we use are: b = 0.6, K1 = 1.25.
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Table 1. Comparison between the different score functions: Sm, SCV and the mix

between them. The score function SBM25 is the BM25 criteria (see the text) and SBM15

is BM25 without accounting for the length of the text. Our method gives slightly better

results than BM15.

Criterion MAP ircl(0) ircl(0.1) P@5 P@10 P@100

SBM25 0.1446 0.5456 0.3670 0.336 0.280 0.134

SBM15 0.0955 0.3884 0.2261 0.192 0.172 0.105

Sm 0.1002 0.3959 0.2318 0.184 0.170 0.100

SCV 0.1076 0.3338 0.2203 0.176 0.158 0.095

Sm and SCV 0.1094 0.4092 0.2397 0.188 0.186 0.105

and
SCV =

∑
i

F1(wi)(CV (wi)/Nt(wi)), (8)

where the words wi are the words of the query. The score function Sm uses
document specific term 1−m/Nt and finally the score function SCV uses CV /Nt.
As performance measure we use the criteria adopted by the TREC Conference
[12].

In Fig.4 we represent the Mean Average Precision (MAP) criteria for the three
cases: 1−m/Nv, CV and BM15 as a function of the temperature. The peak value
of the MAP occurs at the same temperature as the maxima for the keywords.

The comparison of the methods is given in Table 1. The comparison classifies
it marginally better compared to BM15. From the table, one can see that the
thermodynamic approach is rather good for the analysis of texts, compared to
the best of the IR methods.

7 Conclusion

In the present article we propose a statistical physics approach for the analysis
of human written text. By introducing the concept of energy of interaction be-
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tween the text and the corpus (the language), and taking into consideration a
realistic distribution of the words inside a given large text corpus, we derive the
thermodynamic parameters that describe the system.

The behavior of the specific heat of the system is different for the different
kinds of words (keywords, function words and common words). It is universal
and independent for the selected text and can be used for tasks when we ought
to separate different kinds of classes of words.

We compared the thermodinamical model with one of the best IR approaches
that use the same “bag of words” approximation for the text. Regarding the IR
performance our results are very competitive.

In our opinion the thermodynamic consideration can have an advantage be-
cause it is based on energy, which is additive quantity and it is relatively easy
to amplify the model with interactions between the text’s parts corresponding
to the grammar and the semantic.
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Abstract. Personalisation can have a significant impact on the way in-

formation is disseminated on the web today. Information Filtering can

be a significant ingredient towards a personalised web. Collaborative Fil-

tering is already being applied successfully for generating personalised

recommendations of music tracks, books, movies and more. The same

is not true for Content-Based Filtering. In this paper, we identify some

possible reasons for the notable absence of a broad range of personalised

information delivery and dissemination services on the web today. We

advocate that a more holistic approach to user profiling is required and

we discuss the series of still open, challenging research issues raised.

1 Introduction

The World Wide Web is becoming a network of transmitters and receivers of
information. With the advent of technologies as simple as Really Simple Syndi-
cation (RSS), anyone can broadcast ideas, thoughts, comments, video clips and
more, potentially to millions of individuals. In the context of Web 2.0, with social
networking and the general culture of participation, the horizontal, peer-to-peer
dissemination and exchange of information, brings about a radical alternative to
traditional broadcasting models, which can unleash far reaching social change.
But when there are millions of information transmitters/receivers, issues of sus-
tainability arise. It is just impossible to keep up with the gigabytes of information
that can be delivered to one’s PC, mobile phone, or other networked device, or to
guard effectively against spam, or unwanted communication. On the other hand,
individual publishers have no way to ensure that an idea or opinion, once broad-
casted, will reach the right audience. Personalised information filtering could
alleviate this dual problem.

Information Filtering (IF) is a mature research domain. A distinction is usu-
ally made between Content-Based Filtering (CBF) and Collaborative Filtering
(CF). Both types of IF aim for personalised information delivery, but do not
share the same level of success. CF has been successfully applied to generate
personalised radio stations (Last.fm) and to recommend books (Amazon.com),
or movies (Netflix.com). In contrast, we are not aware of any broadly adopted,

L. Azzopardi et al. (Eds.): ICTIR 2009, LNCS 5766, pp. 249–256, 2009.
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personalised information delivery service based on CBF that is publicly available
on the Web today. This absence is puzzling.

So what happened to CBF? In this paper we attempt to elucidate this in-
teresting research issue. We start with a clear definition of personalised IF, in
the context of current web trends and technologies, and we specify its require-
ments. These provide a framework for a qualitative analysis of the approaches
that shaped research in CBF, rather than a comprehensive review of existing
models and algorithms. We advocate that personalised IF is a complex, dy-
namic and user-dependent problem, with its own particular characteristics and
requirements, that still remains unresolved. It opens new research challenges and
attracts novel approaches. Successful personalisation of information dissemina-
tion could have a fundamental impact on the Web and beyond. It is a research
direction worth pursuing.

2 The Problem and Its Requirements

Although the problem of information overload has intensified through web devel-
opments such as Usenet newsgroups, Forums, Mailing Lists and RSS feeds, re-
search interest in CBF has declined recently1. Social Networking and the Web 2.0
culture of participation, are causing an explosion in user generated content, which
is no longer just textual. Audiovisual content is increasing rapidly. In parallel, with
popular annotation techniques, such as tagging, the amount of metadata has also
grown. In this landscape, personalisation could enhance significantly the horizonal
dissemination of information taking place on the web today.

CBF, and IF in general, can play an important role in personalising the web,
but this requires a new holistic approach towards user profiling that takes into
account the current state of the web: a user profile should no longer be a filter
blocking unwanted information, but be seen as a personalised interface between
any individual and the web. In general, a user profile can be defined as a com-
putational model that can continuously and effectively evaluate the relevance of
any information item, or source, to the interests/needs/context of a particular
user (or group). This implies personalised IF that is media-independent, multi-
modal, scalable, dynamic and viable. We argue that existing approaches to IF
cannot easily cope with the above requirements of user profiling, mainly due to
a restricted view of IF as a specialisation of other domains, which has lead to
simplifying assumptions. The problem has been adapted to the existing solutions
rather than the other way around. As a result many challenging research issues
have remained unaddressed in IF.

3 The Profile and the Query

Since the seminal paper “Information Filtering and Information Retrieval: Two
Sides of the Same Coin?” by Belkin and Croft [3], it has become a common

1 This is highlighted by the removal of the TREC Filtering track since 2001.
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belief that “there is little difference between the two [IR and IF] at an abstract
level” and that “most of the issues which appear at first to be unique to infor-
mation filtering, are really specialisations of IR problems”. This belief made the
Vector Space Model a popular choice for IF, representing both the documents
and the profile as (weighted) keyword vectors on a common n-dimensional space
(e.g., [1,15]). The profile was treated as a persistent query, representing “infor-
mation needs which are relatively stable over relatively long periods of time”,
that the user had to construct and subsequently refine [3].

However, unlike a query, the user profile neither has to be, nor should it be
user specified. A query is a temporary representation “destroyed” at the end
of an information seeking episode, whereas, a user profile is a long term con-
struct that can be generated, maintained and improved automatically. This is a
significant distinguishing characteristic with important consequences. The user
profile should not contain just words, but a multitude of features extracted from
information items. These may include “silent” features that a user would not
think of adding to a query. Profile features are not user specified and do not
need to make sense to the user. They can be any comparable entity that can
be extracted from and matched against information items. Lower level features
extracted from a variety of media, can be as informative as higher level ones.
Unlike a user generated query, an automatically constructed profile may incor-
porate all the necessary features for evaluating the relevance of music tracks,
video clips and more. Furthermore, a user profile can store more information
about the users interests/needs/context than a query can carry and thus can
be more specific. For instance, it can take into account statistical dependencies
between terms in text, but research in IF tends to ignore them [10].

There are other problems with aligning profiles with queries. A query is a short
description of a specific information need, but a users long term interests cannot
be similarly focused. A user may be interested in a diverse set of subject areas
(or topics). A (weighted) keyword vector cannot effectively represent more than
a single topic of interest, because it ignores the context of words (or of features
in general): any possible combination of words in a keyword vector is equally
represented2. To capture the whole range of user interests, a profiles keyword
vector would have to incorporate a large number of words (features). However,
in this model, the number of possible word combinations increases exponentially
with each addition and the profile becomes ambiguous. This may explain why
research in IF tends to break up the problem into a separate keyword vector for
each topic of interest to the user (see for instance [1,15]). The approach assumes
that topics of interest can be easily identified and distinguished, but as we will
further discuss in section 5, this is an unrealistic simplification.

Importantly, unlike a query, a user profile does not retrieve information items,
but evaluates them, so in IF the bulk of computation can be moved from the
index to the profile. Documents do not have to be represented as a “bag of
words”: the user profile can be given access to each actual information item,

2 Note also, that although indexing can take the order of words in text into account,

a weight keyword vector cannot.
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its content and the associated metadata. A user profile can assign one, or more
scores to an information item, or even to portions of it, which can be used for
ranking along various (user sensitive) relevance dimensions, related to content,
context, community impact, timeliness etc., and also, to guide the user to the
most interesting parts of an information item, or to highlight the most relevant
hyperlinks.

Overall, a user profile can be a computational entity with a much broader
scope than a query. Such a holistic profile could incorporate a large number of
features of different types, represent the complete range of evolving user interests,
perform a variety of evaluation functions on information items of any media, and
support a series of personalisation services. So far, this broad view of IF has been
missing.

4 The Profile, the Classifier and the Recommender

Some work treats IF as a specialisation of Text Classification (TC). A separate
classifier is built for each topic of interest to the user and is used to assess
the relevance of documents, or to calculate the probability that a document
belongs to a specific topic [7]. Non-linear Neural Networks have been deployed for
building multi-topic classifiers [14], but they assume that the topics of interest are
predefined and fixed. Again, this assumption is counterintuitive for IF because
the users interests are fluid, multi-faceted, interwoven and not easily mapped to
concrete subject areas. So, unlike multi-class categorisation, it is not necessary,
perhaps even impractical, for an information filter to be able to pin down the
topic (or topics) that information items belong to. For IF, their essential property
is their relevance to the users interests (and/or context).

TC typically works from a predefined set of subject categories (topics), each
associated with a large collection of documents preclassified by human experts.
Machine learning algorithms then train a classifier for each topic category from
its document set. Once built, a classifier specialises to its topic and usually
remains unaltered over time. In contrast, in IF it is safer to assume that there are
no initial feedback (training) documents. The IF system should be able to start
from an empty profile that learns continuously thereafter, from the interaction
between user and system. Hence, machine learning algorithms, such as Support
Vector Machines (SVMs) [5] that require a large training collection, or lack an
inherent online mode of operation, are probably unsuited to the task.

CF works from a matrix of user ratings assigned to information item
(e.g., movies, music tracks, or books). CF suffers from some known problems,
especially when this user-item matrix is sparse and correlations between users
(or between items) cannot be estimated with confidence [2]. The “ramp up”
problem refers to the difficulty in making recommendations to a user who has
rated a small number of items, or to the difficulty in recommending an item
which has not yet received enough ratings [6]. Consequently, CF cannot scale up
easily to dynamic domains like news publishing, involving many and regularly
updated information items. In this latter case, the dominant current approach
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is to identify popular news stories on the web by voting3, rather than issueing
recommendations.

Researchers in CF have attempted to alleviate these problems through a hy-
bridisation of CF and CBF, which does not require rated information items, or
a community of users with overlapping interests. Hybrid IF uses both content-
based and collaborative profiles, combining them appropriately when estimating
recommendations, or exploiting content-based features when calculating corre-
lations between users (or between items) [4]. One alternative approach to hybrid
IF still remains unexplored. Hybridisation could be achieved by incorporating so-
cial features in a content-based profile. Where a feedback document has received
rating from users in a community, these could be incorporated in the profile, in
the same way as textual features. This natural hybridisation of content-based
and collaborative filtering overcomes the earlier problems, and combines the
strengths of each individual approach. Such a hybrid profile could adaptively
evaluate and recommend information items to a user, based on both content
and social features. To our knowledge, adaptation to interest changes has been
generally ignored in CF research.

5 The Complexity and the Dynamics

The most challenging aspect of IF is its dynamic nature. Both the users in-
terests and the topicality of received information, change over time. The user
profile must track the user’s interests over time, to maintain a satisfactory level
of performance. Dissatisfied users will abandon the system and further profile
adaptation will cease. This means that in IF, unlike IR and TC, the systems
ability to maintain performance over time is probably as important as filtering
accuracy. In other words, we should be less concerned about improving filtering
accuracy by some small percentage and more about maintaining a satisfactory
performance level indefinitely. This is a complex and dynamic problem that has
not been tackled comprehensively so far4.

Learning Algorithms (such as Rocchio Algorithm, or variations [11]) have
proved a popular choice for tackling profile adaptation, typically by improving
a profile representing a single, predefined topic, over time. Learning coefficients
define the effect that each feedback document (positive or negative) has on the
profile. In Reinforcement Learning, the coefficient values are reduced as the
number of processed feedback documents increases, so that what has already
been learned about the topic of interest is maintained [12]. Other work combined
short-term and long term profiles and used different learning parameters for each
of them [15]. In all cases, system parameters define how the profile adapts and
may have to be fine tuned. For example in [11], the authors run multiple instances

3 See for instance digg.com or reddit.com
4 The use of a research terminology referring to topics should probably be avoided: it

is a very subtle concept in the case of IF, and the key point is whether the user profile

is able to capture continuous shifts, from (implicit or explicit) feedback, within the

stream(s) of information items that the system is monitoring.

digg.com
reddit.com
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of Rocchios algorithm in parallel, and choose the best values for the coefficients
in an online fashion. It has been argued [13], that learning algorithms cannot
deal effectively with radical interest changes. This is probably justified because
these algorithms have been devised with the problem of optimising a single-
topic representation in mind and they typically lack an inherent mechanism for
introducing a new area of interest in the profile, or for removing a waning one.

In contrast, biologically inspired solutions propose an inherently dynamic so-
lution to profile adaptation. Organisms constantly have to adapt to, and learn
from, a dynamically changing environment. Genetic Algorithms (GAs) have been
applied for adapting a population of profiles to interest changes. According to [8]
however, GAs suffer when applied to IF, because they tend to converge on a single
optimum (topic of interest), gradually loosing population diversity. The emerg-
ing field of Artificial Immune Systems proposes another biologically-inspired
solution. The immune system needs to distinguish between cells that belong
to the host organism and external bacteria, or viruses and offers a computa-
tional metaphor for building user profiles that can distinguish between relevant
and non-relevant information. This analogy is already being explored with some
promising first results5. In general however, biologically inspired approaches have
not received much attention from researchers in IF. It is characteristic that, to
our knowledge, none of the participants of TRECs adaptive filtering track have
adopted such an approach. Fully addressing profile adaptation in all its complex-
ity lies on the critical path towards successful personalised IF. Much more effort
should be put in dealing with the complex and dynamic nature of the problem.

6 The User and the Profile

Maintaining the users interest in the system is critical to viable IF, and inter-
faces have a role to play. There is no body of work around this aspect of IF
(unlike IR or browsing). For instance, is a single ranked list of information items
an appropriate way to present filtering results? On the one hand, a ranked list
leaves it to the user to decide when to stop looking down the list. Furthermore,
to deal with RSS feeds, a user profile has to cope with batches of the most re-
cently published documents in each feed. On the other hand, how can a single list
highlight items on multiple topics of interest and what happens when informa-
tion items about topics have different publishing rates? Interface design should
allow a user to manage and monitor multiple information sources, publish to
multiple recipients and trigger/capture implicit and explicit feedback. Interfaces
may counteract the tendency of some IF approaches to overspecialise on topics
the user has already viewed, by encouraging feedback to external information
items not presented by the IF system itself. In this way, a user can guide the
profile towards new areas of interest. Finally, there is the question whether IF
is suitably treated as a stand-alone application, or whether there is merit in
integrating personalised IF with other existing web applications for information
dissemination and exchange, with the user profiles running in the background.
5 For a comprehensive review of Evolutionary and Immune Inspired IF see [9].
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7 The Real and the Virtual

The most common approach to the evaluation of IF systems is to perform simu-
lated experiments, based on a document collection, which has been pre-classified
according to a number of topic categories. The well established TREC6 has
standardised methodologies for performing such simulated experiments. TREC’s
Adaptive IF track evaluates the ability of a user profile representing a single topic
to adapt to variations, over time, in the content of documents that have been
assigned to this topic. It does not simulate the variety of changes that can oc-
cur to a user’s interests. There are still no standard evaluation methodologies
that encompass the full complexity and dynamics of profile adaptation, in a fair
and undisputed way. Simulated experiments should test the ability of profiles to
maintain an accurate representation of the user’s multiple interests over time,
and do so effectively, but also efficiently. If an IF system is not fast enough
then it is bound to dissatisfy the user. Simulated experiments are an important
research tool, but the ultimate criterion of success for a personalised IF sys-
tem is its adoption by real web users. To tackle the problem of personalised IF
comprehensively, we should start testing our systems in real world situations.

8 The Future of IF

Web personalisation will have a radical impact in the way information is dissem-
inated and consumed. We believe that IF and user profiling in particular, has an
important role to play in personalising the web. However, unlike CF, which has
been successfully applied for personalised recommendations, CBF has not pro-
duced similar success stories. In this paper, we have tried to identify some of the
reasons for this lack of development. We conclude that there is still much room
for innovation in IF, but it requires a fresh attitude towards user profiling and
a reformulation of the research agenda associated with it. In summary, research
in IF should concentrate on:

– developing user profiling models that are media independent and can incor-
porate any features, or metadata, that can be extracted from, or have been
assigned to, information items.

– developing dimensionality-resistant user profiling models that can incorpo-
rate a large number of features, but can also scale up to a large number of
individual users.

– developing algorithms for adapting user profiles to the continuous changes
in user interests, so that profiles can maintain their viability.

– expanding the scope of user profiling to a variety of personalised information
dissemination services.

– designing appropriate user interfaces for personalised web systems.
– designing appropriate experimental methodologies that reflet the complexity

and dynamics of the problem.
– developing working prototypes that are used and evaluated in real situations.

6 http://trec.nist.gov/
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Web personalisation will change the media landscape, have a fundamental
societal impact, and enhance collaboration, creativity and collective actions.
It has the potential to boost collective intelligence. This is a prospect worth
pursuing and the science of IF has still a lot to offer towards this end.
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Abstract. Amismatchbetweendifferent event spaceshasbeenused toar-

gue against rank equivalence of classic probabilistic models of information

retrieval and language models. We question the effectiveness of this strat-

egy and we argue that a convincing solution should be sought in a correct

procedure to design adequate priors for probabilistic reasoning. Acknowl-

edging our solution of the event space issue invites to rethink the relation

between probabilistic models, statistics and logic in the context of IR.

1 Introduction

Information Retrieval (IR) can be distinguished from other Information Access
(IA) classes of techniques, like that to which deterministic database access belongs,
by being mainly concerned with uncertain knowledge, at least when assuming a
notion of relevance of documents with respect to the subjective and unpredictable
opinion of that particular human agent that is supposed to have issued the query.
Acknowledging the presence of uncertainty leads naturally to probabilistic mod-
els as the chief mathematical description of uncertain information about reality.
Probability theory is the framework within which we can make precise statements
about imprecise features of the world, or, in slightly different terms, about fea-
tures that admit multiple precisifications. As long as the human user is considered
to provide the ultimate metric of success in information retrieval, alternative ap-
proaches differ mainly in how they represent uncertainty. These representations
do not stand apart because they question the validity of probability theory, but
in their usage of the theory. In a formally correct model there will be one or more
stochastic variables representing the uncertain link between the output of the re-
trieval system and the end user’s satisfaction. However, given the knowledge of the
parameters and of the structure of two or more models that differ in non trivial
features of their design or in important presuppositions, comparing the alternative
representations can be a very difficult task.

Lafferty and Zhai [1, pp. 1-10] introduce a probabilistic framework that allows
to compare both the ranking and the assumptions of two well known retrieval
models, the RSJ (Robertson-Sparck Jones) [4] model and the more recent lan-
guage models [3]. They show that, at least in this particular case, the probabilis-
tic semantics, that is the general rules of modeling uncertainty, are acknowledged
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in both approaches. They differ, however, in how they apply those rules: they
factorise the same probabilities in two different ways and they may also possibly
estimate the model’s components with varying techniques.

Robertson [6] warns against the risk of calculating rank equivalence, or any
other relationship between two or more probabilistic models, without consider-
ing the event spaces, that is the set of the real world objects, which we suppose
our probabilistic model is about and upon which probabilities ought to be cal-
culated. The mistaken assessment of event spaces can easily generate paradoxes
and theory seems to support two mutually exclusive models of reality. Luk [5]
acknowledges that, not the rules of probability itself are to blame, but the ac-
curacy of their application to a particular problem, giving more emphasis to
another link to the world, which the probabilistic model claims to represent:
the estimation of the probabilities by means of a set of statistical components.
Luk seems also to endorse a hierarchy of a statistical components model that
provides the empirical content to an upper-level probabilistic model. While in
Robertson the model’s interface is lumped in the event space, Luk expands it
into a separate model.

In this paper we argue that the paradox, the existence of which both Robert-
son and Luk agree on, albeit they propose different ways to circumvent it, is
equivalent to the same marginalisation paradox that is known to the general
public as the Monty Hall paradox [2]. The accepted solution to this paradox,
however, cannot be expressed at the level of the probabilistic model considered
by Robertson, nor by additionally considering the computational level as Luk
does, but only by adding a logical level on top of the probabilistic one. Acknowl-
edging our solution of the event space issue invites then to rethink the relation
between probabilistic models, statistics and logic in the context of IR.

2 Event Spaces and Probabilistic Models

Arguing against the rank equivalence put forward by Lafferty and Zhai in [1, pp.
1-10], Robertson sets out to explain why a mixture of different event spaces could
be problematic by introducing an analogous setup that is easier to understand.
While an event space is often loosely defined as the set of the possible results
of an experiment, the analysis brought forth by Robertson in [6] shows a more
precise and at the same time more profound significance of this notion, albeit
stated rather implicitly. This alternative definition of event spaces arises from
an attempt to determine the conditions of applicability of the marginalisation
equation, which allows the distribution of a variable Y to be calculated from
the knowledge of the distribution of another variable X and the conditional
probability of Y given X , as P (Y ) =

∑
X P (X)P (Y |X). It is just because event

spaces are linked to this fundamental relation of probability theory that this
concept receives a more rigorous specification. At the same time we will see that
constraining the physical objects, which the probabilistic model is about, to the
domain of the marginalisation equation amounts to the reduction of the power
of probabilistic reasoning; this is the limitation that Luk in [5] tries to remove.
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For both authors, however, the event space becomes an ontological notion as the
interface between an abstract description of the world and its extension.

2.1 Robertson’s Argument

The first claim in [6] is that even models for simple situations, where estimation
seems to become a straightforward process, can generate paradoxical cases in
which the marginalisation equation does not yield the expected results. One
example is about a very simple universe made of only two stars and three planets,
where some of the stars s have a magnetic field (xs1 = 1, xs2 = 0) and some
of the planets t that orbit around the stars also do (yt11 = 1, yt12 = yt21 = 0):
the problem is to calculate the probability P (Y = 1) to find a planet with a
magnetic field. In this situation we presume to be able to calculate the probability
P (Y ) to find a planet which has a magnetic field by marginalisation on the
probabilities P (X) of a star to have a magnetic field, provided that we know the
marginal probabilities P (Y |X). However, when we compare the result obtained
by marginalisation with that calculated by simply counting the occurrences of
a planet with a magnetic field and dividing by the total number of planets, we
obtain two different results.

This mismatch, so goes Robertson’s argument, is clearly paradoxical. The
cause relies on a lack of expressive power in the notation used to express the
marginalisation equation: we are unable to specify the objects in the real world
to which the different probabilities apply. The distribution P (X) applies to the
event space S of stars, the conditional distribution P (Y |X) applies to the event
space T of planets, while we need information about the full event space given
by the cross-product ST .

Robertson applies this result to the claim by Lafferty and Zhai [1, pp. 1-10]
that classic probabilistic approaches like the RSJ model in [4] are equivalent at
the level of the probabilistic model to the language modeling approach, although
they may differ at the lower level of their statistical components, that is in how the
probabilities are estimated. According to Lafferty and Zhai these two approaches
correspond to two different factorisations in the marginalisation equation; the RSJ
model results from the factorisation P (D, Q|R) = P (D|Q,R)P (Q|R) and the lan-
guage modeling approach from the factorisation P (D, Q|R) = P (Q|D,R)P (D|R),
where Q, D and R are the stochastic variables associated to the set of queries, to
that of documents and to relevance, respectively.

Now consider that queries and documents play the role of stars and planets
in the metaphor. Relevance is mapped onto both variables X and Y in the
following way: relevance corresponds to the magnetic field and the division of
labour between the two variables is related to the two approaches to IR that
have been reviewed in [1, pp. 1-10]. The case of considering relevant queries that
generate documents, that is the RSJ model, corresponds to stars with a magnetic
field and it is accounted for by the X variable; the same applies for the language
model, the planets and the Y variable.

In order for two probabilistic models to avoid the marginalisation paradox,
the event spaces upon which the probabilities ought to be calculated should be
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the same; adapting the stars and planets example to the particular case of IR
leads to the conclusion that the correct event space should be the most general
QD obtained as the cross-product of the event spaces of queries and documents.
Therefore, and this is Robertson’s main claim, since Lafferty and Zhai do not
apply the marginalisation equation to the full event space they may be easy pray
of the marginalisation paradox.

The mismatch between event spaces appears to be a perfectly natural expla-
nation for the lack of consistency between the results of applying marginalisation
and those of direct frequency counting. In this particular case, however, the con-
cept of event space is not derived from the applicability requirements of the
marginalisation equation. Rather, less complete event spaces (e.g. T + referred
to in [6]) are identified after applying marginalisation in those cases where a
paradoxical answer is claimed to be obtained. Event spaces are brought into
life with the explicit purpose of resolving the marginalisation paradox and they
are simply singled out by their being characteristic of two faulty applications of
the marginalisation equation. Every time we find a minimum set of probability
functions that, once employed in the marginalisation equation, let the results
disagree with a frequentist interpretation of the same probabilities, we assign
two different labels to the sets and we call the labels ‘Event Space’.

2.2 Luk’s Argument

Luk [5] understands the importance of the issue raised by Robertson, and he
identifies the source of the problem mainly in the uniform probability assump-
tion, which he considers not to bear any logical significance. The core issue is
still how the probabilities that appear in the probabilistic model are coupled
to worldly objects, but he shows to maintain that this link can be mapped, in
addition to the event spaces, also onto the probability distributions: instead of
letting the event space proliferate, we may as well keep the event space fixed
and allow for multiple distributions. Luk shows that, in some configuration of
distribution, the marginalisation paradox can be beaten and in this case rank
equivalence holds, at least in a weak sense.

Luk’s perspective specifies the distinction between the structural information
carried by the event spaces, which can be graphically represented by the nodes
of a tree structure and the information, which can be gathered about that struc-
ture and that is stored in the form of labels on the tree’s branches (see Fig. 1 in
Luk [5]). Given a direct probability measure onto the total event space, ST in
Robertson’s example, we can then construct an infinite number of distributions
that result in the successful application of the marginalisation equation. Instead
of focusing on one arbitrary configuration of distributions, e.g. a uniform proba-
bility distribution at each branch or, equivalently, at each marginalisation step,
it is therefore far more instructive to assess, so goes Luk’s argument, whether
some distributions lead to data inconsistency, and avoid the paradox.

Luk follows a strategy which is somewhat anticipated in [1, pp. 1-10] where
the authors make a distinction between rank equivalence at the probabilistic
level and that at the lower statistical components level. Robertson only touched
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upon this distinction when trying to determine to which of the many possible
event spaces are the different probabilistic models meant to be applied. One of
the most interesting insights that Luk provides in [5] is indeed related to his
appeal for a modular design of IR applications in which the probabilistic models
are thought of as populating a probabilistic functional block that interacts to
the various data sets through a statistical block. The major advantage of this
scheme is that the effects, in this case on rank equivalence, of employing dif-
ferent probabilistic models can be kept separated from the contributions from
the statistical components. The primitive interface to the data sets represented
by the event spaces does not allow to easily determine how different informal
presuppositions relate to the mathematical form of the probabilistic model; at
this stage, it is not clear how to determine for a given IR model which event
space it actually refers to.

In the next section we discuss what Luk seems reluctant to pursue as a con-
sequence of his design, that is to allow for adding multiple blocks to the proba-
bilistic model, which will inevitably loose some of its prominence. We maintain
that the probabilistic model receives its empirical content from the statistical
components model, admitting, however, that other functional blocks may also
have ontological significance.

3 The Marginalisation Paradox and the Determination
of the Priors

We attempt to untangle the complex, and only implicitly defined notion of event
space given in [6], using what we call three different ‘event space expansions’.
The first expansion makes more explicit who makes an observation and assigns
probabilities to uncertain knowledge. Probability theory is a faithful model of
the real world only to the extent to which our knowledge about matter of facts
is accurate, that is the uncertainty modeled by probability theory resides in
our comprehension of the world and not in the world itself. A probabilistic
model always refers, although sometimes implicitly, to an epistemic process.
The latter can, if one wishes, be personified by a hypothetical observer who
describes the world from her particular point of view. According to this picture
we can recast Robertson’s example by positing an observer within a universe with
just two stars and three planets, who is puzzled by two apparently innocuous,
but mutually exclusive statements that she believes both should be true. She
finds out that measuring the magnetic field of planets that belong to stars and
then separately that of the stars in order to subsequently infer by applying the
marginalisation equation, the probability to find a planet with a magnetic field
gives a certain result. She also believes that simply detecting and counting the
number of planets with a magnetic field and then dividing the result by the total
number of planets should yield the same number. A paradox arises if we want to
maintain that both marginalisation and frequency counting are two legitimate
ways to calculate probabilities, and that they can be applied simultaneously.

Our first claim is that the marginalisation paradox in [6] does not arise be-
cause of a shortcoming of probability theory that does not allow to adequately



262 C. Boscarino and A.P. de Vries

represent event spaces, but just because of the fact that the example presented
by Robertson models an unrealistic process: in which realistic setting would an
agent be interested into calculating P (Y ) by marginalisation when being in epis-
temic state ST , which allows to simply count the occurrences of the Y variable?

We have thereby discovered a first link to elements of the real world, in this
case agents characterised by certain epistemic states and processes in which
they engage in order to modify their epistemic state, in a sense to evolve, which
is curled into the notion of event space. The paradox reveals the presence of
additional event spaces, besides the most intuitive full event space ST , like T
or S+ in [6], each labeling distinct epistemic states and processes.

This first expansion of event spaces in terms of an epistemic model resolves the
paradox by inferring the presence of two different agents: one agent, being in the
epistemic state ST calculates the probabilities by frequency counting; another
agent, being in the lesser epistemic state T + is forced to use marginalisation
and she obtains results that disagree with the other agent’s results. Needless to
say, this happens all the time as agents may disagree on a lot of issues without
generating paradoxes. Even stronger, the definition of agent as the collection
of its information states, demands that agents cannot be in totally overlapping
information states and still being distinguishable, hence no agent can totally
agree with another agent.

This solution can also be explained in Luk’s framework where an agent appears
to use one IR model, while another uses a different model: in some configurations
of the world the two agents may well derive the same conclusions, albeit when
still in different epistemic states. This notion is indeed weaker than having one
and the same agent using two models and ranking the documents in the same
way, but it may be still worth investigating, as Luk does, which distributions lead
to this result. The obvious advantage of the epistemic expansion, that we share
with Luk’s statistical expansion, is that we are able to distinguish the different
gradations of rank equivalence and that we do not fall prey of the paradox; the
advantage we have above Luk is that we are able to link the different cases to
some procedural information, may that be made available by other components
of the system like relevance feedback or other forms of user interaction.

Another expansion is particularly interesting for that it shows an unexpected
connection between the marginalisation paradox in Robertson and another one,
well known as the Monty Hall paradox [2]. One of its many versions involves three
envelops, one of which contains a prize. After a contestant has chosen an envelop,
the quiz-master opens one of the other two envelops, showing its empty content.
She offers then the possibility to switch the envelops: the problem is to decide,
based on objective reasons only, whether the contestant should accept the offer.
At a first sight we may be tempted to reason like Lafferty and Zhai in [1, pp. 1-
10], ignoring any event space and regarding relevance or the magnetic field as the
prize. A naive conclusion would then be that, since the prize may be contained
in either one or the other envelop, it does not really matter whether we switch
or not; in fact, people that hear the paradox for the first time equally distribute
their answers among the two possibilities. Once this metaphor is applied to IR,
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rank equivalence follows. The correct solution of the Monty Hall paradox is well
known: the way we are supposed to calculate the probabilities depends on who
put the prize in the envelop, the quiz-master or someone else. If the quiz-master
knows which envelop contains the prize, and she would never open that one, her
knowledge of the right envelope to open must be included in the model to arrive
at the correct answer for the quiz candidate: switch!

We understand now what Robertson exactly wanted to model in his stars and
planets example. Although it may seem strange that he models one observable
with two different variables, the magnetic field with both X and Y , we encounter
the same need in the Monty Hall paradox. In order to make sense of the situation
we must model one observable, the prize, with two variables: one variable, say
X , which models the magnetic field of the stars, but also the relevance of the
queries or the prize that the quiz-master put in the envelop, and another variable,
say Y , which models the magnetic field of the planets, but also the relevance
of the documents or the prize that someone else than the quiz-master put into
the envelop. Robertson, who claims to provide a model of the physical world, by
choosing this representation for the magnetic field, ends up in representing some
knowledge about the world that is not immediately evident upon examination
of the data set, but is nevertheless needed for a correct determination of the
probabilities; like the information on who put the prize in the envelop, which
is not provided by the problem’s statement, but it is exactly the source of the
Monty Hall paradox.

We also immediately see how this analysis leads to another event space expan-
sion. To specify the event space upon which probabilities are considered to apply,
amounts then to the determination of the background information that should
be taken into account in order to correctly calculate the probabilities. Also in
this case the paradox does not sustain a more attentive analysis: there is no con-
tradiction in the fact that a probabilistic reasoning moving from two different
sets of background information also leads to two different results. Discovering
some local regularity is actually a quite interesting finding and therefore Luk’s
weak equivalence should not be underestimated; he did however fail to recognise
that it is not the case that there are either different event spaces or different pos-
sible distributions, but there are different problems, for different observers, with
different prior information, but possibly on the same data set. The event spaces
show yet another face by playing the role, which the priors in Bayesian reason-
ing are usually charged with: they appear to be the core issue in the paradox
resolution only because they are a primitive description of the prior information,
which de facto resolves the paradox.

4 Drawing Conclusions and Consequences for IR

In this paper we show that the way Robertson in [6] questions the rank equiv-
alence derived by Lafferty and Zhai in [1, pp. 1-10] is ineffective. The alleged
paradox that would arise when the event spaces are not adequately taken into
account, can be defeated in more than one way, each corresponding to one of
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what we termed ‘event space expansions’. Luk has proposed to extend the event
space, understood as an interface with the data set only, by means of a statistical
components module. While we welcome his attempt towards a more thoroughly
understanding of the issues raised by Robertson by means of a functional hier-
archy, we have argued that his claim is in itself also problematic because it does
not address the most sensitive features of Robertson’s argument: the existence
of the paradoxical situation and the functional identity between the priors and
the event spaces. Luk descends the hierarchy and attempts to solve this issue at
the statistical level. We view the problem as one that needs more abstraction
rather than less; if event spaces are really just priors, what we need is a method
to select priors, which become sockets to interface upper-level functional blocks.
For example, a probabilistic model can fetch, through its priors, the output of
a dynamic epistemic logic module that formalises how observers change their
information states upon which their relevance assessments highly depend.

Once we apply this conclusion to IR as a discipline, this is in essence an
argument for revisiting the logical models of IR as first proposed in [7] for the
solution to the paradox that has arisen calls an higher level of abstraction than
that provided either by the probabilistic model or by the statistical components
model.
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Abstract. We introduce perturbation kernels, a new class of similarity

measure for information retrieval that casts word similarity in terms of

multi-task learning. Perturbation kernels model uncertainty in the user’s

query by choosing a small number of variations in the relative weights

of the query terms to build a more complete picture of the query con-

text, which is then used to compute a form of expected distance between

words. Our approach has a principled mathematical foundation, a sim-

ple analytical form, and makes few assumptions about the underlying

retrieval model, making it easy to apply in a broad family of existing

query expansion and model estimation algorithms.

1 Introduction

A fundamental research problem of information retrieval is how to improve search
effectiveness by learning an extended representation of the user’s information
need, called a query model, that captures more about the context of an informa-
tion need than is available from the few words in the query itself. For example,
in performing a type of query expansion, a very simple query model might take
the form of a unigram language model over words related to the user’s query
terms. One significant problem in performing query expansion is the risk of
adding words that are unrelated to the query, causing the query model to ‘drift’
away from the user’s original intent. Thus, improving the quality and reliability
of the similarity measure used to find related terms is an important goal in itself.

With this problem in mind, we introduce perturbation kernels, which cast
estimating word similarity as an type of multi-task learning problem. Informally,
the key idea of perturbation-based kernels is that two input objects x and y, such
as words, are considered similar in the context of a given query Q if probability
distributions p(x|Q) and p(y|Q) that depend on Q are affected in similar ways
with small variations in Q.

Our approach has several advantages. First, the use of query perturbations
results in sensitivity features that give more precise word similarity relations,
which in turn can improve the stability of query expansion algorithms that use
them. Second, we make few assumptions about the nature of the underlying
retrieval model, meaning that such similarity measures may be applied in a
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wide variety of existing query model estimation or expansion methods. Third,
our solution has sound theoretical justification with close connections to kernel
methods such as the leave-one-out kernel [13], robust approximation, and metric
learning. Finally, our algorithm has a simple, efficient analytical form.

2 Mathematical Formulation

Let X be the input domain of interest (e.g. words) from which a training example
(query) is generated. For any x ∈ X we identify an m-dimensional vector called
a feature mapping, denoted φ : X → R

m. With this feature mapping, we define a
symmetric kernel function k(·) to measure the closeness of input points x and y
as k(x, y) = φ(x) · φ(y) where the right side of the equation is the inner product
of φ(x) and φ(y).

A perturbation to a training set of n instances x = {x1 . . . xn} can modeled by
a vector of counts α = {α1, . . . , αn} with count αi corresponding to the weight
of training example xi. For the original training set, αi = 1 for all instances
xi. To leave out the instance xi, we set αi = 0. To give xi more weight, we
set αi > 1. A perturbation strategy is a set A = {αi} of perturbation vectors.
The set A may be selected with either a random or deterministic process. We
use the following deterministic perturbation strategies in this study to define
uncertainty sets around the initial query Q:

– The leave-one-out strategy (LOO) has A = {α1, . . . , αn} where αi[j] = 0 for
i = j and 1 otherwise.

– The term-at-a-time strategy (TAT) is complementary to LOO and uses A =
{α1, . . . , αn} where αi[j] = 1 for i = j and 0 otherwise.

These strategies are extremely simple to implement, widely used for query ex-
pansion and performance prediction tasks, and fast to execute in a real-time
search environment. They both use N + 1 variants of the query, while being
somewhat complementary strategies, making them ideal for comparison. The
TAT and LOO methods are different extremes in a more general class of com-
binatorial methods that could be defined on the set of query terms. We leave
exploration of more sophisticated perturbation schemes for future work.

We denote the probability distribution of x ∈ X that results from a perturba-
tion αi as p(i)(x). In the context of information retrieval, we view a query q as
a training set of n instances of query terms {q1, . . . , qn} where qi is drawn from
X = V for vocabulary V . In the next sections, we derive the general form of the
perturbation kernel and feature mapping φ(x).

2.1 Canonical Similarity Integrals

Our formulation of perturbation-based similarity is inspired mainly by earlier
work of Baxter using auxiliary tasks for classification and function approxima-
tion, as well as a more recent followup article by Minka [11] that discussed dis-
tance measures as prior probabilities. Baxter showed that for 1-nearest-neighbor
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classification, there is a unique optimal similarity measure that he called the
Canonical Distortion Measure (CDM) [3]. In the classification setting, this quan-
tity δ(x1, x2) is the expected loss of classifying x1 with x2’s label. The expecta-
tion is taken over a probability space of classifiers (tasks). To apply Baxter’s
idea to information retrieval applications, we view a task as relevance estimation
with respect to a particular query q. We call a task distribution for q a query
neighborhood of q. One way to define the query neighborhood is as a probability
measure Q(f) over task functions fq(x) where fq(x) gives a ‘soft’ label pq(x|θR)
with respect to the unknown ‘true’ Relevance Model θR for query q. The canon-
ical similarity measure Δq(x, y) is then the expected loss over Q, given x and y
in the input domain X .

Δq(x, y) =
∫
F

ρ(f(x), f(y))dQ(f) (1)

This measure is uniquely determined by the task function f , the choice of query
neighborhood measure Q and loss function ρ(u, v). We fix the two input domain
elements x and y (words) and integrate over a probability space P of density
functions. These density functions p(α)(·) are those that result from perturba-
tions α on the training data (query), and we assume we have a measure Q(p)
over P that describes the distribution over perturbation densities p(α)(·). We
assume that the density p(α)(·) is defined for all elements of the input domain
X (although it may be zero), so that the integral exists for all pairs (u, v) ∈ X 2

with measure G(u, v|x, y). The general form of the perturbation kernel is then
defined to be an expected distance between x and y:

kq(x, y) =
∫
X 2

∫
P

ρ(p(α)(u), p(α)(v))dG(u, v|x, y)dQ(p). (2)

One natural choice for ρ(x, y) is ρ(x, y) = (
√

x−√κ)(
√

y−√κ) for a fixed origin
κ since this converts the integral in Eq. 2 to a form of Hellinger inner product
between vectors {p(α)(x)} and {p(α)(y)} when we set κ = p(x). This choice is
motivated by connections with Fisher kernels [13], but other choices for ρ(x, y)
are open to exploration (as well as other perturbation strategies).

2.2 Approximating the Similarity Integral

By writing the similarity measure in Eq. 2 as an integral we can bring to bear
general-purpose integration methods. Recall that the basic approach to evaluate
a general integral of the form I =

∫
Θ f(θ)dμ(θ) on the domain Θ with measure

dμ is to independently sample N points X1, . . . XN in Θ according to some den-
sity function p(x), and then compute the random variable FN = 1

n

∑n
i=1

f(Xi)
p(Xi)

.
A simple importance sampling approximation to Eq. 2 can be derived by assign-
ing the perturbation densities {p(α)(x)} equal probability, and taking a single-
sample approximation at (x, y) in the X 2 domain, where we assume there is some
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sampling distribution MLE p̂(x, y) and that words x and y are independent
(given relevance) so that p̂(x, y) = p̂(x) · p̂(y) for MLE p̂(x) over X , giving

kq(x, y) ≈ 1
p̂(x, y)

· 1
n

n∑
i=1

ρ(p(i)(x), p(i)(y)) =
n∑

i=1

φ(xi)φ(yi) (3)

so that the feature mapping vector φ(x) has entries

φi(x) =
1√
n

√
p̂(i)(x)−

√
p̂(x)

p̂(x)
. (4)

Typically, p̂(x) represents the distribution obtained using the results from the
initial query, which can be considered a null perturbation.

2.3 Algorithm

The specific steps of the perturbation kernel algorithm are given in Fig. 1. Here
we show the case where we use the language modeling approach to IR, and
estimate a unigram Relevance Model [10] pq(w|R) for a given query q and word
w ∈ V . The resulting distance matrix D, which can be viewed as a graph over
words, is then typically used as one of the inputs to a specific query model
estimation or expansion algorithm.

1. Given initial query q, generate N query perturbations q(i), i = 1 . . . N .

2. Run q to generate a corresponding Relevance Model p̂(w) = p(w|R), and similarly

run each q(i) to generate Relevance Model p(i)(w|R).

3. Compute matrix A, which has one row φ(w) for each word w in vocabulary V,

with the i-th entry φi(w) of the row computed using Eq. 4.

4. Compute the final word-word distance matrix D having entry

dij = gii + gjj − 2gij where gij are the entries of the Gram matrix G = AAT.

Fig. 1. The perturbation kernel algorithm (Relevance Models)

2.4 Visualizing Perturbation Similarity

Plotting words in feature mapping (perturbation) coordinates shows useful local
and global distance properties. An example is shown in Figure 2. The x-axis
plots log φ1(w) and the y-axis plots log φ2(w) where the feature mapping φ(w)
is given in Eq. 4, and the perturbation strategy uses LOO query variants. Words
with similar relative changes in relevance model p(w|R) to the same query per-
turbations are close in this space. The mutual proximity of the query terms gives
an indication for how phrase-like their behavior is, while the global position of
clusters from the origin is related to their relevance to the query. Here, the
‘japanese wave’ query seeks information about tsunamis; the irrelevant ‘Pearl
Harbor’ noise cluster has been successfully separated from the other terms and
placed in the NE quadrant, while the SE quadrant brings together words much
more closely related to ‘japanese’, such as ‘asian’ and ‘prefecture’.
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(b) Visualization example

Fig. 2. (a) The matrix of probability vectors for a discrete input space (here representing

a word vocabulary). Each column represents the discrete parametric or non-parametric

probability distribution across all words estimated from a particular perturbation of the

training data (i.e. query). The rows φ(xi) give the probability estimates across all per-

turbations for a given word xi. (b) Visualization showing how the perturbation kernel is

effective at term clustering for the top 20 expansion terms for TREC topic 491 ‘japanese

wave’. The first two co-ordinates in perturbation space are plotted as x and y axes. Terms

whose probabilities respond similarly to the same query perturbations are close in this

space. Close words have been jittered apart for clarity.

3 Evaluation for Query Expansion

Since our focus here is on making expansion algorithms more stable, we introduce
risk-reward tradeoff curves to visualize and compare the risk profile of query
expansion algorithms [5]. The x-axis gives a measure of downside risk or variance
of the expansion algorithm, by counting the net loss of relevant documents for
queries whose initial results are made worse by using the expansion algorithm
(which we call R-Loss). The y-axis gives the actual relative gain or loss from using
expansion, as measured by Mean Average Precision (MAP) gain over all queries.
The eleven points on each curve show how the risk-reward tradeoff changes as
the query model for the initial query is interpolated using parameter α with the
expansion model: from α = 0 at the origin (initial query only) to α = 1.0, where
the query model consists entirely of the expansion model. The curves for six
standard TREC topic sets are shown in Figure 3, with the number of queries in
the topic set given in parentheses.

The risk-aware query expansion framework we use is described in detail in [4].
For a baseline word similarity measure, we wanted a method that could be
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(b) TREC 7 (n=50)
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(c) TREC 8 (n=50)
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(e) Robust 2004 (n=250)
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(f) gov2 (2004-2006, n=150)

Fig. 3. Risk-reward tradeoff curves for six TREC topic sets, showing how the pertur-

bation kernel can improve the risk profile of an expansion algorithm. The solid line is

the curve given by the expansion algorithm using the perturbation kernel. The dashed

line uses the same expansion algorithm and parameter settings, but substitutes a Jac-

card kernel that does not use sensitivity information. Tradeoff curves that are higher
and to the left give a better risk-reward tradeoff. Curves are plotted with points at

α-increments of 0.1, starting with α = 0 at the origin and increasing to α = 1.0.

calculated from just the initial set of top-retrieved documents. Recall that we
are deriving term association statistics from a set of documents that is already
biased toward the query terms, so that the number of documents not containing
a query term is frequently zero, or close to zero. We chose the Jaccard measure
for this study since it is a simple, widely-known term association measure that
ignores this non-relevant negative information.
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For four of the six collections (TREC 7, TREC 8, wt10g, and gov2) the per-
turbation kernel improved the risk profile of the query expansion algorithm,
particularly in the typical operational zone from α = 0 to α = 0.5. At a setting
of α = 0.5, the improvements are largest for TREC 8 and gov2. For TREC 8,
the perturbation kernel gives a MAP gain of 14.5% with R-Loss of 262, while
the Jaccard kernel gives a MAP gain of 8.68% with R-Loss of 307. For the gov2
collection, the perturbation kernel MAP gain is 9.78% with R-Loss of 2555, while
the Jaccard kernel has MAP gain of 8.13% with R-Loss of 2605. For two of the
collections (TREC 1&2 and Robust 2004), the performance of the two kernels is
almost identical: TREC 1&2 shows only a tiny advantage for the perturbation
kernel for α ≥ 0.6. We found that LOO perturbation had a small but consistently
dominance in performance over TAT for all experiments and so we report only
LOO experiments here. The results suggest that the perturbation kernel gives
the potential for useful gains on some collections, with little downside risk.

4 Related Work

Recent research on kernels has developed a broad family based on inner products
over probability distributions. When we assign each input point xi a probability
distribution over input space, we can integrate over input space – in the discrete
case, the columns of A shown in Figure 2a, instead of the rows of A. This
type of similarity measure includes probability product kernels [8]; the leave-
one-out (LOO) kernel [13]; and marginalized kernels [14]. Fisher kernels [7], a
special case of marginalized kernel, compare the sufficient statistics of generative
models and are well-suited to query model problems, because they can exploit
unlabeled data: the similarity of two data items is not only a function of the
items themselves but also their context. There are also interesting connections
to information diffusion kernels [9] and statistical translation models such as
those developed by Dillon et al. [6], where word similarity is defined in terms
of the probability that two words have the same context.

In multi-task learning, in addition to Baxter [3], Ando et al. used a multi-task
learning framework [2] in a preliminary TREC genomics study [1] where they
noted the connection between multi-task learning and using auxiliary queries.
For Web retrieval, Sahami and Heilman [12] proposed a kernel for comparing
text snippets using the inner product of the query expansions that result by
considering each text snippet as a Web query. None of these methods, however,
explored the use of sensitivity information or framed the similarity problem in
terms of multi-task learning to improve stability of the ‘client’ algorithm.

5 Conclusions

The perturbation kernel is a useful tool for comparing the similarity of elements
in a domain X , such as words, when we have a probability distribution over X
whose functional form may be unknown and/or highly complex and which is
estimated based on a very small training set over elements from X . Similarity
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between elements is induced with respect to small perturbations in the training
data, so that each input point is identified with multiple probability densities
evaluated at that point that are integrated over probability density space. We
showed how casting word similarity estimation as a multi-task learning problem
of this type can exploit knowledge from multiple ‘tasks’ in the form of query
perturbations. Our initial evaluation suggests that the perturbation kernel is a
more stable replacement for similar baseline measures that ignore sensitivity.
More generally, it represents a step in a fruitful research direction: exploring
how information retrieval algorithms can exploit higher-level risk or variance
information to improve their performance [5]. Further improvements may be
possible with more sophisticated perturbation strategies for the query, such as
those learned from Web query logs or user profiles.
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Abstract. In this paper, we present a very general and powerful ap-

proach to represent and to visualize the similarity between the objects

that contain heterogeneous, imperfect and missing attributes in order to

easily achieve efficient analysis and retrieval of information by organizing

and gathering these objects into meaningful groups. Our method is es-

sentially based on possibility theory to estimate the similarity and on the

spatial, the graphical, and the clustering-based representational models

to visualize and represent its structure. Our approach will be applied to

a real digestive image database (http://i3se009d.univ-brest.fr/ password

view2006 [4]). Without any a priori medical knowledge concerning the

key attributes of the pathologies, and without any complicated prepro-

cessing of the imperfect data, results show that we are capable to visual-

ize and to organize the different categories of the digestive pathologies.

These results were validated by the doctor.

Keywords: Similarity, Possibility Theory, Graph Theory, Scaling,

Clustering.

1 Information Imperfection and Heterogeneity
Visualization Problematic

The word data is the Latin plural of datum, the past participle of the verb
dare (to give), hence data mean givens (any raw symbols, numbers, words, im-
ages, measurements, inputs, etc. that exist but have no significance or meaning
beyond their existence). Giving more meanings and descriptions by means of
relational connections can transform data into information. For instance, the
datum “37” given as a number can be transformed into information by adding
some other elements like “37 ◦C” which informs us that this measure represents
a temperature, and by telling which type of temperature we describe (human or
ambient temperature for example). Consequently, information can be defined as
a function called the informative function described by means of a model that
maps the information definition set that represents the object of our description
to the information content set that represents the manner used to describe the
information (see Fig. 1(a)) [8].

Any information can be characterized by three main indicators [1]: the ex-
haustiveness, the exclusiveness, and the confidence degree (linkage strength).

L. Azzopardi et al. (Eds.): ICTIR 2009, LNCS 5766, pp. 273–280, 2009.
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Fig. 1. (a) General scheme of information structure, (b) an imprecise information ele-

ment, (c) an ambiguous information element, (d) a probabilistic information element,

(e) the difference between the probabilistic and the evidential approach

We say that the information is exhaustive if ∀O ∈ Θ, we can find an element
ω in Ω such that Inf(O) = ω. This means that Ω contains all the possible
hypotheses, classes, decisions, labels, description, etc. We consider that the in-
formation is exclusive if there is only and only one element ω in Ω such that
Inf(O) = ω. Concerning the third property, information can have either binary
linkage strength (the linkage Inf(O) = ω is completely true or completely false)
or partial linkage strength (the linkage Inf(O) = ω is associated with a weight,
a membership degree, etc.). According to theses indicators (or characteristics),
we have two mathematical models used to deal with the imperfection of infor-
mation. The first one is called “probabilistic uncertainty” which concerns the
exhaustive and exclusive information elements with total confidence degree in
which the knowledge regarding the identity of ω in (Inf(O) = ω), O ∈ Θ is
described: (i) either via a subset Ψ ⊆ Ω, as is shown in Fig. 1(b) (imprecise
information); (ii) or as a probability distribution defined over Ω, as illustrated
in Fig. 1(d) (probabilistic information); (iii) or by means of belief masses defined
over the subsets of Ω rather than over the elements of Ω (the simple hypoth-
esis or the singletons) as depicted in Fig. 1(e) (evidential information); (iv) or
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finally via an ambiguous knowledge given as linguistic variables or as possibil-
ity distributions (possibilistic information). Our objective in the probabilistic
uncertainty models is to look for the only (unknown) ω ∈ Ω using probability,
evidence (Dempster-Shafer), or possibility theory [8]. The second model used in
information imperfection processing is called “the ambiguity”. As its name im-
plies, this model can be exploited to deal with ambiguous information elements
which are exhaustive, but not necessarily exclusive, since each object O ∈ Θ can
be associated with several informational contents (several elements) of Ω with
the same or with different degrees of strength called the membership degrees
(denoted μ in Fig. 1(c)). Our objective in this model is to combine several cri-
teria or alternatives at the same time in order to take a decision using the fuzzy
set theory. In addition to the different types of information element imperfec-
tion, the informational contents can be quantitative (numerical or binary), or
qualitative (nominal and ordinal) regarding the measuring scale of information
elements. The main question that arises in this context is how to model the struc-
tural representation and how to visualize the relationships and the resemblance
between objects (records, cases, etc.) having different kinds of imperfect infor-
mation elements (imprecise, probabilistic, evidential, possibilistic, ambiguous, or
even missing data) besides various types of measuring scales (quantitative and
qualitative) in a unified framework, by taking advantages of all the conventional
visualization and clustering well-developed approaches without adding a signifi-
cant modification and without increasing the execution computation time. In the
literature there are some humble and simple attempts to tackle some aspects of
these concepts, like handling the imprecise nominal information elements with-
out taking account of the other types of imperfection by using a method that
depends on several parameters whose calculation is somehow empirical and im-
plicit as in [6], or as another example the recent works of Zemerline [10] that
outperforms many prior works in handling the heterogeneous (numerical and
nominal) information thanks to the fuzzy set theory, neglecting however the or-
dinal and the imperfect information, and using an approach overburdened with
lots of constraints and conditions. Herein, we propose an approach that takes ac-
count of all the aforementioned points to measure the similarity (section 2) and
to visualize it using the conventional representational models (section 3) using
the possibility theory which is situated at the confluence of all the other mathe-
matical models that tackle information imperfection [5]-[1], and which is capable
to transform the informational contents from all measuring scales to possibility
degrees taking account of the heterogeneity of information at the same time.
Our experimental results are represented in section 4 and discussed in section 5.

2 Possibility-Based Similarity Measuring

According to possibility theory, we can estimate the veracity of or the matching
between a fuzzy proposition “V is A” defined via μA(ω), given a referential fuzzy
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proposition “V is B” defined via μB(ω) (where V stands for variable and A, B
are the informational contents) using the possibility measure Π(A, B), and the
necessity measure N(A, B), defined as [2]:

Π(A, B) = supω∈Ωmin(μA(ω), μB(ω)), (1)

N(A, B) = infω∈Ωmax(μA(ω), 1− μB(ω)). (2)

These two equations constitute the backbone of the proposed possibilistic sim-
ilarity model. Let us suppose now that we want to measure the similarity be-
tween two objects characterized by their S-dimensional descriptor vectors Aj =
[a1j , a2j , ..., aij , ..., aSj ] and Ak = [a1k, a2k, ..., aik, ..., aSk]. Unlike the conven-
tional vectors, these vectors may contain imperfect and heterogeneous informa-
tion elements. To take account of the viewpoint of the expert and in order to
personalize this process when it is necessary, we suppose that each attribute is
associated with a “tolerance function” defined by an expert as a formula or as
a table permitting to describe mathematically to which degree we consider that
two values of this attribute are similar [4].

In our approach the similarity between the two objects characterized via Aj

and Ak (called inter-object similarity) can be estimated by means of two mea-
sures: the possibility degree of similarity that tells us to which degree it is possi-
ble that these vectors are similar, and the necessity degree of similarity of these
vectors that tells us to which degree we are certain of their similarity. To cal-
culate these degrees we must firstly calculate the inter-attribute possibility and
necessity degrees and aggregate them by taking their average for example. Ac-
cordingly, for each attribute, we consider that its associated tolerance function
(denoted μa) is the fuzzy proposition, that must be matched with the compound
referential fuzzy proposition given as the informational content of the attribute
aij in Aj is defined via the possibility distribution πAj ,aij (ω) and the informa-
tional content of the attribute aik in Ak is defined via the possibility distribution
πAk,aik

(ω) that can be mathematically defined as:

πΩ(aij , aik) = min
(
πAj ,aij (ω), πAk,aik

(ω)
)
. (3)

In this case we can calculate inter-attribute possibility and necessity degrees
of similarity from the two basic equations introduced at the beginning of this
section as:

Πi(aij , aik) = supu∈U [min(μa(u), πΩ(u))] , (4)

Ni(aij , aik) = infu∈U [max(μa(u), 1− πΩ(u))] , (5)

where U = Ω ×Ω.
We consider that if the value of an attribute is given in one object and is

unassigned in the other (the case of missing values), it is completely possible
that these values are similar Πi = 1 but we are entirely uncertain Ni = 0.
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3 Similarity Representational Models

Visualization is the process of transforming invisible abstract data, informa-
tion, and knowledge into a visible display in the form of geometric or graph-
ical representations in order to support tasks such as data analysis, informa-
tion exploration, trend prediction, pattern detection, rhythm discovery and so.
Actually, these representational models give observed events a meaningful in-
terpretation and allow future or unseen events to be anticipated through the
process of generalization [9]. In order to represent the similarity, we have cho-
sen well-developed mathematical representational models like the linear and the
circular unidimensional scaling (LUS and CUS) [7] and the multidimensional
scaling models (MDS) [9] for similarity spatial visualization, the additive and
the ultrametric trees [1],[9] for the graph-based visualization, and the evidential,
hierarchical, and additive clustering [9],[3] for clustering-based visualization. The
spatial models locate each object in a multidimensional coordinate space (along
a linear or around a closed circular continuum), and assume that the similarity
between any two objects is a function of how close they are to one another. Tree
models represent objects as the terminal nodes in an acyclic graph, in such a way
that the similarity between two objects is considered to be inversely related to the
length of the unique path that connects them. Regarding the structural models,
the similarity between any two objects can be represented as belief masses in the
evidential clustering (based on the fact that information conflict degree between
the belief masses of any two objects reflects their dissimilarity), as the length of
the path that connects them in the dendrogram in the hierarchical clustering, or
as the weight of their shared sets in the additive clustering. It is not the intent of
this article to present formal demonstrations of these structural representations.
All of this is generally available in details in the literature that we indicated.
The primary interest here is to show for the first time how these models can be
applied to a possibilistic similarity matrix giving robust results in the presence
of heterogeneous, imperfect, and even missing information elements.

4 Experimental Study

The digestive endoscopic database that we used in this paper is well described
in [4]. It consists of objects (images) described by an expert (33 attributes with
206 modalities). We will show in the following that the graphical representations
of the similarity necessity matrix of the database are capable to obviously show
the classes of the pathologies of the images. In order to have a simple and a clear
representation of our results, we will show in the following as an example a small
subset of pathologies belonging to our global data set, keeping in mind that this
analysis is applicable to any other case because the approach is general and the
matrices that we use are submatrices of the general necessity matrix applied to
all the objects of our global data set.

Suppose that: CB = {O1, O2, ..., O18} is a casebase where P1 = {O1, O2}
is the set of the objects whose pathology class is “Dilated Lumen”, P2 =
{O3, O4, O5, O6, O7, O8, O9, O10} is the set of the objects whose pathology class



278 A. Dahabiah, J. Puentes, and B. Solaiman

is “Stenosis (esophagus)”, P3 = {O11, O12, O13, O14} is the set of the objects
whose pathology class is “Extrinsic Compression”. O11 and O13 are very similar,
P4 = {O15} is the set of the object whose pathology class is “Web-shape”, and
P5 = {O16, O17, O18} is the set of the objects whose pathology class is “Ring-
shape” (The attributes of the patient record represent the description of the
pathologies of these objects).

First of all, we construct the possibility-based proximity matrix of the objects
of CB modeled by the inter-object necessity degrees of proximity by following
the steps explained in Section 2. Using the algorithm of the LUS explained
in details in [1] to represent the similarity along a linear continuum, and the
algorithm of CUS clearly illustrated in [7] to represent the similarity in a closed
circular continuum, we get the results presented in Fig. 2(a) for the circular
representation and we get the following order for the unidimensional scalling:
x = {{O15} ∈ P4, {O17, O16, O18} ∈ P5, {O1, O2} ∈ P1, {O14, O12, O11, O13} ∈
P3, {O3, O10, O7, O8, O5, O9, O6, O4} ∈ P2}, y = {−0.71,−0.62,−0.54,−0.45,
−0.37,−0.30,−0.20,−0.12,−0.04, 0, 0.13, 0.22, 0.30, 0.38, 0.45, 0.54, 0.63, 0.73} ,
where x represents the ordered objects with their classes, while y represents
their corresponding coordinates.

These results show that a strong similarity exists between the objects be-
longing to the same pathology. In other words, an object belonging to a given
pathology is more similar to any other object from the same family than to the
other objects belonging to the other pathologies. Thanks to this characteristic,
robust retrieval or case diagnostic and reasoning could be achieved here. From
the constructed matrix or/and from the obtained categories and coordinates (the
sets x and y above) we can study the relationships that exist between the objects
belonging to the same class and we can decompose them into other homogeneous
groups according to their similarities in order to understand their characteristics
or to extract some interesting potential medical rules. Furthermore, we can have
an idea about the similarity that exists between the different pathologies. Let
us now apply the 3-dimensional multidimensional scaling (3D MDS) algorithm
to the possibilistic proximity matrix (see the results in Fig. 2(b)). The same re-
marks can be deduced concerning the similarity of objects (remark for example
that the objects O11 and O13 are the object the most similar in this base). Note
that though we have presented the 33D objects with only 3D space, the represen-
tation is still coherent and gives the expected results. The possibilistic proximity
matrix can be also represented as additive trees and ultrametric trees using the
graph theory techniques, and similar results and conclusion could be obtained
(Fig. 2(c) and 2(d)). Note that the objects belonging to the same pathology are
attached to the same internal node (note here that the dendrogram provides us
with the hierarchical clusters of this set base). Applying the evidential cluster-
ing to this data set gives the partitions shown in Fig. 2(f), while applying the
additive clustering gives the results shown in Fig. 2(e), where the weights of the
membership assigned to each class are given as: WC1 = 0.1959, WC2 = 0.2186,
WC3 = 0.2802, WC4 = 0.3382, WC5 = 0.2587, WCΩ = 0.2297. The class Ω
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(a) Circular Unidimensional Scaling (b) Multidimensional Scaling

(c) The Additive Tree (d) The Ultrametric Tree

(e) Additive clustering (f) Evidential clustering

Fig. 2. The graphical representational models of the possibilistic similarity matrix of

CB

represents the total ignorance. All these methods confirm the ground truth pro-
vided by the expert (the doctor).

As we see here, the representational models that we proposed and applied in
this paper capture several images, and in consequence several possible analyses
and interpretations of the same dataset from different angles. In these models, dis-
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similarity is represented as the distances between the objects in the spatial models,
as the minimum length of the path that connects any two objects in the graphi-
cal models, classetering as a decreasing function of the weights or as basic belief
assignments in the additive and the evidential representations, respectively.

5 Discussion and Perspectives

In this paper, a possibilistic approach to estimate the similarity between objects
having heterogeneous, imperfect and missing values is proposed. Regarding its
structure, this approach is very simple, clear, and close to human reasoning.
Concerning its running time, this algorithm is very fast, simple, and appropriate
to be adapted in data mining techniques since it is fundamentally based on
basic mathematical operators (max, min, etc.) and because it does not require
additional pre-processing phases to prepare the data and to estimate the missing
values or to deal with the imprecise observations. Unlike the majority methods
of similarity, our method doesn’t demand conditions and constraints that limit
its use as the other prior works [10]-[6].

In this paper our approach has been applied to a digestive database. In the
general case, this method could be applied without any modification to any
other medical or non-medical database and valuable potential knowledge about
the objects could be discovered.
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Abstract. We have found that the nearest neighbor (NN) test is an in-

sufficient measure of the cluster hypothesis. The NN test is a local mea-

sure of the cluster hypothesis. Designers of new document-to-document

similarity measures may incorrectly report effective clustering of relevant

documents if they use the NN test alone. Utilizing a measure from net-

work analysis, we present a new, global measure of the cluster hypothesis:

normalized mean reciprocal distance. When used together with a local

measure, such as the NN test, this new global measure allows researchers

to better measure the cluster hypothesis.

Keywords: Cluster hypothesis, nearest neighbor test, relevant docu-

ment networks, normalized mean reciprocal distance.

1 Introduction

Central to much of information retrieval (IR) is van Rijsbergen’s cluster hypoth-
esis: “closely associated documents tend to be relevant to the same requests” [1].
Early measurements of the cluster hypothesis pointed to the potential utility of
cluster retrieval [2] and provided explanations of differing IR performance on
different document collections [3].

Tombros and van Rijsbergen [4] recast the cluster hypothesis as not solely a
property of a document collection but as a concern of a document-to-document
similarity measure as applied to a document collection. With this view, we as
designers of document-to-document similarity measures want to create similarity
measures that make the cluster hypothesis true given a document collection and
set of search topics.

In Tombros and van Rijsbergen’s work, they created query-sensitive similarity
measures (QSSMs). These similarity measures aim to focus similarity on the
search user’s topic. As such, what is considered similar to a given document
changes for each search topic. Tombros and van Rijsbergen found that a QSSM
has the ability to make the cluster hypothesis more true compared to similarity
measures that ignore the user’s query.

The current standard for measuring the ability of a similarity measure to make
the cluster hypothesis true is Voorhees’ nearest neighbor (NN) test [5]. The NN

L. Azzopardi et al. (Eds.): ICTIR 2009, LNCS 5766, pp. 281–288, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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test measures the number of relevant documents found within rank 5 when a
similarity measure ranks documents similar to a relevant document, which is
effectively the same as measuring the precision at rank 5 (P5, the number of
relevant documents found within rank 5 divided by 5).

Voorhees’ NN test is notable for several reasons. The NN test says that what
matters is whether or not non-relevant documents are ranked before relevant
documents when documents are ranked for similarity to a given relevant docu-
ment. Just because two relevant documents are very similar given a similarity
measure does not preclude many non-relevant documents being more similar to
the document. Perhaps most important though is that the NN test is comparable
across different similarity measures, search topics, and document collections.

The NN test only requires relevant documents to locally cluster and cannot
distinguish between a set of relevant documents that only locally cluster and
a set of relevant documents that are also globally clustered. As such, the NN
test may falsely report good clustering performance for query-biased1 similarity
measures. To see how this mistake is possible, assume we have a query that has
many ( 5) relevant documents and a P5 of 1. If we query-bias the similarity
until the query dominates over the given relevant document, then the rankings
for every relevant document will be nearly identical and also have a P5 of 1.
Using the NN test, we would declare the clustering performance to be excellent
when in fact it could be very poor. The query may be high in precision but
low in recall. Thus, all the relevant documents will be close to a few relevant
documents but far away from the majority of relevant documents.

For some similarity measures and document collections, the NN test may fail
to detect when relevant documents do cluster well. Wilbur and Coffee [6] found
that the cluster hypothesis holds for the CISI collection in contrast to the NN
test’s negative conclusion [5]. Similar to Wilbur and Coffee’s work, we utilized an
earlier version of our methodology to measure the navigability of the find-similar
interaction mechanism [7].

In this paper, we show that the NN test is an insufficient measure of the cluster
hypothesis for a set of query-biased similarity measures. While the NN test works
well as a measure of local clustering, it fails as a measure of global clustering. We
present a new, global measure of the cluster hypothesis. We recommend that the
use of the NN test be complemented with our test — each test tells us something
different about how well relevant documents cluster.

2 A Global Measure of the Cluster Hypothesis

Our new measure of the cluster hypothesis is based on the shortest paths between
relevant documents on a directed graph that we construct and call a relevant
document network. We first describe the construction of the relevant document
network and then we present our measure.

1 We generically refer to similarity measures that bias similarity given the user’s query

as query-biased. QSSMs are one way to create query-biased similarity measures.
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Relevant Document Networks. A document network is a graph where the
nodes are documents and the edges of the graph represent some relationship
between documents. For our purposes, we construct document networks as fully
connected, weighted, directed graphs. An edge from a source document to a
target document represents the similarity of the target document to the source
when the source is used as a query. Documents and their similarities to each other
have long been represented and manipulated in a graph theoretic fashion [1].

Rather than use the similarity measure directly as the edge weight, we set an
edge’s weight to be equal to the rank of the target document in the ranked results
when the source document is used as a query. By weighting links in this manner,
we gain the same benefits enjoyed by the NN test described above – notably
the ability to directly compare across similarity measures, topics, and document
collections. In addition, we exclude the source document from the ranked list of
similar documents. We give documents not returned in a ranking an edge weight
equal to the number of documents in the collection. Alternatively, one could give
such edges a weight of infinity or equivalently not include the link in the graph.
For a given source document, no two target documents have the same rank.

Rather than use the whole document network, we delete the non-relevant
documents to produce a relevant document network. Figure 1 shows two examples
of relevant document networks. Since each search topic has a different set of
relevant documents, we construct relevant document networks on a per-topic
basis.

P5 = 0.55, nMRD = 0.24 P5 = 0.58, nMRD = 0.44

Topic 393: mercy killing Topic 403: osteoporosis

Fig. 1. Simplified depictions of relevant document networks for TREC topics 393

and 403. Each circular node is a relevant document. A link is drawn from a node to

another node if the target node is within the top 5 most similar documents of the

source node. The square node in each drawing represents a query likelihood retrieval

using the topic’s title as a query and is only shown for reference. The actual relevant

document networks are fully connected, weighted, directed graphs. In this figure, the

document-to-document similarity is “regular” with no weight given to the query/topic,

i.e. λ = 0 (see Section 3).
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Normalized Mean Reciprocal Distance. We propose as a new measure of
the cluster hypothesis the global efficiency measure of Latora and Marchiori [8]
applied to a given relevant document network. This measure is based on the
shortest path distances between all pairs of vertices in the relevant document
network.

This metric computes for each relevant document the normalized, mean recip-
rocal distance (nMRD) of all other relevant documents. The nMRD of relevant
document Ri is calculated as:

nMRD(Ri) =
1

Z(|R| − 1)

∑
Rj∈R,j �=i

1
D(Ri, Rj)

(1)

where R is the topic’s set of relevant documents, |R| is the number of relevant
documents, D(Ri, Rj) is the shortest path distance from Ri to Rj , and Z is
the normalization factor. This metric varies from 0 to 1 with 1 being the best
network possible. Because we allow no target documents to have the same rank,
the best possible network for a given source document is a complete binary tree
and thus:

Z =
1

|R| − 1

|R|−1∑
i=1

1
"log2 i#+ 1

(2)

For each topic, we average the nMRD over all the known relevant documents.
Finally, for a test collection, we average over all topics to produce a final metric.

Looking again at the example relevant document networks in Figure 1, we
see that precision at 5 (P5) reports that both topics 393 and 403 locally cluster
relevant documents very well while the global clustering of the two topics is
quite different. The normalized mean reciprocal distance (nMRD) reports that
the relevant documents are globally much better clustered for topic 403 than for
topic 393.

3 Document-to-Document Similarity Measures

In this paper, we use the well known language modeling approach to information
retrieval to create a collection of document-to-document similarity measures.
In our discussion, we refer to the document to which we are finding similar
documents as the source document. For a given source document, we will call
all other documents in the collection target documents.

In all cases, we build a query-biased, multinomial model, MB, for a given
source document and rank the remaining documents in the collection using the
Kullback-Leibler divergence:

DKL(MB||MD) =
∑
w

P (w|MB) log
P (w|MB)
P (w|MD)

(3)

where 0 log 0 = 0 and MD is a smoothed, maximum likelihood estimated (MLE)
multinomial model of the target document.
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We generate a range of query-biased similarity measures by utilizing two ways
to compute a model of the source document, MS , and then by linearly combining
this model with a MLE model of the given topic’s query Q to produce a query-
biased model MB:

P (w|MB) = λP (w|Q) + (1 − λ)P (w|MS) (4)

where λ varies from 0 to 1 and controls the amount of query-biasing. While
the query-biased similarity of Equation 4 is different than Tombros and van
Rijsbergen’s query sensitive similarity measure (QSSM) [4], which was a measure
for vector space retrieval, the above formulation for language modeling retrieval
captures the nature of QSSM.

We compute MS by selecting differing amounts of the source document’s text
and then letting MS be the MLE model of this selected text. At one extreme,
we select all of the text in a document. When we select the whole document
for MS and set λ = 0, we produce what we call regular similarity, which is the
most obvious form of document-to-document similarity and essentially treats a
document as a very long query.

We also query-bias the similarity by how we select text from the document
for MS . Our second approach to query-biased similarity aims to capture the
context of the query directly by only including the document text near query
term occurrences. This “window” approach creates a MLE model of the source
document text that consists of all words within a certain distance W of all query
terms in the document. In effect, we place windows of size 2W+1 centered over all
query term occurrences in the document. For example, when W = 5, the window
includes the 5 preceding words, the query term, and the 5 words following the
query term. When selecting text in this fashion, if a document does not contain
any query terms, the whole document is used.

Besides testing the “window” version of query-biased similarity alone by keep-
ing λ = 0, we also take the query-biased model of the document that the “win-
dow” approach produces and mix this model with the MLE model of the query.

In summary, we have two ways of query-biasing the similarity. The first way
mixes the query with a model of the source document MS. The second way
query-biases MS by letting MS be a MLE model of the text falling inside windows
placed over query term occurrences in the source document. By comparing these
two versions of query-biased similarity, we can see if the context captured by
the windows holds an advantage over simply mixing the query with the whole
document.

4 Experiments

We compared the NN test (P5) and the normalized mean reciprocal distance
(nMRD) as measures of the cluster hypothesis on 150 TREC topics and 36
variations of document-to-document similarity.

To produce the 36 types of similarity, we took Equation 4 and investigated
λ with values of 0, 0.1, 0.25, 0.5, 0.75, and 0.9. Besides utilizing the whole
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P5
Window Size W for MS

λ All 15 10 5 2 1

0.90 0.45 0.45 0.45 0.45 0.45 0.45

0.75 0.46 0.47 0.47 0.47 0.48 0.48

0.50 0.51 0.52 0.52 0.53 0.52 0.50

0.25 0.56 0.58 0.57 0.57 0.54 0.50

0.10 0.51 0.53 0.53 0.53 0.50 0.47

0.00 0.32 0.40 0.42 0.44 0.44 0.42

nMRD
Window Size W for MS

λ All 15 10 5 2 1

0.90 0.15 0.15 0.16 0.16 0.16 0.16

0.75 0.17 0.17 0.17 0.17 0.18 0.18

0.50 0.20 0.21 0.21 0.22 0.22 0.21

0.25 0.27 0.29 0.29 0.29 0.28 0.25

0.10 0.30 0.32 0.32 0.32 0.30 0.27

0.00 0.20 0.27 0.28 0.29 0.29 0.26

0.35 0.40 0.45 0.50 0.55

0.15

0.20

0.25

0.30

P5

nM
R

D

Fig. 2. Precision at 5 (P5) and normalized mean reciprocal distance (nMRD) measures

of the cluster hypothesis for 36 variations of document-to-document similarity. The

parameters λ and W refer to Equation 4 with “All” meaning the whole document is used

to compute the source document model MS . Scores without a statistically significant

difference from the best scores are in bold. We measured statistical significance using

the paired Student’s t-test (p < 0.05). The plot on the right shows nMRD vs. P5.

document to compute MS in Equation 4, we also investigated window sizes W
of 1, 2, 5, 10, and 15 words. The six settings of λ and six different window sizes
for computing MS produce the 36 similarity measures.

For our queries, we used the title field of TREC topics 301-450, which are the
topics for TREC 6, 7, and 8. The document collection consists of TREC volumes
4 and 5 minus the Congressional Record. We smoothed the MD of Equation 3
using Dirichlet prior smoothing with its parameter set to 1500. We truncated
the query model MB of Equation 4 to its 50 most probable terms. We stemmed
using the Krovetz stemmer and used an in-house list of 418 stop words. We used
the Lemur toolkit for our experiments.

5 Results and Discussion

Figure 2 shows the results for our experiments. While not shown here, we have
found little difference relative to nMRD between P5 and the use of P10, P20,
and average precision as local measures [9].

While generally a higher score for the NN test (P5) implies a higher score
for the global measure (nMRD), there are numerous runs where the document-
to-document similarity measure produced results with high P5 but with low
nMRD. For example, the P5 measure has a value of 0.53 for the runs with a
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λ = 0.1, P5 = 0.63, nMRD = 0.33 λ = 0.25, P5 = 0.57, nMRD = 0.19

Fig. 3. Simplified depictions of relevant document networks for topic 393 with λ =

{0.1, 0.25} (see Equation 4). Figure 1, shows topic 393 with λ = 0. Both Figure 1 and

this figure compute MS by using all the text of the source document.

window size W = 5 words and the λ values of 0.1 and 0.5, but when λ = 0.1,
nMRD = 0.32 and when λ = 0.5, nMRD drops to 0.22. The NN test as a local
measure of the cluster hypothesis is unable to measure the global clustering
of relevant documents. If the NN test is used alone, it is possible to develop
similarity measures that falsely appear to cluster documents well.

Nevertheless, to obtain a more complete view of the cluster hypothesis, both
a global and local measure are needed. There are many similarity measures that
produced relatively high nMRD scores between 0.25 and 0.3 while at the same
time resulting in P5 scores ranging from 0.40 to 0.58. The nMRD measure is
unable to detect local clustering of relevant documents.

Setting λ = 0.1 produced the best nMRD scores for all context sizes. Using a
reduced context of 5, 10, or 15 words produced slightly better results than using
the whole document (nMRD of 0.32 versus 0.30). For this document collection,
it appears that there is some value to the window form of query-biased similarity
although the majority of the benefit seems to come from giving the original query
enough, but not too much weight.

The lower nMRD scores for the high values of λ are likely the result of a lack
of diversity in the similarity lists across documents. Giving the query too much
weight produces a ranking of similar documents that is more or less the same
for all documents. From each document it becomes easy to traverse the relevant
document network to a few relevant documents, but once at these documents,
there is no easy way to travel to other relevant documents.

For topics such as topic 393 (Figures 1 & 3), we see that with a query-biased
similarity, many of the outlying documents now have 2 or 3 of the query-similar
documents as top ranked similar documents. These same outlying documents
though have failed to gain connections to each other. Here it seems that query-
biased similarity may be making the cluster hypothesis more true only by moving
a few relevant documents closer to all relevant documents but not by helping all
of the relevant documents get closer to each other.
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While query-biased similarity has made the cluster hypothesis more true, the
resulting connections between relevant documents are likely not robust to dele-
tion of key, query-similar documents. If the query-similar documents did not
exist in the collection, query-biased similarity might have had a less dramatic
effect on the clustering of relevant documents. In addition to their global effi-
ciency measure, Latora and Marchiori [8] have a local measure of efficiency that
concerns itself with this question of robustness. In future work, we’d like to ex-
amine Latora and Marchiori’s local efficiency measure and investigate to what
extent similarity measures produce fault tolerant relevant document networks.

6 Conclusion

In this paper we presented a new measure the cluster hypothesis: normalized
mean reciprocal distance (nMRD). This new measure is based on the shortest
paths between documents on a relevant document network. In contrast to the
NN test, which is a local measure of clustering, nMRD is a global measure of
the cluster hypothesis. We examined 36 variations of document-to-document
similarity and showed that the NN test is not a sufficient measure of the cluster
hypothesis. Different similarity measures can score well on the NN test but have
very different scores on the global measure, nMRD. To better determine the
ability of similarity measures to make the cluster hypothesis true, both a global
and local measure should be used.
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Abstract. The paper makes three points of significance for IR research: (1) The 
Cranfield paradigm of IR evaluation seems to lose power when one looks at 
human instead of system performance. (2) Searchers using IR systems in real-
life use rather short queries, which individually often have poor performance. 
However, when used in sessions, they may be surprisingly effective. The 
searcher’s strategies have not been sufficiently described and cannot therefore 
be properly understood, supported nor evaluated. (3) Searchers in real-life seek 
to optimize the entire information access process, not just result quality. 
Evaluation of output alone is insufficient to explain searcher behavior. 

1   Introduction 

The dominant view on IR theory boils down to formal models of information retrieval 
(IR). These models are abstract specifications for the search engines to work – quite 
different from empirical theories, which one confirms or refutes in a lab or in the real 
world. If the mathematics make sense and the implementation is faithful to the model, 
the engine will work. Search engine effectiveness, on the other hand, cannot be tested 
within the formal model alone; for that one needs some experimental instrumentation 
and evaluation. We ask in this paper, how much and what kind of theoretical under-
standing the IR community has regarding IR effectiveness. The retrieval models do 
not cover these aspects – or at best, make strong implicit assumptions about it.  

The goals of a research area may be classified as (a) theoretical understanding, (b) 
empirical description, prediction and explanation, and (c) technology development in 
the domain of interest. Much of research in IR is driven by a technological interest of 
developing tools for information access. However, technological interest becomes 
blind if not nurtured by the other goals. [6]  

Reflecting this, the motivation for the present paper is that the ultimate goal of in-
formation retrieval is to support humans to better access information in order to better 
carry out their task. How well does IR effectiveness, measured at the output of search 
engines, reflect this? If IR effectiveness does not directly translate to better human 
information access, we risk turning means to ends with unfortunate consequences.  

In the present paper, we make three points: (1) The Cranfield style of IR evalua-
tion seems to lose power when one looks at human instead of system performance. 
(2) Searchers using IR systems in real-life use rather short queries, which individu-
ally often have poor performance. However, when used in sessions, they may be 
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surprisingly effective. The searcher’s strategies have not been sufficiently described 
and cannot therefore be properly understood, supported nor evaluated. (3) Searchers 
in real-life seek to optimize the entire search process, not just result quality. 
Evaluation of output alone is insufficient to explain searcher behavior. 

In Section 2, we review some past research on (non-formal) IR theory and intro-
duce some concepts for discussing research approaches or paradigms. Section 3 
discusses the limitations of the Cranfield approach in the light of recent empirical 
evidence. Section 4 takes a look at real-life IR based on sessions of short queries and 
argues that the Cranfield approach can be extended in this direction. Section 5 pro-
poses a more holistic approach to IR evaluation based on searcher costs and efforts as 
well as output quality. Section 6 contains conclusions. 

2   Past Analyses of IR Research  

There are several introductions to approaches in IR research. For example, [6] re-
viewed three major approaches: systems-oriented IR, user-oriented IR and cognitive 
IR approaches. Järvelin [9] discussed the models and theories of systems-oriented and 
cognitive IR approaches. There is a dominant model for systems-oriented IR research, 
the Cranfield evaluation approach based on test collections. The other two major 
approaches do not have such dominant models.  

Saracevic discussed critically evaluation in IR research and called for the integra-
tion of user-oriented and system-oriented IR research [13]. He criticized the sole use 
of relevance-based measures in evaluation and called for proper measures at the levels 
of users and uses, markets and products, and social impacts.  

Ellis [3] questioned the applicability of the results of the Cranfield approach to op-
erational systems due to validity problems in performance evaluation. He pointed out 
that the approach abstracts a mechanical component out of human interaction with 
texts at the cost of not being able to handle problems at the searcher level. 

3   The Focus and Limits of Cranfield Style of IR Evaluation 

3.1   The Cranfield Framework 

Figure 1, center and left, represents the essence of Cranfield style of IR evaluation – 
the core components of experimental designs. In the unshaded center area there are 
documents/collections, requests/queries, and results; and core processes of repre-
sentation and matching with some feedback. Their interaction is however laborious 
to study in real-life. We therefore want to move the components into a lab, and 
incorporate the shaded area, the necessary lab instrumentation. Using the instru-
mentation: standard collections, search requests, relevance assessments, and evalua-
tion procedures and metrics, enables us to effectively evaluate IR techniques and 
compare the results. Prototypically, the context and the user are excluded in  
experiments. 
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Fig. 1. Evaluation by human performance (extended from [9]) 

3.2   Limitations of the Cranfield Approach: WYDSIWYDU 

Cranfield style of IR research develops techniques for finding relevant documents. 
The quality of the techniques is usually measured through recall and precision of the 
output, or metrics based on these (e.g. MAP). The studies seek to explain the variation 
of output quality. The independent variables are the use or non-use of various IR 
techniques and the controlled ones the test collections, topics, assessments. [9] 

The Cranfield framework has indispensable benefits that have lead to great pro-
gress. Standardization of experimental designs facilitates comparison of findings. One 
should not, however, be blinded by this success. A study designed within the Cran-
field framework cannot claim anything about external variables: WYDSIWYDU – 
what you don’t see is what you don’t understand. These cover the tasks and searchers 
supported, relevance assessment, interface functionalities, and the actual search proc-
esses. There is mounting evidence that we may not be able to improve human 
performance by further improving traditional retrieval effectiveness.  

3.3   Human Performance 

Several recent studies have suggested that using a better search system may not al-
ways lead to improvements in task outcomes. Note here that we are stepping out of 
the lab, measuring something that essentially lies outside – the right side of Figure 1. 

Allan and colleagues [1] studied searcher productivity in a passage-based question 
answering task. User performance improved significantly given a system performance 
improvement (from bpref of 50) whereafter system performance improvements did 
not yield a significant user performance change.   

Turpin and Scholer [15] studied user performance on simple web search tasks, con-
sidering the time that a user takes to find a relevant document, and the number of 
relevant documents that a user can find within 5 minutes. This was studied across 
search systems operating at MAP in the range of 0.55 to 0.95. Results indicated that 
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MAP level has no significant relationship with the time taken to find the first answer, 
while there was a weak relationship with the recall-oriented task. 

Smith and Kantor [14] also explored the relation of system performance to search 
behavior. Their test subjects each completed several searches using either a standard 
system or a degraded system. Searchers using degraded systems were as successful as 
those using the standard one, regarding the quality of documents found and the time 
taken to achieve this. However, searchers using degraded systems altered their 
behavior, making significantly more queries and examining shorter lists. 

Huuskonen and Vakkari [5] studied the connection of searching features to task 
outcome and found and found very few and vague connections between work task 
result quality and the system/searching variables. 

These studies suggest that if one extends the Cranfield framework toward the hu-
man tasks, it loses strength. The main dependent variable, traditional IR effectiveness, 
is only weakly related to human task performance. Consequently, typical IR variables 
– IR techniques – do not explain the variation in the human task. Further, if the effect 
of the query result, measured through recall-precision metrics, is only weakly 
connected to human task performance, then: 

• no experimentation with retrieval models will change the situation; 
• no variation of evaluation metrics will change this if the metrics remain traditional; 
• we need, in addition to result metrics, metrics for the process and the outcome. 

4   Interaction in Sessions 

Much IR research is based on batch mode experiments where a topic is automatically 
converted to a single multi-word query, which is then run against the database using 
some search engine. In real-life, searchers use very short queries but may try out mul-
tiple queries in a session. They also behave individually during search sessions. Their 
information needs may initially be muddled and change during the search process; 
they may learn as the session progresses, or switch focus. The initial query formula-
tion may not be optimal and the searchers may need to try out different wordings. [10]  

Real-life searchers often prefer short queries and avoid excessive browsing. Jansen 
and colleagues [8] analyzed transaction logs of thousands of queries posed to a Web 
search engine. The average query length was 2.21 keywords. Less than 4 % of the 
queries had more than 6 terms. They also observed that most users did not access 
results past the first page.  Therefore real life sessions often consist of sequences of 
short queries. The data in Table 1 reflect these findings. 

The data for Table 1 come from an empirical, interactive IR study [10]. Thirty do-
main experts each completed the same four realistic search tasks A – D simulating a 
need for specific information required to make a decision in a short time frame. Each 
task formed a session. The data show great variability between the tasks along various 
variables. On average, there were 2.5 queries per session and 2.4 unique keys per 
session, and each query had two keys and 0.9 filters (a geographic, document type or 
other condition). Only 10 among the 60 sessions employed four or more unique 
search keys. These searchers were precision-oriented, i.e., they quit searching soon 
after finding one or a few relevant documents.  
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Table 1. Real-life session statistics based on 15 sessions for Tasks A-D (N=60) sessions 

Variable  A B C D Tot 
Tot # queries per task 25 59 28 40 152 
Avg queries in session 1.7 3.9 1.9 2.7 2.5 
Avg # keys per session 1.5 3.9 1.9 2.2 2.4 
Avg # keys per query 1.4 2.4 1.8 2.0 2.0 
Avg # filters per query 1.2 1.1 0.8 0.7 0.9 
S1 frequency  11 3 4 3 21 
S2 frequency  2 4 3 4 13 
S3 frequency  4 13 11 10 38 
S1-S3 frequency sum 17 20 18 17 72 

 
The four bottoms lines report the frequency of the query strategies discussed below. 
The strategies S1, S2, and S3 were identified in Table 1 session data through a secon-
dary analysis [11]. Strategy S1 consisted of individual words used alone as queries. If 
the first word was unsuccessful, another was tried instead. S1 was employed 21 times 
in the 60 sessions of Table 1. Strategy S2 is based on incremental query extension: a 
searcher starts with a one word query. If it is not successful, (s)he extends the query 
by another word, by a third word, etc. S2 was employed in 13 times of the 60 sessions 
of Table 1. Strategy S3 is based on three word queries where the first two are fixed 
and the third one varied. S3 was employed in 38 of the 60 sessions. The total number 
of identified strategies (72) exceeds the number of sessions (60) because more than 
one strategy was employed in some sessions. For completeness, strategy S4 is defined 
as a full multiword query based on a test topic – no-one used it in the empirical data.  

Keskustalo and colleagues [11] used the strategies S1-S4 in a simulation experi-
ment based on TREC 7 and 8 test collections (528155 documents) and 41 topics for 
which graded relevance assessments were available. The retrieval system was Lemur. 
The authors used real test persons to suggest keywords for queries of various lengths. 
These were then used to construct simulated sessions following the Strategies S1-S4 
with an interest in finding whether sessions based on simple queries and Strategies 
S1-S3 are competitive with verbose individual queries using Strategy S4. Sessions of 
five queries were used for strategies S1-S3 and the search task was to find one highly 
relevant document, which is a frequently used task in interactive IR experiments. For 
each of 5 queries in S1-S3, only the first result page was examined. For S4, the top-50 
was examined in lots of ten results for compatibility. 

Taken individually, the queries in sessions of Strategies S1-S3 often had poor ef-
fectiveness (e.g. measured by MAP). However, session effectiveness of S1-S3 was 
considerably higher (Table 2). The average page of success tells which page, on the 
average, contained the first highly relevant document. Based on stringent relevance 
criteria, S1 is 20-34 percent units weaker than strategies S2-S4 in its success rate. 
Strategies S2-S3 are only 8-13 % units below S4. In all cases, the first highly relevant 
document is found, on average, by the second attempt (second page for S4). Accord-
ing to Friedman’s test the differences between the strategies are highly significant (p 
< 0.001). In pairwise tests, S3 is not significantly different from S4 while S2-S4 are 
all significantly better than S1 (p<0.01).  
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Table 2. Effectiveness of session strategies S1-S4 for 41 topics as average page of success 

Variable S1 S2 S3 S4 

Avg successful page 1,82 1,73 1,52 1,42 
Success rate 23 33 31 36 
Success % 60,5 86,8 81,6 94,7 

 
This study shows that sessions based on individually ineffective queries may be sur-
prisingly effective. The findings motivate the observed real-life user behavior, which 
real users must have learned through experience. As few very simple attempts often 
lead to good enough results, there is no incentive to pay more effort.  

5   Toward a Holistic View on IR 

We believe that research on IR interaction is currently too exclusively focused on the 
quality of retrieval results. Early papers on IR evaluation had a comprehensive ap-
proach: Cleverdon and colleagues [2] and Salton [12] identified, among others, pres-
entation issues and intellectual and physical user effort as important factors in IR 
evaluation, along with recall and precision as performance measures. Usability studies 
also have a comprehensive approach to costs and benefits of systems assessed [7]. 

Hersh [4] pointed out that the potential impact of an interactive IR system is de-
termined in part by situational relevance, which is affected, among others, by the 
user’s time pressure. Therefore only documents retrieved in the top ranks of results 
may be of interest. Järvelin and colleagues [10] extended the Discounted Cumulated 
Gain metric into a session-based evaluation metric (sDCG), which handles multiple 
query sessions and takes the searcher’s effort (both scanning and query modification 
costs) indirectly into account through discounting factors.  

While costs and benefits of interactive IR systems have been discussed in the lit-
erature, the same does not hold for current IR evaluation, which seems to focus on 
retrieval result quality and neglect searcher efforts. In interactive settings both (ex-
pected) costs and benefits affect searcher behavior and evaluation becomes biased if 
only result quality is considered. To avoid this problem, a cost/benefit model for in-
teractive IR sessions is needed. It should incorporate at least the following 
cost/benefit factors in a typical search interface: 

• Search key generation cost (K): the cost of producing each search key.  
• Query execution cost (Q): the cost of giving a search and waiting for the result. 
• Result scan cost (S): The cost of scanning each item in the result.  
• Next page access cost (N): the cost of accessing the next results page for scanning. 
• Relevant document gain (G): the benefit of identifying a relevant document.  

A rough cost/benefit model assumes all the above costs linear per respective numbers of 
units, in the same value range (e.g. seconds), and additive. When this is made commen-
surate with the relevant document gain, e.g. by a conversion factor between costs and 
gains, one may use the following function SessionCBA for evaluation: 

SessionCBA(K,Q,S,N,G) =  αK +  βQ + δS + γN + θG (1) 



 Explaining User Performance in Information Retrieval: Challenges to IR Evaluation 295 

where α, β, δ, γ, and θ are constant unit costs/benefits of the above variables K, Q, S, 
N, and G. Note that traditional IR evaluation assumes α =  β = δ = γ = 0 and  θ > 0, 
thus making SessionCBA(K,Q,S,N,G) = θG and focusing on benefits at any cost. This 
can hardly be used to explain searcher behavior. 

As an example, consider the case in Section 4 by [11]. Table 3 gives the expected 
number of search keys K, queries Q, scanned documents S, fetched next pages N, and 
found relevant documents G (one in each case) for each strategy.  

Table 3. Cost-benefit features of Strategies S1-S4 

Strategy K Q S N G 
S1 8.6 3.5 35 0.0 1 
S2 4.3 2.3 23 0.0 1 
S3 7.3 2.4 24 0.0 1 
S4 16.9 1.0   5 0.0 1 

 
The cost-benefit features of Strategies S1-S3 are calculated based on the success sta-
tistics of 1st – 5th queries and on the assumption that, if none of them is successful (see 
Table 2), that the searcher would launch one more query represented by S4 containing 
16.9 search keys. If the action would be just giving up without an answer after five 
unsuccessful attempts, the K column would have values 3.9, 2.6, 5.1, and 16.9 keys.  
This may happen, if target information is not very valuable.  

Because we do not know the unit costs of K, Q, S, and N, we cannot directly identify 
an optimal strategy. One may still observe that if entering query words is costly and 
scanning the result cheap, S1-S3 are competitive, whereas in the opposite case S4 wins.  

6   Discussion and Conclusion 

Theoretical growth in a research area may incur from theory expansion (e.g., through 
new concepts), greater analytical power (through model building), improved 
empirical support, and proliferation of new hypotheses within the theory [16].  

Section 3 discussed the Cranfield IR evaluation framework and its limitations in 
the light human task performance. Based on several critical studies we found evidence 
suggesting that the Cranfield style IR evaluation framework is weakly connected to 
human task performance. In the effort of making experiments controllable, the Cran-
field approach may have crystallized a study design that weakly relates to the activity 
supported. No experimentation with IR techniques or traditional evaluation metrics 
will change the situation. To explain user performance theory expansion is necessary. 

We then discussed interaction in real-life IR sessions and discussed three idealized 
real-life, session-based, retrieval strategies S1-S3 as alternatives to a long test query 
S4. A simulated interactive retrieval experiment showed that sessions using individu-
ally ineffective queries may be surprisingly effective. The findings motivate the ob-
served real-life user behavior, which real users must have learned through experience 
with IR systems. This suggests that greater analytical power is needed for understand-
ing user behavior. Section 5 exemplifies that this can be achieved by more holistic 
modeling of both session costs and benefits for better empirical support.  
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In conclusion, there are risks in focusing wholly on IR tools without analyzing 
their real use contexts. One cannot understand their use, nor design them properly, 
without understanding at least minimally the information environment of their users. 
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1 Knowledge Media Institute, The Open University, Milton Keynes, UK
2 School of Computing, The Robert Gordon University, Aberdeen, UK

{h.liu,s.rueger}@open.ac.uk, v.uren@dcs.shef.ac.uk, d.song@rgu.ac.uk

Abstract. In order to bridge the “Semantic gap”, a number of relevance

feedback (RF) mechanisms have been applied to content-based image re-

trieval (CBIR). However current RF techniques in most existing CBIR

systems still lack satisfactory user interaction although some work has

been done to improve the interaction as well as the search accuracy. In

this paper, we propose a four-factor user interaction model and investi-

gate its effects on CBIR by an empirical evaluation. Whilst the model

was developed for our research purposes, we believe the model could be

adapted to any content-based search system.

Keywords: User interaction, Relevance feedback, Content-based image

retrieval.

1 Introduction

Content-based image retrieval (CBIR) has been researched for decades, but it
is not widely applied online. In our view, one of the reasons for this is that
CBIR is normally performed by computing the dissimilarity between objects
and queries based on their multidimensional feature vectors in content feature
spaces, for example, colour, texture and structure features. There is a well known
gap, called the “semantic gap”, between the low-level feature of an image and
its high-level meaning to users.

To help bridge this semantic gap, relevance feedback (RF) has been introduced
into CBIR systems, which aims to bring users into the search loop. Existing
research on RF [10] suggests that bringing users into the loop can help bridge
the semantic gap and may also improve the retrieval accuracy. However, most
existing RF techniques are highly system-centric. They focus more on improving
search accuracy than the interaction between the system and users.

Therefore in an effort to develop more human-centric and user-oriented sys-
tems, Spink, et al. proposed a three-dimensional spatial model to support user
interactive search for text retrieval [8]. The model emphasizes that partial rele-
vance is as important as binary relevance/irrelevance, and indeed it can be more
important for inexperienced users.
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Other existing research has been focused more on a single dimension, such as
time. For example, Campbell in [1] proposed the Ostensive Model (OM) that
indicates the degree of relevance relative to when a user selected the evidence
from the results set. Later, Urban, et al. applied the so called increasing profile
to CBIR [9]. Their preliminary study showed that the system based on the OM
was preferred by users over traditional CBIR search engines.

Ruthven, et al. [6] adapted twodimensions from the Spink, et al model combined
with OM in their study. Their experimental results showed that combining partial
and time relevance did help the interaction between the user and the system.

Based on the related work, we are motivated to investigate what the outcome
would be were we to combine the three-dimensional spatial model with the OM
together and, further, to add another factor - frequency - to the combination.
Therefore, in this paper, we propose an adaptive four-factor user interaction
model (FFUIM) including relevance region, relevance level, time and frequency.

We will investigate the different interaction settings of the FFUIM, through
simulated evaluations on a large image collection. The evaluation results provide
initial evidence and insights into which interaction settings are likely to deliver
the best search accuracy and lead to better user search experience.

2 User Interaction Models

In this section, we review a number of existing UI models and describe how our
FFUIM harnesses their advantages, whilst addressing some of their limitations.

2.1 Three-Dimensional Spatial Model

In order to improve the interaction between the users and the system, Spink,
et al. proposed a three-dimensional spatial model of levels of relevance, regions
of relevance and time of relevance to text retrieval [8]. Firstly, they applied
Saracevic’s five levels of relevance [7] as the way to indicate why the feedback
is relevant, which confers a qualitative difference between levels. Secondly, the
regions of relevance indicate the degree of users’ relevance judgements to a feed-
back. The four regions are relevant, partially relevant, partially not relevant and
not relevant. The third dimension is time of relevance, which is measured in
formats such as information seeking stage and successive searches. We consider
the model as a useful foundation from which to develop further user interaction
models and techniques for CBIR.

2.2 Ostensive Model

Other research has tended to focus more on a single dimension, such as time.
For example, Campbell in [1] proposed the Ostensive Model (OM) that indicates
the degree of relevance relative to when a user selected the evidence from the
results set. OM includes four ostensive relevance profiles: decreasing, increasing,
flat and current profiles, respectively. With the increasing profile the latest RF
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is deemed most important, whereas with the decreasing profile it is the earliest
RF that is regarded as the most important. With the flat profile all RF is given
equal importance, regardless of when the feedback was provided. Finally, the
current profile gives the latest RF the highest weight and earlier RF is ignored.
Campbell found that for text retrieval the increasing, flat and current profile
showed overall better accuracy than the decreasing model, and the increasing
profile was the most robust [1].

In [9] Urban et al. adapted the OM from text retrieval for CBIR to help over-
come interaction problems between users and CBIR systems. In that study only
the increasing profile was applied. The results indicated that, whilst users found
the OM easy to use, they found it difficult to control the RF process without
greater interaction. Furthermore, the traditional OM accepted only positive RF,
whereas in reality users wish to refine their searches by providing both negative
and positive RF. Indeed, some research [2,5,4] has shown that including negative
examples into the RF can actually help improve the image retrieval accuracy.

2.3 Partial and Ostensive Evidence

Ruthven, et al. [6] adapted two dimensions from Spink, et al. model, namely:
regions of relevance and time, for ranking query expansion terms in text retrieval.
The region of relevance in their study is called partial evidence, which is a range
of relevance level from one to ten. In addition, they applied the OM to the time
dimension, which is called ostensive evidence. The ostensive evidence is measured
by iterations of feedback. Their study shows that combining RF techniques with
the user interaction factors is preferred by users over RF techniques alone. It will
be interesting to see how the combined model performs in our CBIR system.

3 A Four-Factor User Interaction Model for CBIR

Based on these interesting studies, we developed a new model named ‘four-factor
user interaction model (FFUIM)’, which combines the three-dimensional spatial
model with the OM and, further, to add another factor - frequency - to the
combination. The FFUIM includes: relevance region, relevance level, time and
frequency. We introduce the four factors in following sections.

3.1 Relevance Region

Instead of Spink, et al. four regions of relevance, the relevance region here
comprises two parts: relevant (positive) evidence and non-relevant (negative)
evidence. Both relevance regions contains a range of relevance levels.

3.2 Relevance Level

The relevance level here indicates how relevant/non-relevant the evidence is on
the related relevance region, which implies a quantitative difference, and differs
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from Saracevic’s definition in Spink, et al. This factor is measured by a range of
relevance level (integer 1-20) indicated by users. The distance function with the
relevance level factor is given by

Dij = dij/Wp, (1)

where Dij(i = 1, 2, . . . , m; j = 1, 2, . . . , n) is the final distance between a query
image i with an object image j; dij is the original distance between the query
image i and an object image j; Wp is the partial weight, Wp = r for the positive
examples, and Wp = 1

r for the negative examples (r is the level of the relevance
provided by the user between 1 and 20 integer)1 2.

3.3 Time

We adapted the OM to the time factor to indicate the degree of relevance relative
to when the evidence was selected. In this study, we have taken the OM a
step further. In addition to using the increasing profile, we have also tested
the flat profile, current profile and the decreasing profile. For our study, the
increasing / decreasing profile means ostensive relevance weights for positive /
negative examples increase / decrease respectively with further search iterations.
The fundamental difference between our studies and Urban et al. is that we
have applied these ostensive relevance weights to both the positive and negative
feedback, and applied the weight to more than one image in every query. We
propose the following distance function with ostensive weight:

Dij = dij/Wo, (2)

where Wo, the ostensive weight, can be different depending on the profile. Wo = s
for the positive examples, and Wo = 1

s for the negative examples (for the increas-
ing profile, s is iterations of feedback; for the decreasing profile, s is iterations of
feedback in the contrary order; for the flat profile, s is 1; for the current profile,
s is 1 to current iteration, but 0 to previous iterations)3.

3.4 Frequency

While we were investigating the combined models, we found that the same images
can be used as positive/negative examples in different RF iterations. Thus, we
wonder: can the number of times an image appears (frequency) across all the

1 Dij depending on positive dij/x and negative examples dij/(1/x), but the later

simplifies to dij × x, here the x can be r,s,t. Therefore the distance become smaller

the higher the positive weight and larger the higher the negative weight.
2 Note that we have tested a number of other weighting functions for Wy (y can be

o,p,f), e.g., Wy = x, Wy = 2x and Wy = ln(x) (x can be r,s,t) for positive examples,

but there was no significant difference in performance (MAP). Here we use the linear

setting for simplicity.
3 Please see more detail in footnote 1 and 2.
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iteration contribute to the model? To answer this question, we propose a new
factor - frequency, which captures the number of appearances of an image in the
user selected evidence both for positive and negative evidence separately. The
distance function with frequency is given by

Dij = dij/Wf , (3)

where Wf , the frequency weight, is how often an image has been chosen as a
relevant or non-relevant example: Wf = t for the positive examples, and Wf = 1

t
for the negative examples (t is the number of times the image was chosen as a
feedback)4.

4 Empirical Evaluation

Our empirical experiments aim to find possible interaction settings of the FFUIM
that improve the search accuracy in comparison with a CBIR system without any
interaction. The evaluation was a lab-based systematic comparison. We tested
some individual and combined factors of the FFUIM. The performance indicator
used was Mean Average Precision (MAP), and we used the ranking of images in
the entire data set to compute the MAP for every experiment.

4.1 Experimental Setup

The ImageCLEFphoto2007 collection [3] was used, which consists of 20,000 real
life images and 60 query topics. We applied colour feature HSV to all of the
images. The City block distance (a special case of Minkowski distance family)
was used to compute the distance between query images and object images.

Two Fusion Approaches. We used two fusion approaches to support two
different RF scenarios. Firstly, the vector space model (VSM) [5] was deployed
for positive relevance feedback only. By adding the weighting scheme of the
FFUIM into the VSM, the approach is represented by:

DV SM =
∑

i

(dij/Wz), (4)

where the DV SM is the sum of the distance value between a query (containing
i positive examples) and an object image j. Wz can be one of the three factors’
weight Wo,Wp,Wf , or any combination weight of all three factors, depending
upon which factor or combined factors is/are being tested.

Secondly, because the VSM in [5] only uses positive RF, we applied k-nearest
neighbours (k-NN) for both positive and negative relevance feedback [5]. Here,
by taking into account the weighting scheme, k-NN is given by:

DKNN =
∑

i∈N (dij/Wz + ε)−1∑
i∈P (dij/Wz + ε)−1 + ε

, (5)

4 Please see more detail in footnote 1 and 2.
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where DKNN is the distance value between an object image j with all the ex-
ample images (positive and negative) in the query. ε is a small positive number
(e.g. 0.00001) to avoid division by zero. N and P denote the sets of positive and
negative images in the query.

Two Interaction Approaches. Our experiments used two interaction
approaches: pseudo RF and a method we call simulated user RF.

Firstly, pseudo RF was applied - a method widely used in information re-
trieval. Here there is no user interaction functionality with the RF approach.
The system automatically takes the top three and bottom three images from the
ranked last iteration search result of each query as positive and negative exam-
ples, respectively, to expand the current queries. The reason we take the bottom
three images as negative feedback to expand the current queries is because, from
our previous experiment, this approach outperforms the use of randomly chosen
negative examples.

Secondly, so-called simulated user RF was used. This approach uses three truly
relevant images from the top ranked results of each query and three non-relevant
images from the bottom as tested against the official relevance judgments file.
We derive this method to provide an automatic means of feedback which is closer
to real user behavior. The reason we limit feedback to three positive images and
three negative ones is because we want to make the experimental results more
comparable with equal numbers of image examples in the queries.

For consistency of the two approaches, we used three image examples in each
original query and each of the RF iterations. Further, we limited the number
of iterations to be three, where iteration one is the search by original queries
without RF, and iterations two and three are with RF. The time and relevance
region factors are applied to all the queries on every iteration, whilst the relevance
level and frequency factor is applied only to the latest query.

4.2 Experimental Results

Our experiment has tested the performance of 16 interaction settings of the
FFUIM, which includes four profiles of OM (time factor): flat profile, increas-
ing profile, current profile, decreasing profile, these profiles combined with the
relevance level factor, and the above combinations joint with the frequency fac-
tor. Each of the 16 settings was tested using positive RF only as well as pos-
itive and negative RF (relevance region factor). The models have been tested
against a large image collections and two interaction approaches as previously
described. The following insights and analysis has been made, by doing statistical
significance tests (the Wilcoxon signed ranks test with α = 0.05):

Firstly, simulated user RF has better performance than pseudo RF. Secondly,
with the pseudo RF approach, accuracy falls with increasing iterations. Thirdly,
under simulated user RF approach, the performance clearly improves with each
search iteration for all the results.

Apart from these generic insights, other results vary depending on the dif-
ferent settings and iterations. Since iteration three is the last iteration in our
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experiment and the weights should show more effect on the results, and, in ad-
dition, the simulated user RF outperforms pseudo RF and is closer to the real
search scenario, we have undertaken further detailed analysis of the simulated
RF at iteration three based on different search settings as follows:

Comparing the four profiles of the Ostensive Model (time factor).
For the positive examples only setting, the decreasing and current profiles show
consistently good performance, then the flat profile outperforms the increasing
profile in most tests; for the both positive and negative example setting, the
decreasing, flat and increasing profiles are not significantly different, but the
current profile shows statistically worse performance than the other three pro-
files. The results do not show the same observation as previous OM studies,
namely that the latest RF expresses best the user’s information needs. This may
be because the relevance judgement file was developed against the original query
that is the oldest RF iteration. Thus the decreasing profile performs consistently
well in different circumstances. These models need further testing in a real as
opposed to simulated CBIR search environment.

With or without relevance level factor. In all of the tests, the relevance
level when combined with the OM is not significantly different to the OM alone.
This factor also needs further testing under a real user as opposed to simulated
user evaluation.

With or without frequency factor. The frequency factor when combined
with the other factors does not lead to significantly better performance than the
factors without frequency factor. This may be because the limited number of
search iterations means that the frequency weight has little impact. In addition,
our definition of the frequency factor is that the latest query images are more
important, which is different from the relevance judgement file that was created
based on the original queries. This result may be clearer when we run further
iterations of the experiment, or even under a real as opposed to simulated user
evaluation.

Positive examples only and both positive and negative examples
(relevance region factor). The use of both positive and negative example
RF with k-NN approach performs significantly better than only positive exam-
ple RF with VSM approach. The promising result encourages us to include the
negative functionalities to our future visual search system, and then we need to
think about how to deliver these functionalities to users through the interface.

5 Conclusion and Future Work

In an effort to alleviate the limitations of current user interaction models and to
find a UI model to deliver a better interaction and search accuracy for CBIR,
we have proposed a new four-factor user interaction model based on relevance
region, relevance level, time and frequency. We have also empirically investigated
different settings of the proposed model.
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The following main observations have been made from the evaluation results:
(1) bringing the user into the loop will enhance CBIR; (2) allowing both positive
and negative feedback improves search performance; (3) combining the relevance
level and frequency factor with other factors will make the user interaction model
more usable and may well improve the search accuracy.

This work will be a foundation for developing more effective user interaction
systems for CBIR. We have developed a visual content-based image search sys-
tem, so that we can carry out real as opposite to simulated user experiments to
evaluate the usefulness and effectiveness of the different settings of the FFUIM
model. We are using a series of quantitative performance indicators, such as
scores from questionnaires, precision of actual search results, time and number
of clicks taken to complete the task, etc. Early results of the user study are under
review and detailed analysis is underway.
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Abstract. Predicting query performance, that is, the effectiveness of

a search performed in response to a query, is a highly important and

challenging problem. Our novel approach to addressing this challenge is

based on estimating the potential amount of query drift in the result list,

i.e., the presence (and dominance) of aspects or topics not related to the

query in top-retrieved documents. We argue that query-drift can poten-

tially be estimated by measuring the diversity (e.g., standard deviation)

of the retrieval scores of these documents. Empirical evaluation demon-

strates the prediction effectiveness of our approach for several retrieval

models. Specifically, the prediction success is better, over most tested

TREC corpora, than that of state-of-the-art prediction methods.

Keywords: query-performance prediction, query drift, score distribution.

1 Introduction

Many information retrieval (IR) systems suffer from a radical variance in per-
formance when responding to users’ queries. Even for systems that succeed very
well on average, the quality of results returned for some of the queries is poor [1].
Thus, it is desirable that IR systems will be able to identify “difficult” queries
in order to handle them properly.

We present a novel approach to query-performance prediction that is based on
estimating the potential amount of query drift in the result list — the documents
most highly ranked in response to the query. That is, the presence and dominance
of non-query-related aspects or topics manifested in documents in the list.

As it turns out, we potentially do not need to directly identify query-drift,
rather we can use a proxy for its estimation. Specifically, using insights from work
on pseudo-feedback-based query expansion [2] we argue that high standard devi-
ation of retrieval scores in the result list correlates with reduced query-drift, and
consequently, with improved effectiveness. Empirical evaluation demonstrates
the prediction-effectiveness of our predictor for several retrieval methods,
specifically, with respect to that of state-of-the-art predictors.

L. Azzopardi et al. (Eds.): ICTIR 2009, LNCS 5766, pp. 305–312, 2009.
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2 Related Work

Pre-retrieval query-performance prediction methods [3] analyze the query ex-
pression. However, the (short) query alone is often not expressive enough for
reliable prediction [3]. The most effective prediction approaches employ post-
retrieval analysis of the result list — the documents most highly ranked in re-
sponse to the query. In what follows we discuss three such prominent paradigms.

The clarity prediction paradigm [4] is based on measuring the “focus” (clarity)
of the result-list with respect to the corpus by computing different forms of their
“distance” [5,6,7]. In Sect. 4 we show that our predictor is more effective than
the clarity measure [4] over most tested collections.

Different notions of the robustness (e.g., with respect to document and query
perturbations), and cohesion, of the result list [8,9,10,11,12] were shown to indi-
cate query performance. Our proposed predictor, which measures the diversity
of retrieval scores in the result list, can be thought of as a surrogate for estimat-
ing robustness with respect to document perturbations [9,10] — small random
document perturbations are unlikely to result in major changes to documents’
retrieval scores, and hence, are unlikely to significantly change the result list if
retrieval scores are quite spread.

Work on analyzing retrieval-scores distributions to predict query performance
showed that (i) the highest retrieval score [13], (ii) the difference between retrieval-
scores produced in a query-independent and a query-dependent manner [14], and
(iii) the extent to which similar documents receive similar retrieval scores [15]
can indicate query performance. These techniques are complementary to ours. A
state-of-the-art predictor, Weighted Information Gain (WIG) [12], measures the
divergence between the mean retrieval score of top-ranked documents and that of
the entire corpus. In contrast, our predictor essentially computes the divergence
between the retrieval scores of top-ranked documents and that of a pseudo non-
relevant document that exhibits a relatively high query-similarity. We
demonstrate the merits of our predictor with respect to WIG in Sect. 4.

3 Prediction Framework

Let q, d, D andM be a query, document, corpus, and retrieval method, respec-
tively. We use Score(d) to denote the retrieval score assigned to d in response
to q by M. Our goal is to devise an estimate (predictor) for the effectiveness
of the ranking induced by M over D in the absence of relevance judgment in-
formation. The estimated effectiveness is the query performance we attribute
to M with respect to q. The methods we present utilize the result list D[k]

q of
the k documents that are the most highly ranked; k is a free parameter that is
fixed to some value prior to retrieval (and prediction) time. As in many retrieval
paradigms, we assume that D[k]

q is composed of the documents that exhibit the
highest (non-zero) surface-level similarity to q.
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3.1 Estimating Query Drift

We refer to non-relevant documents in D[k]
q as misleaders because they “mislead”

the retrieval method into “believing” that they are relevant as they exhibit
relatively high query-similarity. Misleaders are usually dominated by non query-
related aspects (topics) that “drift away” from those represented by q [2].

As it turns out, we can potentially identify (at least) one (pseudo) misleader.
Work on pseudo-feedback-based query expansion often uses a centroid represen-
tation, Cent(D[k]

q ), of the list D[k]
q as an expanded “query model” [16,17]. While

using only the centroid yields poor retrieval performance [16,18,19], anchoring
it to the query q via interpolation [18,19] yields improved performance, leading
to the conclusion that the centroid manifests query drift [2]. Thus, Cent(D[k]

q )
could be viewed as a prototypical misleader as it exhibits (some) similarity to the
query by virtue of the way it is constructed (from documents in D[k]

q ), but this
similarity is dominated by non-query-related aspects that lead to query drift.

The degree of relevance of Cent(D[k]
q ) to q is presumed by the retrieval method

M to be correlated with its retrieval score, μ
def= Score(Cent(D[k]

q )). In fact, we
need not directly compute μ, because the mean retrieval score of documents in
D[k]

q , μ̂
def
= 1

k

∑
d∈D[k]

q
Score(d), corresponds in several retrieval methods to the

retrieval score, μ, of some centroid-based representation of D[k]
q . (We show that

in Sect. 3.2). Thus, μ̂ represents the retrieval score of a prototypical misleader.

Estimates of Retrieval Effectiveness. Documents with retrieval scores
(much) higher than μ̂, the score of a prototypical misleader, are potentially
less probable to manifest query drift, and hence, be misleaders. Such documents
could be considered as exhibiting positive (“+”) query-commitment (QC). We
therefore hypothesize that high divergence from μ̂ of the retrieval scores of these
documents correlates with improved retrieval effectiveness. Since retrieval scores
are query dependent, we normalize the divergence with respect to the retrieval
score of a general prototypical non-relevant document, namely, the corpus. (We
assume that the corpus can be represented as a single “pseudo” document, e.g.,
by using a centroid representation.) The resultant positive (“+”) normalized-
query-commitment (NQC) estimate is:

NQC+(q,M)
def
=

1
Score(D)

√√√√1
k

∑
d∈D[k]

q :Score(d)≥μ̂

(Score(d) − μ̂)2 .

If we assume that there are only a few relevant documents in the corpus that yield
“reasonable” query similarity, then a small overall number of documents exhibit-
ing “reasonable” query-similarity can potentially indicate a small number of mis-
leaders. The lower the retrieval score of a document is with respect to μ̂, the less
we consider it to exhibit “reasonable” query-similarity (i.e., query-commitment).
Hence, we hypothesize that the overall number of misleaders decreases
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(and hence, retrieval effectiveness increases) with increased (normalized) negative
(“-”) query-commitment measured by:

NQC−(q,M)
def
=

1
Score(D)

√√√√1
k

∑
d∈D[k]

q :Score(d)<μ̂

(Score(d) − μ̂)2 .

We integrate the NQC+ and NQC− measures to yield our main query-
performance predictor, NQC, the (normalized) standard deviation of the
retrieval scores in D[k]

q :

NQC(q,M)
def
=
√

NQC+(q,M)2 + NQC−(q,M)2 =

√
1
k

∑
d∈D[k]

q
(Score(d) − μ̂)2

Score(D)
;

this measure has an appealing geometric interpretation exemplified in Fig. 1.

3.2 Use Case: Language Modeling Framework

The proposed performance-prediction measures can be employed with retrieval
methods that estimate relevance based on surface-level document-query
similarities. Here, we focus on the language modeling framework [21].

Let p(w|d) be the probability assigned to term w by a (smoothed) unigram
language model induced from document d. The commonly-used query likelihood
(QL) retrieval method [20] scores document d in response to query q = {qi} by

ScoreQL(d) =
∑
qi

log p(qi|d) . (1)

To compute the corpus retrieval score ScoreQL(D), we treat D as the document
that results from concatenating all documents in D; the order of concatenation
has no effect, since we use unigram language models.

Fig. 1. Geometric interpretation of NQC. The two leftmost graphs present retrieval-

scores curves for “difficult” and “easy” queries chosen by average-precision (AP) per-

formance (query-likelihood model [20], ROBUST benchmark). Right: the shift between

these two scenarios amounts to clockwise rotation of the retrieval-scores line.
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The Centroid We stated in Sect. 3.1 that the mean retrieval score (μ̂) of docu-
ments inD[k]

q corresponds to the retrieval score of a centroid-based representation
of D[k]

q . We now demonstrate this correspondence for the query likelihood model.

Proposition 1. The mean of the QL-retrieval-scores of documents in D[k]
q is the

QL score of a geometric-centroid language-model-based representation of D[k]
q .

Proof. Let μ̂ = 1
k

∑
d∈D[k]

q
ScoreQL(d). By definition, μ̂ = 1

k

∑
d∈D[k]

q

∑
qi

log

p(qi|d). We can re-arrange the summation and write μ̂ =
∑

qi

1
k

∑
d∈D[k]

q
log p(qi|d)

=
∑

qi
log k

√∏
d∈D[k]

q
p(qi|d).Wedefine p(w|Cent(D[k]

q )) def= k

√∏
d∈D[k]

q
p(w|d) —a

languagemodel (modulo normalizationdetails) that corresponds to the geometric-
centroid of language models of documents in D[k]

q ; similar centroid was used in re-
cent work on cluster-based retrieval [22]. By Eq. 1, ScoreQL(Cent(D[k]

q )) = μ̂.

The connection between the mean retrieval score of documents in D[k]
q and the

retrieval score of a centroid of D[k]
q holds for other retrieval functions that are

linear in features. For example, let x be the vector-space representation of text
x. Now, if Cent(D[k]

q )
def
= 1

k

∑
d∈D[k]

q
d is the algebraic-centroid of D[k]

q , and the

inner product is used as a retrieval function, then μ̂
def
= 1

k

∑
d∈D[k]

q
< q, d >=<

q, 1
k

∑
d∈D[k]

q
d >=< q, Cent(D[k]

q ) >.

4 Evaluation

We evaluate prediction quality by measuring Pearson’s [7] and Kendall’s−τ [1]
correlation between the actual performance (average precision at cutoff 1000),
and accordingly, induced ordering, of queries in a given set (as determined by
using relevance judgments), and the values (and accordingly, induced ordering)
assigned to these queries by a performance predictor. For both measures, higher
correlation values indicate increased prediction quality. All correlation numbers
that we report are statistically significant at a 95% confidence level.

4.1 Experimental Setup

We conducted experiments on TREC collections used in previous query-
performance-prediction studies [8,10,23,15]: (i) WT10G (topics 451-550), (ii)
ROBUST (disks 4&5-CR, topics 301-450, 601-700), (iii) TREC123 (disks 1&2,
topics 51-200), (iv) TREC4 (disks 2&3, topics 201-250), and (v) TREC5 (disks
2&4, topics 251-300).

We use the titles of TREC topics for queries, except for the TREC4 case,
where no titles are provided, and hence, topic descriptions are used. We applied
tokenization, Porter-stemming, and stopword removal (using the INQUERY list)
to all data via the Lemur toolkit (www.lemurproject.org), which was also used
for retrieval. The query likelihood model [20] described in Sect. 3.2 served as the
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Table 1. Comparison of NQC with state-of-the-art predictors. The best result per

collection and evaluation measure is boldfaced.

Pearson Kendall’s−τ
Corpus #topics Clarity WIG NQC Clarity WIG NQC
WT10G 100 0.331 0.376 0.527 0.285 0.3 0.303
ROBUST 249 0.513 0.543 0.563 0.411 0.386 0.419
TREC123 150 0.462 0.624 0.376 0.351 0.437 0.273
TREC4 50 0.478 0.543 0.556 0.389 0.489 0.414
TREC5 50 0.441 0.297 0.431 0.312 0.253 0.3

retrieval model. (We used Dirichlet smoothing with the smoothing parameter
set to 1000 following previous recommendations [24].)

We compare the prediction quality of NQC with that of two state-of-the-
art predictors: Clarity [4] and WIG [12]. Clarity measures the KL divergence
between a relevance language model (RM1) [17] constructed from the result-list
D[k]

q and the corpus model. We use Lemur’s Clarity implementation.1

WIG was originally proposed in the MRF framework [25]. If term-dependencies
are not used, MRF reduces to the query likelihood model with unigram language
models. (It was noted that WIG is very effective with such implementation [23].)

In this case, WIG(q, QL)
def
= 1

k

∑
di∈D[k]

q

1√
|q| (ScoreQL(di)− ScoreQL(D)).

Following experiments (results omitted due to space considerations) with dif-
ferent values of k, the number of documents in the result-list D[k]

q , we set its
value to 100 for both our NQC measure and the Clarity predictor, and to 5 for
WIG (which is in accordance with previous recommendations [23]).2

4.2 Experimental Results

The results in Table 1 show that NQC predicts query-performance very well
over most collections. Specifically, NQC outperforms each of the baselines, WIG
and Clarity, over three out of the five collections with respect to both evalu-
ation measures. We attribute the relatively low prediction quality of NQC for
TREC123 to the fact that TREC123 has extremely high average number of rel-
evant documents per topic with respect to the other collections. Indeed, if NQC
is employed for TREC123 over a much larger result-list, then prediction success
can improve up to a Pearson correlation of 0.7; the same holds for WIG.

Table 2 shows that both NQC+ and NQC− that are integrated by NQC are
effective performance predictors. (Note the relatively high correlation numbers.)
We also see that NQC is more effective than NQC+ and NQC− over three
collections with respect to both evaluation measures. These findings support the
importance of considering both NQC+ and NQC− as described in Sect. 3.

1 We found that clipping RM1 so as to use 100 terms yields much better prediction-

quality than using all terms as previously suggested [6].
2 The prediction quality of (i) the Clarity measure is highly stable with respect to k,

(ii) the WIG measure is in general optimal for low values of k (specifically, k = 5),

and (iii) our NQC measure is in general quite stable for k ∈ [80 − 500].
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Table 2. Prediction quality of NQC sub-components: NQC+ and NQC−. Best result

per collection and evaluation measure is boldfaced.

Pearson Kendall’s−τ
Corpus #topics NQC+ NQC− NQC NQC+ NQC− NQC
WT10G 100 0.531 0.479 0.527 0.326 0.274 0.303
ROBUST 249 0.560 0.519 0.563 0.416 0.397 0.419
TREC123 150 0.307 0.48 0.376 0.236 0.336 0.273
TREC4 50 0.526 0.614 0.556 0.388 0.471 0.414
TREC5 50 0.491 0.287 0.431 0.333 0.297 0.300

Table 3. Prediction quality (Pearson correlation) of NQC for the vector space model

(with the cosine measure), Okapi, and the language model (LM) approach used so far

Vector space Okapi LM
WT10G 0.407 0.311 0.527
ROBUST 0.535 0.603 0.563
TREC123 0.609 0.369 0.376
TREC4 0.664 0.578 0.556
TREC5 0.448 0.423 0.431

Table 3 presents the Pearson correlation for using NQC with the cosine mea-
sure in the vector space and with the Okapi BM25 method3. The (relatively high)
correlation for both methods, which sometimes transcends that for the language-
model approach used insofar, attests to the general effectiveness of NQC as a
query-performance predictor.

5 Summary

We presented a novel approach to predicting query performance that is based on
estimating the potential amount of query drift in the list of top-retrieved docu-
ments using the standard deviation of their retrieval scores. Empirical evaluation
demonstrates the effectiveness of our predictor with several retrieval methods.
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Abstract. Web information retrieval is best known for its use of the Web’s link
structure as a source of evidence. Global link evidence is by nature query-inde-
pendent, and is therefore no direct indicator of the topical relevance of a document
for a given search request. As a result, link information is usually considered to be
useful to identify the ‘importance’ of documents. Local link evidence, in contrast,
is query-dependent and could in principle be related to the topical relevance. We
analyse the link evidence in Wikipedia using a large set of ad hoc retrieval topics
and relevance judgements to investigate the relation between link evidence and
topical relevance.

1 Introduction

Web information retrieval is best known for its use of the Web’s link structure as a
source of evidence. PageRank [11] is a query-independent algorithm that measures
document importance on a global level and is not concerned with a topical relation
to the query at hand. The alternative is to analyse the link structure of local sets of
documents—e.g., the initial text-based results—to identify topically authoritative pages
for broad topics [1, 7]. What is the value of links in topic relevance tasks? This question
was addressed by constructing an IR test collection during the 1999 Small Web Task at
TREC [13], where participants tried to answer the question “whether hyperlink infor-
mation could be used to improve ad hoc retrieval effectiveness” [4]. The results from
the experiments failed to demonstrate the value of link information for ad hoc retrieval.

Arguably, the notion of what is relevant for typical Web searches is different from
the traditional IR interpretation of a document containing text relevant to a precisely
defined information need. New Web-oriented tasks were designed to better reflect Web
search behaviour. In these Web tasks, the goal was to identify entry pages to particular
sites (in the case of home page finding and topic distillation) or another important doc-
ument (in the case of named page finding). These tasks also dictated a different notion
of relevance [12]. The experiments showed that, although links were not effective for
singling out the documents with topically relevant textual content, they are useful for
locating the documents that are important for these Web-oriented tasks. This leads to
our main research question:

– To what extent is link evidence related to the importance of documents, and to the
topical relevance of documents?

L. Azzopardi et al. (Eds.): ICTIR 2009, LNCS 5766, pp. 313–321, 2009.
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Here, global and local link evidence seem to play different roles. Links are also directed,
and link evidence is typically used for the documents they point to, i.e., inlinks. Think-
ing of incoming links as some sort of vote, inlinks are attractive to measure document
importance. However, insofar as a link is evidence that the two documents it connects
are topically related, the direction of the link seems not to matter. Topical relatedness
works both ways.

In this light, Wikipedia is an interesting data source to investigate the value of links.
It is one of the most popular web sites and, being an encyclopedia, it contains entries
on single topics, that are densely linked to related content. It is also a natural source for
informational search, where it makes sense to study topical relevance aspects of links.
Moreover, an extensive IR test collection based on Wikipedia is available thanks to the
INEX Ad hoc Tracks of 2006 to 2007. Clearly, the Wikipedia differs considerably from
the Web at large, and even the links in Wikipedia are different. We make no particular
claims on the representativeness of the Wikipedia for the general Web. Still, the same
link-related phenomena (global and local, incoming and outgoing links) are present,
and looking at the Wikipedia allows us to study them in great detail. The INEX Ad hoc
test collection allows us to study the impact of query-dependent and query-independent
link evidence with respect to the topical relevance of retrieval results. In fact, because
the INEX test collections are constructed to study the effectiveness of focused retrieval,
we have exact information on where and how much relevant text is in each article.

We will first analyse the effectiveness of link evidence for ranking retrieval results,
addressing the questions:

– What are the characteristics of Wikipedia link structure?
– How do global and local link evidence impact retrieval effectiveness?
– How do incoming, outgoing and undirected links impact retrieval effectiveness?

Then, we look at how related the different types of link evidence are:

– How do incoming, outgoing and undirected link evidence correlate?
– How is link evidence related to the amount of relevant text in articles?

The rest of this paper is structured as follows. In Section 2 we discuss related work. Af-
ter discussing the experimental data in Section 3, we compare the different types of link
evidence in a retrieval setting in Section 4. Then, in Section 5 we analyse the relation
between the different degrees structures and the amount of relevant text in articles. We
draw conclusions in Section 6.

2 Related Work

In the TREC Web Tracks of 1999 to 2004, participants were unable to show the effec-
tiveness of link evidence for general ad hoc retrieval [3]. However, it was argued that
traditional ad hoc retrieval is very different from how people search on the Web. To
study the value of link information, tasks closer to real Web search are required [4].
With tasks adjusted to Web search scenarios, link information proved highly benefi-
cial [8, 10]. This difference in effectiveness of link evidence for these tasks indicates
that link evidence does not reflect topical relevance.
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Table 1. Link statistics of the Wikipedia collections. Local statistics are macro averages over 221
topics.

Global Local
Degree min max mean median stdev min max mean median stdev
Indegree 0 74,937 20.63 4 282.94 0 48.83 3.17 1.14 6.65
Outdegree 0 5,098 20.63 12 36.70 0.04 21.01 3.17 2.34 3.37
Union 0 75,072 37.65 16 287.87 0.04 51.11 5.14 3.14 7.19
Intersection 0 1,488 3.62 2 9.10 0 14.68 1.20 0.44 2.15

Najork et al. [9] compared HITS authorities and hubs with several link-based ranking
algorithms – PageRank, Indegree and Outdegree – and found that the choice of algo-
rithm makes little difference on the effectiveness of link evidence. What does have a big
impact is the direction in which the evidence is used. Although adding evidence based
on outgoing links to a content-based retrieval baseline does lead to improvements, it is
much less effective than evidence based on incoming links.

Kamps and Koolen [5] showed that in Wikipedia, indegree is related to topical rele-
vance and found that incoming link evidence can be effective for ad hoc retrieval. Later,
they found that, unlike in the Web, incoming and outgoing link evidence is equally
effective for document retrieval on Wikipedia [6].

3 Wikipedia Link Structure

For the analysis, we use the INEX Wikipedia collection [2], containing 659,304 docu-
ments, and a set of 221 topics with relevance judgements from the INEX 2006–2007
Ad hoc Tracks. The union of the in- and outdegree is the undirected degree, or the total
number of pages that a page is connected to. The intersection of in- and outdegree is the
set of bidirectional links, where pages A and B link to each other. The graph contains
12.4M undirected links and 1.2M bidirectional links (9.5%). We also look at local link
evidence—considering only links between the top 100 ranked pages for a given query.

Degree statistics are shown in Table 1. Looking at the global link structure, the max-
imum indegree is much higher than the maximum outdegree. The maximum and spread
of the undirected degree are very similar to those of the indegree, but the median is
more similar to that of the outdegree. The bidirectional degree is much lower because
only a small proportion (9.5%) of the links are bidirectional. When we look at the local
degrees, we see a similar pattern. The indegrees have a bigger spread than the outde-
grees, with the undirected degrees having a maximum and spread close to those of the
indegrees and a median closer but above that of the outdegrees.

The number of local links is of course smaller than in the whole link graph, but the
link density is higher. Globally, a document is connected to 0.0057% of the collection
on average, whereas in the local set, it is connected to 5.14%. We also look at the
proportion of bidirectional links by looking at the fraction of intersection within union.
This proportion is much higher in the local set (23.4%) than in the global set (9.5%).
This can be explained, at least in part, by the higher link density in the local set. The
nature of Wikipedia links may also play a role: the Wikipedia guidelines on linking [14]
state that a link to another document should only be made when it is relevant to the
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Table 2. Impact of link evidence on the INEX 2006 and 2007 Adhoc Track topics. Significance
levels are 0.05 (◦), 0.01 (•◦) and 0.001 (•), bootstrap, one-tailed.

Global Local
Run MAP P@5 P@10 P@30 MAP P@5 P@10 P@30

Link only Indegree 14.41 29.68 28.14 24.77 21.20 47.06 41.49 32.17
Outdegree 13.56 25.70 25.29 24.34 21.46 44.07 41.09 32.96
Union 14.05 27.96 27.33 24.18 22.26 47.15 42.31 33.92
Intersection 14.36 30.95 27.56 24.66 20.45 44.43 39.28 30.71

Content only baseline 30.65 55.57 48.91 35.87 30.65 55.57 48.91 35.87
Content+Link Indegree 26.66 50.50 41.90 31.79 31.71• 59.00• 50.27 36.80◦

Outdegree 27.73 52.13 43.98 32.38 31.83• 56.47 49.82 37.12•◦

Union 27.51 50.86 43.89 32.08 32.09• 57.83◦ 50.50•◦ 37.53•

Intersection 28.41 53.12 45.61 32.87 31.75• 57.83◦ 50.18 37.10•◦

context. Thus, in a set of documents related to the same query, many documents will be
related to each other and therefore cross-linked.

4 Link Evidence

In this section, we investigate the impact of link evidence on the effectiveness of ad hoc
retrieval. After that, we use standard IR effectiveness measures to evaluate a baseline
run using a language modelling framework and runs derived from the baseline but re-
ranked 1) using only link evidence and 2) using a combination of content and link
evidence.

4.1 Using Only Link Evidence

We show the results in Table 2 and will first discuss the impact of using only link ev-
idence (and not content) for ranking. When re-ranking on global link evidence only,
indegree leads to higher early precision than outdegree, which is consistent with the hy-
pothesis that global link structure signals ‘important’ pages. With the union of the de-
grees, precision is lower than with indegree alone, but higher than with outdegrees. The
intersection of the degrees leads to a higher early precision than the indegree. The inter-
section creates a symmetric link graph that is still query-independent and seems more
effective than indegree alone. Compared to the content-only run, though, the global link
degrees are nowhere near as effective.

Although still well below the content-only run, local link degrees give much higher
scores than global degrees, indicating that by biasing the link evidence by considering
only links between documents related to the query, link information becomes more
‘semantic’. The indegrees lead to higher early precision than the outdegrees but, overall,
the outdegrees lead to a better ranking. The undirected or union degrees give even higher
scores, showing that both individual degrees contribute complementary evidence on the
relevance of documents. The scores of the intersection of the degrees are somewhat
lower than those of the other degrees, which is probably due to the fact that the number
of bidirectional links in the local set is relatively low.
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4.2 Combining Link and Content Evidence

We now look at re-ranking using the combination of content and link evidence, which
we do by multiplying the retrieval score by a link degree score:

PDegree(d) ∝ 1 + Degree(d) (1)

The bottom left part of Table 2 shows the combination of the baseline with the global
link evidence. It is clear that the global link evidence universally hurts the baseline
performance. The impact of the outdegree is smaller than that of the indegree, which
makes sense given the bigger spread of the indegrees (see Table 1). The impact of the
union of the degrees is closer to that of the outdegree, whereas the small number of
bidirectional links in the local set keep the negative impact of the global link evidence
small. Both in isolation and in combination with content evidence, global link degrees
fall short of the performance of the content-only baseline.

Using local evidence (bottom-right part of Table 2), both indegree and outdegree can
significantly improve the baseline run. Although the indegree gives bigger improve-
ments in early precision and the outdegree gives bigger improvements further down the
ranking, at P@30, their overall improvements are very similar. Links in Wikipedia can
be used effectively in both directions as evidence to re-rank retrieval results. We then
expect that ignoring the direction of links and counting the number of connections to
other documents in the local set will lead to even better performance. The scores indeed
show further, albeit small, improvements. Precision at rank 5 is higher than for the out-
degrees, and later and overall precisions are higher than with both in- and outdegrees.
When we use only the smaller set of bidirectional links, the results are still surprisingly
good. With less than a quarter of the total links, the intersection of the degrees gives the
same performance boost as the in- and outdegrees individually.

To summarise, global link evidence may be an indicator of document importance,
but fails to help locate topically relevant documents to a specific information need.
Local link evidence fares much better. In isolation, it gives much better performance
than global link evidence, although it cannot compete with content-based evidence.
In combination with this content-only baseline, it does lead to improvements. In fact,
this combination is effective, whether we use only incoming links, outgoing links or
their union or intersection. This result supports our intuition that for topical relatedness,
the direction of links is of no importance. But in- and outdegrees affect the ranking
differently. In what way do incoming and outgoing link evidence differ from each other?
We address this question in the next section.

5 Relation between Degrees

In this section we analyse the extent to which degrees are correlated to each other. The
main difference found so far is between global and local link evidence. The differences
between incoming, outgoing, undirected and bidirectional link degrees are relatively
small. A simple explanation would be that all these degrees are strongly correlated. In-
coming and outgoing link evidence are necessarily related in some way: a link between
two documents is incoming link evidence for one document and not the other, and vice
versa for outgoing link evidence.
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Table 3. Rank correlations between global, top 100 and top 10 local degrees

Global Top 100 Top 10
Degree In Out Union Inter In Out Union Inter In Out Union Inter
In – 0.41 0.59 0.66 – 0.49 0.71 0.77 – 0.30 0.77 0.43
Out – 0.83 0.46 – 0.82 0.58 0.13 – 0.47 0.24
Union – 0.50 – 0.59 0.63 0.32 – 0.37
Inter – – 0.48 0.49 0.45 –

5.1 Correlation of Degrees

We computed rank correlations (Kendall’s Tau) between the four degree types over the
entire collection, and within the local set of retrieved results for all 221 topics (Ta-
ble 3). Over the entire collection, the in- and outdegree are moderately correlated, and
the undirected degree is very strongly correlated with outdegree and less strongly with
the indegree. This means that, on a global level, the outdegree is the dominant factor
in the undirected degree. The same holds for the bidirectional degree. The intersection
correlates most strongly with the indegree. Over the local top 100 link graphs, using the
average of the correlations of the 221 topics, the correlation between in- and outdegree
is stronger, and thereby, their correlation with the union is more similar. An explana-
tion might be the higher percentage of bidirectional links in the local sets. The overall
correlations give a broad idea of the relationship between degrees. Given that most doc-
uments have a low in- and outdegree, the correlation is dominated by these low degrees
while we are mostly interested in the other end with the highest degrees.

In Table 3 we also show the correlations between degrees over the top 10 results.
That is, we take the top 10 results ranked by the column (say, indegree) and compare
their ordering with how they are ranked by the row (say, outdegree). Note that over the
top 10, the correlation is not symmetrical: the top 10 documents by indegree can be
different from the top 10 documents by outdegree. Over the top 10, the rank correlation
between indegree and outdegree is lower than over the top 100. The top 10 ranking by
indegree corresponds better to their ranking by outdegree than the top 10 ranking by
outdegree corresponds to their ranking by indegree. The average overlap between the
two sets of top 10 documents is 4.7, thus each has 5.3 documents in the top 10 that
are not in the top 10 of the other. Over the top 100, the outdegree correlates stronger
with the undirected degree than the indegree, but over the top 10, it is the other way
around. This is reflected in the precision scores in Table 2. The undirected degree has
an early precision very similar to that of the indegree, while further down the results
list, its precision is closer to that of the outdegree. The correlations with the intersec-
tion are much lower over the top than over the top 100, probably because of the lower
degrees.

5.2 Correlation of Degree and Relevant Text Size

In Section 3, we saw that all four types of local link evidence show some relation to
topical relevance, as evidenced by their positive effect on performance when combined
with the content score. But not all documents are equally relevant. Some documents
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Fig. 1. The average amount of relevant text at ranks 1 to 10 for the retrieved relevant documents
ranked by content or link degree

might be mostly off-topic and only mention the topic in a few sentences, while others
might be fully on-topic and cover the topic exhaustively. For the INEX Ad hoc Track,
assessors are asked to highlight in yellow all and only relevant text within each pooled
document. This allows us to study the relation between link evidence and the amount of
relevant text. We assume that documents that have more relevant text discuss the topic
more exhaustively and are therefore more important to the topic.

Figure 1 shows the average amount of relevant text over the first 10 retrieved relevant
documents when ranked by degree. The left-hand-side shows the content-only and link-
only evidence. The right-hand-side shows the content and undirected link evidence and
their combination. We see that the amount of relevant text decreases over rank for all
types of evidence. The content-only evidence has the lowest amount of relevant text at
rank 1, and the outdegree the highest. In the set of retrieved relevant documents, link
evidence seems to be a good indicator of the amount of relevant text in a document. This
makes sense if local link evidence is related to topical relevance. More links means
more evidence of topical relevance, and thus more relevant to the topic. In the right-
hand figure, it is clear that the undirected degree ranking has more relevant text at
most ranks, especially at the first 3 ranks. Thus, although the content-only score is a
better indicator of the relevance of a document—it has much higher precision and MAP
scores in Table 2—the undirected link evidence seems a better indicator of the amount
of relevant text in documents. The combination of both types of evidence has a large
impact on the amount of relevant text found at all first 10 ranks. This indicates that the
relevant articles are ranked more favourably, an important aspect that remains unnoticed
by the standard evaluation measures.

6 Discussion and Conclusions

In this paper we investigated the relation between link evidence and topical relevance
in Wikipedia. Our main aim was to find out to what extent link evidence is related to
document importance and to topical relevance.

The local link structure is more dense than the global link structure and has a larger
proportion of bidirectional links, making link evidence more symmetrical. Evidence
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based on incoming links gives better early precision, while outgoing link evidence gives
better precision further down the ranking. Taking the union of these two degrees leads to
further improvements, showing that in- and outdegrees contribute different information.
At the local level, the different degrees all derived from the same link graph exhibit rea-
sonably high correlations, indicating that they promote many of the same documents.
However, this correlation is lower in the top of the in- and outdegree rankings. Given the
substantial difference between documents in the top 10, in- and outdegree seem to pro-
mote different documents. The degrees can also help the internal ranking of the relevant
documents by inducing a more favourable ranking in terms of the amount of relevant
text in articles. One could think of notions of relevance for Web retrieval extending the
traditional topical relevance, for example, by requiring pages to be both ‘relevant’ in the
traditional sense, as well as ‘important’ or ‘authoritative’. Such a view would impose an
additional criterion on the topically relevant pages, which is supported by our analysis
of the amount of relevant text in documents.

This paper is only a first step in understanding the value of link information. Wi-
kipedia is different from the Web at large, including its links: the Web is much more
heterogeneous and noisy, and the creation of Web links is not steered by clear guide-
lines, nor done for a single purpose. Nevertheless, the distinction between global and
local evidence holds for the Web as well. But our analysis of links in Wikipedia has
shown that the link structure contains valuable cues about topical relevance.

Acknowledgments. This research was supported by the Netherlands Organization for
Scientific Research (NWO, grants # 612.066.513, 639.072.601, and 640.001.501).

References

[1] Carrière, S.J., Kazman, R.: Webquery: Searching and visualizing the web through connec-
tivity. Computer Networks 29(8-13), 1257–1267 (1997)

[2] Denoyer, L., Gallinari, P.: The Wikipedia XML Corpus. SIGIR Forum 40(1), 64–69 (2006)
[3] Hawking, D.: Overview of the TREC-9 web track. In: The Ninth Text REtrieval Conference

(TREC-9), pp. 87–102. NIST Special Publication 500-249 (2001)
[4] Hawking, D., Craswell, N.: Very large scale retrieval and web search. In: TREC: Experiment

and Evaluation in Information Retrieval, ch. 9, MIT Press, Cambridge (2005)
[5] Kamps, J., Koolen, M.: The importance of link evidence in Wikipedia. In: Macdonald, C.,

Ounis, I., Plachouras, V., Ruthven, I., White, R.W. (eds.) ECIR 2008. LNCS, vol. 4956, pp.
270–282. Springer, Heidelberg (2008)

[6] Kamps, J., Koolen, M.: Is Wikipedia link structure different? In: Proceedings of the Second
ACM International Conference on Web Search and Data Mining (WSDM 2009). ACM
Press, New York (2009)

[7] Kleinberg, J.M.: Authoritative sources in a hyperlinked environment. Journal of the
ACM 46, 604–632 (1999)

[8] Kraaij, W., Westerveld, T., Hiemstra, D.: The importance of prior probabilities for entry
page search. In: Proceedings of the 25th Annual International ACM SIGIR Conference, pp.
27–34. ACM Press, New York (2002)

[9] Najork, M., Zaragoza, H., Taylor, M.: Hits on the web: How does it compare? In: SIGIR
2007 (2007)



What’s in a Link? From Document Importance to Topical Relevance 321

[10] Ogilvie, P., Callan, J.: Combining document representations for known-item search. In:
Proceedings of the 26th Annual International ACM SIGIR Conference, pp. 143–150. ACM
Press, New York (2003)

[11] Page, L., Brin, S., Motwani, R., Winograd, T.: The pagerank citation ranking: Bringing
order to the web. Technical report, Stanford Digital Library Technologies Project (1998)

[12] Saracevic, T.: Relevance: A review of and a framework for the thinking on the notion in
information science. Journal of the American Society for Information Science 26, 321–343
(1975)

[13] TREC. Text-REtrieval Conference (2009), http://trec.nist.gov/
[14] Wikipedia. Linking (2009),

http://en.wikipedia.org/wiki/Wikipedia:Linking

http://trec.nist.gov/
http://en.wikipedia.org/wiki/Wikipedia:Linking


Avoiding Bias in Text Clustering Using

Constrained K-means and May-Not-Links

M. Eduardo Ares, Javier Parapar, and Álvaro Barreiro
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Abstract. In this paper we present a new clustering algorithm which ex-

tends the traditional batch k-means enabling the introduction of domain

knowledge in the form of Must, Cannot, May and May-Not rules between

the data points. Besides, we have applied the presented method to the

task of avoiding bias in clustering. Evaluation carried out in standard

collections showed considerable improvements in effectiveness against

previous constrained and non-constrained algorithms for the given task.

1 Introduction

Clustering [1] and classification [2] methods have been demonstrated as useful
tools in several fields within computer science, like Data-Mining (DM) or Infor-
mation Retrieval (IR). The need for methods for automatic data analysis has
arisen when working with large collections of heterogeneous data, where doing
it manually by experts was unfeasible. Even though the main difference between
clustering and classification has been that the later is performed without any
prior knowledge of the data, adding some domain knowledge to the clustering
algorithms can result in an considerable effectiveness improvement. This is the
idea behind a new family of methods coined as constrained clustering [3], where
the domain knowledge is introduced as rules in a generalised framework keeping
the algorithm domain-independent. Two clear examples of this situation could
be clustering data from multiple evidences of information, where introducing
guiding data can be very useful, or in collections where the data has a very
obvious grouping to which the traditional algorithm are biased, and where more
interesting results could be found if we tell the algorithm to avoid that clustering.

These methods, called “semi-supervised clustering”, use background knowl-
edge to impose some restrictions on the process, trying to influence the grouping
that it finds in the data. This has been a very fruitful field in the last years
[4,5,6,7,8,9,10,11,12]. This constrained clustering is quite different from a clas-
sification process, as the domain knowledge gives the clustering algorithm rules
over data instances (documents), instead of examples of the categories. These
rules reflect some preferences about whether or not the data instances should
be in the same cluster, but it is still the algorithm which finds the groups in the
data.

L. Azzopardi et al. (Eds.): ICTIR 2009, LNCS 5766, pp. 322–329, 2009.
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In this paper we propose a new framework of constrained clustering which,
based on batch k-means, incorporates May and May-Not Link constraints as well
as the Must and Cannot Link constraints proposed by Wagstaff et al. in [7], be-
cause in most real cases the domain knowledge is not categorical and only hints
some traces or patterns. Thus, using absolute constraints could harm the algo-
rithm effectiveness. Another contribution of this work is including unidirectional
constraints, which could be interesting when working in certain domains.

After defining the new approach we tested it in an avoiding bias problem. In
this real world clustering problem, the traditional algorithms tend to be biased
to a dominant grouping, which is also well known, and the objective is to avoid
that one, to discover new data interpretations. Our results in this experiment
outperformed the Conditional Information Bottleneck-based method (CIB) [9],
used as baseline. We also tested in other experiment the behaviour of the algo-
rithm as the number of negative absolute and soft constraints is increased.

Next, in section 2 is presented the new framework. Section 3 describes the
experiments and comments the results. Section 4 is devoted to the previous
work about semi-supervised clustering, showing the differences with the proposed
method. Finally, conclusions are reported in Sections 5.

2 K-means with Absolute and Soft Constraints

The k-means [13] algorithm is a very popular clustering method, due to its good
trade-off between effectiveness and cost. It is a generic algorithm, which does not
need any prior knowledge apart from the desired number of clusters. Moreover,
its clear structure and flow makes extending and modifying it very easy.

In [7] Wagstaff et al. introduced in batch k-means two kinds of bidirectional
instance level pairwise constraints, which were previously presented in [6]: Must-
Links, connecting documents which must be in the same cluster and Cannot-
Links, connecting documents which must not be in the same cluster. These
constraints are absolute, i.e. a clustering has to fulfil all of them to be acceptable.
While this absoluteness can be very convenient if we know categorically the
relations between instances and we can not afford to have them misplaced, it
could represent an excessive burden to the process. Indeed, as the authors admit
in [7], it can lead to situations where, even though there is an acceptable solution,
it can not be found as the outcome of the algorithm is extremely sensitive to the
order in which the documents are inspected. For instance, it could be impossible
to find a cluster for a document due to having a Cannot-Link constraint with
a document in each cluster, a situation that might have not arisen if we had
inspected the “conflictive” document earlier. Even when a solution can be found,
the combination of absoluteness and sensitiveness to order can make the presence
of constraints more detrimental than beneficial. For example, data instances
connected with Must-Links will be dragged unconditionally to the cluster where
the first of them is assigned, which could lead to worse clusterings.

In order to overcome these limitations we introduce in this paper two new
kinds of soft (non-absolute) constraints, which will influence gradually the pro-
cess instead of defining categorically where a document must or must not go:
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May-links, connecting documents a and b if a is likely to be in the same cluster
as b, and May-Not-Links, connecting documents a and b if a is not likely to be
in the same cluster as b. These constraints are unidirectional, i.e, we are dealing
with ordered pairs. In most domains the constraints will be reciprocal that is,
(a, b) and (b, a) would be present. However, there could be others where this ca-
pability to express non-reciprocal constraints could be interesting. For instance,
consider we want to cluster companies web-pages by industrial sector. It is sen-
sible to assume that the pages of a company’s products should be in the same
cluster as their company main-page but not the opposite. This knowledge can be
represented by a set of May-Links (producti, companyx). Another difference with
the absolute constraints is that the May-Link and May-Not-Link constraints do
not necessarily define a transitive relation.

The New Constrained k-means Algorithm. The resulting algorithm after
introducing the absolute and soft constraints in the schema of the batch k-means
is detailed in Fig. 1. The input data and parameters are: {x1, . . . , xn}, the set
of documents in the collection to cluster; k, the number of clusters that the
algorithm will try to find; musts, cannots, mays and mayNots, the background
knowledge in form of constraints to be taken into account and w, the factor
of influence of the soft constraints. The constraints musts, cannots, mays and
mayNots are represented as sets of ordered pairs (in musts and cannots we will
assume that a previous transitive closure has been taken and that, due their
reciprocity, if (a, b) appears, (b, a) appears as well).

The first step (1) is initialising each cluster with a different document chosen
randomly from the set of documents to cluster, as a sort of “iteration -1”. Af-
terwards, and until the algorithm satisfies the convergence criterion (2) a loop is
executed, where in each iteration the documents are assigned to a cluster using
the function Assign, using the outcome of the previous iteration (old), the loca-
tion of the documents already assigned in this iteration (new) and the previous
set of clusters actualised by the changes made in this iteration (current).

Given a document x, the function Assign determines to which cluster it
should be assigned. For each cluster j (3), the function tries first to honour the
absolute constraints that affect x as in Wagstaff et al. [7] . That is, if x has
a Must-Link with any of the documents already assigned to cluster j in this
iteration (5), x is Put in that cluster and the function returns (6). Also, if there
is a document with which x has a Cannot-Link (7), the cluster is discarded.

After testing the absolute constraints, the similarity of x with the centroid of
the old cluster is calculated (10). This similarity value (scores[j]) will be modified
by the soft constraints (13-16) affecting x. For each document which has been
already assigned to this cluster in this iteration or has not yet been inspected and
with which x has a May-Link, the score of the cluster j is increased in a certain
amount w. If it has a May-Not-Link, the score of the cluster j is decreased
in a certain amount w. This strategy fits well with the mechanism of the k-
means algorithm, which uses information from an iteration (the centroid of the
documents) in order to rearrange them in the next. Moreover, along with the non-
absoluteness of the constraints, it lets the sole presence of these constraints affect
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gradually the clustering process while avoiding the problems exposed earlier.
Once those steps have been tried on each cluster, the one with the highest score
is chosen as the destination of x (20,21). If all the clusters were discarded the
appropriate flag is returned (22), aborting the execution of the algorithm.

This new algorithm maintains the good computational behaviour of batch
k-means: considering that k is the desired number of clusters, i the number of
iterations, c is the number of constraints, and n the number of documents in the
collection, our constrained k-means still is O(k × i × n) in time. The searches
in the constraint lists are not considered because compared with the document
similarity calculation their cost is negligible. The algorithm is O(k + n + c) in
space, although again can be considered O(k + n) because the space of storing
the constrains is much smaller than the space for the documents.

Cluster({x1, . . . , xn}, k, musts, cannots, mays, mayNots, w)
1 new ← SelectRandomSeeds({x1, . . . , xn}, k)
2 while convergence criterion has not been met
3 do current ← new
4 old ← new
5 Clear(new)
6 for i ← 1 to n
7 do
8 assigned ← Assign(xi, k, new, current, old, musts, cannots, mays, mayNots, w)
9 if not(assigned)

10 then error “Impossible to cluster”
11 end
12 end
13 return new

Assign(x, k, new, current, old, musts, cannots, mays, mayNots, w)
1 scores ← [0, 0, ..., 0]
2 assigned ← false
3 for j ← 1 to k
4 do
5 if ∃xi ∈ new[j] such that (x, xi) ∈ musts
6 then Put(x, max, new, current, old); return true
7 if ∃xi ∈ new[j] such that (x, xi) ∈ cannots
8 then continue
9 assigned ← true

10 scores[j] ← Similarity(x, Centroid(old[j]))
11 for h ← 1 to |current[j]|
12 do
13 if ∃(x, current[j][h]) ∈ mays
14 then scores[j] ← scores[j] + w
15 if ∃(x, current[j][h]) ∈ mayNots
16 then scores[j] ← scores[j] − w
17 end
18 end
19 if assigned
20 then max = indexof(max(scores))
21 Put(x, max, new, current, old); return true
22 else return false

Put(x, i, new, current, old)
1 current[clusterof(x, old)] ← current[clusterof(x, old)] \ {x}
2 current[i] ← current[i] ∪ {x}
3 new[i] ← new[i] ∪ {x}

Fig. 1. k-means clustering algorithm with Must, Cannot, May and May-Not Links
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3 Experiments and Results

The clustering algorithms try to detect an underlying organisation in the given
data. Often, there is an obvious grouping of it, which is easily found by a simple
manual examination. In that case, the clustering algorithms will be probably
biased to fall in that organisation, which is not very helpful. The task of avoiding
this grouping, trying to make the algorithm pay attention to other facts which
could lead it to another unknown clustering, is called “Avoiding Bias”, which, as
well as having its intrinsic interest, will be used here to show the effectiveness of
our constrained clustering algorithm. Besides, we also contribute a comparison
of the behaviour of the Cannot and May-Not Links in a similar way as in [7].

In our experiments we have used two datasets used by Gondek and Hofmann
in [9]: the first one (i) was created from WebKB’s Universities dataset, taking
only the documents from Cornell, Texas, Washington and Wisconsin universities
and dropping those corresponding to “misc”, “other” and “department” (1087
documents). The second one (ii) was created from Reuters RCV1 dataset, taking
the documents with only one topic and region label and whose topic is MCAT
or GCAT and whose region is UK or INDIA (1600 documents). As in [14], we
have used as document representation the Mutual Information (MI) between a
document and its terms. Cosine distance was used as similarity measure.

To compare the clustering yielded by the algorithm with a certain reference we
have used three metrics [15], where higher values mean more similarity: Purity
(P), a precision metric which measures how well the clustering results match
the manual split in average, Mutual Information (MI), a metric which measures
how much information about a clustering is conveyed by another and Rand Index
(RI), which measures the ratio of good decisions made by the algorithm.

Experiment 1: Avoiding Bias. In this experiment we have used the datasets
defined above in order to address an Avoiding Bias problem. Each document
is categorised according to two different criteria, so we will take one of these
criteria as the known clustering of the data and we will try to avoid it, using
the constrained k-means algorithm that we have introduced. After the algorithm
is executed, we will measure the similarity of the final set of clusters with the
known clustering and with the other one present in the data.

The constraints set is created with two May-Not-Link constraints for each pair
of documents (i.e. both directions) belonging to the same cluster in the clustering
we are trying to avoid (which is already known for us). These are the only
constraints that are going to be used in the clustering process. Specifically, the
Cannot-Link constraints are unsuitable for this task due to their absoluteness.

In order to produce a fair comparison between algorithms, we have set in each
run k to the number of groups of the expected (i.e., non avoided) clustering.
To tune w (the weight of the soft constraints) we have used a crossvalidation
strategy, which involved testing the possible values in dataset (i) and taking
the one with best results (w = 0.0025), using that value in the other dataset.
Also, the convergence condition is tested comparing the centroids of the present
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iteration with those of the previous one. The process is stopped as well if a
certain number of iterations is exceeded without convergence.

In Table 1 we show the results achieved by CIB, our algorithm and a batch
k-means in this experiment. As in the last two algorithms the outcome of the
clustering process is very dependant on the initial seeds the results shown are
the average of 10 random seed initialisations. In each of these initialisations we
have as well randomised the order in which the documents were inspected.

As a previous note we should stress how the MI values of the runs of the batch
k-means in the datasets show unequivocally the tendency of that algorithm to
one of the possible clusterings of the data, showing a real-world example where
having a way to avoid that bias could come in handy.

With the trained w our algorithm performed really well, achieving the two
aims of the Avoiding Bias task. Firstly, we have been able to avoid the known
organisation of the data, which is visible in the considerable decrease of the values
of MI for the known clustering of our algorithm and batch k-means. Secondly, the
outcome of our clustering algorithm resembles more the not known organisation
of the data than the known one, which can be confirmed comparing the MI for
the known and unknown clustering. Moreover, in all cases the quality of the
clustering, measured by the Purity for the not known clusterisation, is still high.

Comparing with the results of Gondek and Hoffman (CIB), our algorithm
achieves in almost all cases noticeable increases in the similarity to the unknown
clustering than their approach, with also more quality. The only exception hap-
pens in dataset (ii) when trying to avoid the “Region” criterion. This can at-
tributed to the special nature of this dataset, which is extremely unbalanced.
Nevertheless, we must stress that even in this extreme case the algorithm is able
to fulfil the two aims previously pointed out.

Experiment 2: Incremental Behaviour. We have used dataset (i) to com-
pare the behaviour of the soft and absolute negative constraints as their number
is increased. Now we are not trying to avoid any clustering, but to achieve the
maximum similarity (measured with RI) with the ground truth (the University
criterion). The constraints were defined over nine tenths of the documents, tak-
ing randomly pairs of documents belonging to different clusters. We used this
crossvalidation strategy, similar to the one used in [7], to see the direct influence

Table 1. Results for the avoiding bias experiment with the defined datasets for batch

k-means, the new constrained k-means working with soft constraints (SCKM) and the

CIB based method

Dataset (i) Avoiding Topic (k=4) Avoiding University (k=5)
MI(Topic) MI(Univ.) P(Univ.) MI(Univ.) MI(Topic) P(Topic)

CIB 0.0067 0.0189 0.2917 0.0085 0.2342 0.4735
Batch k-means 0.5177 0.2111 0.4395 0.3217 0.5164 0.6730

SCKM (w=0.0025) 0.0039 0.2947 0.5061 0.0031 0.4686 0.6431

Dataset (ii) Avoiding Topic (k=2) Avoiding Region (k=2)
MI(Topic) MI(Region) P(Region) MI(Region) MI(Topic) P(Topic)

CIB 0.0015 0.0107 0.5516 0.0001 0.8548 0.9781
Batch k-means 0.0073 0.0814 0.8253 0.0965 0.0081 0.9838

SCKM (w=0.0025) 0.0003 0.1408 0.8253 0.0004 0.0054 0.9838



328 M.E. Ares, J. Parapar, and Á. Barreiro

of the constraints on the whole collection and the indirect influence over the non
constrained documents. The results showed that, although with few constraints
(< 2000) the behaviour of absolute and soft constraints is similar, improving
slightly the results of batch k-means, increasing the number of absolute con-
straints entails a decrease of the effectiveness, well below batch k-means, a situ-
ation which does not arise with the soft constraints, which experiment a linear
improvement with the number of constraints. So it has been demonstrated that
in this kind of problems the soft constraints outperform the absolute constraints,
which are not adequate when working with more than a few constraints.

4 Related Work

The way in which the soft constraints are introduced in our algorithm is similar
to the one presented in [4] by Yang and Callan. However, they use the constraints
in an algorithm specially tailored for the task of near duplicate detection. Also
the algorithm only used the Must, Cannot and “Family” (similar to May) rules
and they are only bidirectional. Another key difference is that their algorithm
does not take advantage of the information from the previous iteration.

Also in the field of IR Ji and Xu presented in [5] a semi-supervised clustering
method based on spectral clustering that is very effective, but only allows the
inclusion of background knowledge through soft pairwise relations of membership
to the same cluster. The method is quite time consuming, as it implies the
calculus of the eigenvectors of the document matrix. In [8] Klein et al. present
a constrained hierarchical clustering including Must and Cannot Links. The
algorithm has the problem of the computational cost of the hierarchical methods
but it outperforms the Wagstaff et al. method in terms of effectiveness. However,
they only evaluated it in synthetic and very small non-textual collections.

Several papers were presented recently in DM forums; one of them was the
mentioned seminal paper in finding alternative clustering presented by Gondek
and Hofmann [9]. They introduced an approach that uses the Conditional In-
formation Bottleneck theory using a dual objective function searching for both
alternative and good clustering. One problem of this technique is that it requires
a joint distribution information for each variable and that is not always available.
In [10] Bae and Bailey presented a constrained clustering method, enabling the
Cannot-Link rules, based on a average-link algorithm. Although it outperformed
CIB, the algorithm complexity makes it inefficient for large collections.

Some papers approach the inclusion of the constraints through the learning of
distance functions [16], such as Davidson and Qi [11], which uses Must-Link and
Cannot-Link knowledge but implies the use of Singular Value Decomposition
(SVD), or Cui et al. [12], an approach to produce multiple orthogonal clustering
views using Principal Component Analysis (PCA).

5 Conclusions

In this paper we have presented a general algorithm for constrained clustering
extending the well-known constrained k-means [7] with soft-constraints. With
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this inclusion we still have a clustering algorithm with high performance and
able to work with large text collections. The new soft-constraints allow tackling
the task of avoiding bias and outperform the CIB-based method [9], specially
designed for that task. Our algorithm also presents a good behaviour when the
number of constraints is reduced, sharing this property with other algorithms
more expensive computationally like the CCL [8], and it does not degrade the
effectiveness when increasing the amount of constraints but the opposite.
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Abstract. In the rapidly evolving and growing environment of the in-

ternet, web site owners aim to maximize interest for their web site. In this

article we propose a model, which combines the static structure of the

internet with activity based data, to compute an interest based ranking.

This ranking can be used to gain more insight into the flow of users over

the internet, optimize the position of a web site and improve strategic

decisions and investments. The model consists of a static centrality based

component and a dynamic activity based component. The components

are used to create a Markov Model in order to compute a ranking.

Keywords: web graph; interest; centrality; user flow; Markov Model.

1 Introduction

Users are entering the world wide web by accessing a web site and use the
available hyperlinks to travel to other pages and web sites. Simultaneously web
site owners are constantly updating their existing web sites and creating new web
sites. Over time web sites might also cease to exist. In short, users follow the
structure created by web masters and others while this structure is constantly
evolving. In this article we want to investigate how we can gain more insight
into the static structure of the internet and the dynamic flow of users through
this structure. This results in a flow potential score for a web site. The improved
insight, based on the flow potential score, can result in more strategic decisions
and investments.

Flow potential, which is more than just flow if it also depends on properties
of the underlying structure, will be referred to as web site interest. The research
question in this article is: How can web site interest be measured based on static
and dynamic properties? In order to answer this question, the following sub
questions have to be answered: (1) What are the static and dynamic properties
of web sites?, (2) How can these properties be measured? and (3) How can these
two types of properties be combined?

In section 2 of this article the model is introduced. The static and dynamic prop-
erties will be specified in the context of an experiment, discussed in section 3. The
initial results are presented in section 4 and section 5 will conclude this article.
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2 The Model

The model, proposed in this section, derives a web page interest value R(p) of
a web page p from the following two components. The first component is the
web page importance S (p), which is measured relative to other web pages. The
second component D(p), is a property that quantifies the interest in page p.
These components are combined by a function called Rc:

R(p) = Rc(S (p),D(p)) . (1)

The two components combine static and dynamic properties of web pages respec-
tively. The importance function S is a static property of the (web)graph and may
be measured by centrality, which is a known concept from graph theory. Central-
ity is a measure to indicate the importance of a node in the graph, based only on
the structure of the graph. The four most known centrality measures, introduced
by Freeman [1] and Bonacich [2], are degree centrality, betweenness centrality,
closeness centrality and eigenvector centrality. These centrality measures also
have a conceptual meaning. The degree centrality measures the potential of a
node to be part of the flow in a graph. Betweenness centrality can be seen as the
potential of a node to control the flow in a graph. Closeness centrality can be
seen as the potential of a node to avoid the control potential of other nodes in a
graph. Eigenvector centrality is a measure for how connected to other influential
nodes a node is in a graph. Besides these centrality measures, there are also two
well known algorithms which use the static web graph to rank pages: PageRank
[3] and HITS [4].

The interest function D is a flexible, dynamic, component. Link traversal
counts how often users follow specific links. This would be the best activity
based measure in the case of website interest. Unfortunately this information is,
usually, not publicly available. Even the number of visitors of a web site is hard
to obtain. We will propose a solution to convert activity based data for nodes
into probabilities of following a link.

So far, the components in the model have been introduced, their relation has
not. The solution is based on work in the field of adaptive web sites, [5] [6] [7]
and especially [8] [9] [10] [11]. Using a Markov Model seems to be a promising
solution for Rc. The m nodes of a graph are the states of the Markov Model.
The, structural, centrality measure can be used to create an 1×m initial prob-
ability distribution, L, and the activity based data, which are transformed into
transition probabilities, can be used as the m×m one step transition probability
matrix Q . Then R will be the 1×m ranking vector R = L×Qk, based on taking
k steps through the graph. At some point, for a large enough k, a steady state
is reached where increasing k further has no effect anymore. That state is also
independent of the initial probability distribution and at that point the ranking
will only be activity based.

In the remainder of this article we will use the following definitions for graphs.
A (web)graph G is defined as an ordered pair G = (V,A) where V = {p1, . . . , pn}
is the set of vertices or nodes and A is the set of arcs between the nodes in the
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graph, defined as the set of ordered pairs (v, w) ∈ A ⊆ V2. We can also write
v → w or A(v, w) to specify an arc in the graph. In the case of a web graph,
the nodes of the graph are the actual web pages and the arcs are the actual
hyperlinks between these web pages.

3 The Model into Action

3.1 The Static Property

Based on the static graph structure we have to compute a centrality score for
each node. Four methods to compute centrality have been mentioned in section
2. Based on their conceptual meaning, betweenness centrality seems like a very
promising candidate. This is a measure for the potential of a node in the graph
to control the flow. If many people pass through a site, z, when following links
from site v to site w, then this z has a high potential to control where those
people are going.

In order to optimize the calculation for betweenness centrality, we will use
ego betweenness, introduced by Everett and Borgatti [12]. Ego betweenness of
a node v is the betweenness score of that node in its ego network as defined
by Freeman [13]. The ego network of a node is the graph with the node itself,
all the direct neighbors of this node and the arcs between these nodes in the
original graph. The betweenness for each node is needed, therefore n ego networks
have to be computed. The advantage of these ego networks is that they will
be relatively small. We have approximately 12K, uniquely connected, nodes in
the test dataset, but the average ego network size is only 10 nodes and the
biggest ego network is around 250 nodes. How do we extract the ego network,
Gego = (Vego,Aego), for a node v ∈ V from graph G = (V,A)? Based on this
definition, two properties hold: (1) Vego ⊆ V and (2) Aego ⊆ A and based on the
definition of Freeman all direct neighbors and their arcs of v need to be included.

We perform two steps to extract the ego network. First we will get the set with
all nodes in the ego network for a certain node v: Vego = {v} ∪ {w ∈ V|(v, w) ∈
A∨ (w, v) ∈ A}. Second, based on the set with nodes in the ego network, Vego, we
can construct the set of arcs in the ego network,Aego. If an arc (v, w) ∈ Aego, exists
in A then it should also exist in Aego: Aego = {(v, w) ∈ A|v ∈ Vego ∧ w ∈ Vego}.

Now that we have the ego network for a node v in place, its actual ego be-
tweenness score, cb, can be computed. Let Bego = A2

ego × (1 − Aego) where 1
is a matrix with only ones of the same dimension as Aego and × is the cell-
wise multiplication operator for matrices. The ego betweenness is the sum of the
reciprocals for the non zero entries in Bego:

cb = 1/ ‖ Bego ‖1 . (2)

If the ego betweenness is computed for all nodes in the graph, the result will be
a vector Cb with these scores for each node. Next, this vector is transformed into
the initial probability distribution by dividing each centrality score by the sum
of all centrality scores:

I = 1/ ‖ Cb ‖1 ×Cb . (3)
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Degree centrality could also be an interesting measure to use. It is the potential
of being part of a flow in the graph. However, if you are not part of any shortest
paths between two web sites, people are more likely to follow the shorter paths
and not enter your web site. Degree centrality is an easy to compute centrality
measure, therefore it might be interesting to compare degree centrality based
rankings to betweenness centrality based rankings.

Closeness centrality is the potential of a node to avoid being part of the flow.
Since we are interested in optimizing the flow to our own web site, we are not so
much interested in web sites which can avoid the flow of other web sites. This
could be a desirable measure if information independence is very important.

Eigenvector centrality is a measure which increases a nodes importance if it is
connected to other important nodes. Since this centrality measure is less aimed
at how a node can influence the flow in a graph, we didn’t choose to use this
centrality measure. However, after the first experiments, it could be interesting
to see how this centrality measure fits in and performs.

PageRank would also be a interesting measure to use for the static property.
To put it simple, a high PageRank is an indication for the number of incoming
pages and their PageRank. Therefore it seems quite likely to say there should be
some relation between a high PageRank and a high flow, however many incoming
links do not necessarily mean a lot of incoming traffic. We think this is the most
interesting alternative to look into for any future research. The HITS algorithm
assigns hub and authority scores to the nodes in the graph. It is not obvious how
this relates to the flow in a graph, since the number of links doesn’t say anything
about traffic numbers directly. The chance on more traffic might be bigger with
more incoming or outgoing links, but this requires further research.

3.2 The Dynamic Property

As mentioned already, it would be ideal to have link traversal or traffic data of
all web sites on the internet. Unfortunately this is not possible. We have come
up with a different approach to work around this problem. This approach is
applicable to websites as well as blogs, as long as usage data is available for the
node in the graph. Because we have a dataset of the dutch blogosphere, we have
come up with a solution based on timestamps as a measure for blog activity.
This method can also be used for fora, but for websites a different approach
has to be used in order to retrieve the activity based data. The basic concept
of converting node based activity into link traversal activity, as proposed in the
following sections, is also applicable to websites as a whole instead of blogs only.

Since the dataset contains blogs, we will propose a method to crawl activity
based data from blogs. Blogs often have the option to post reactions with a
topic. These reactions can be characterized by a time stamp on the page. For
our experiment we will gather all time stamps associated with a blog and use
this as the activity measure for the dynamic property. This approach is based on
the assumption that reactions to a blog are related with the traffic of that blog.
This approach has a big advantage, it’s easy to add into the crawling process
which analyzes the blogs to construct the graph structure. By using these time
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stamps as a measure for the number of reactions on a blog, we have an easy way
to obtain a measure for the activity on a blog.

Let G = (V,A) be a graph consisting of a set of nodes V and a set of arcs,
A ⊆ V2. For each node v ∈ V the function r(v) returns the activity measure for
the supplied node v. In our case this activity measure is the number of reactions
that were posted on a blog. Blog visitors are traveling this network structure.
Let P (w|v) be the probability the visitor follows a link to node w given the fact
he is currently in node v. These probabilities have to be estimated from the
activity measure. So basically we are constructing a flow network, where each
link has an unbounded capacity.

Besides by following links, the activity measure of a blog will originate from
visitors starting in a particular node. Visitors may also stop in certain blogs. This
is modeled by adding two nodes source and sink to the graph and create arcs
from source into each blog and also links from each blog to sink . The resulting
graph is denoted as G ′ = (V′,A′). The activity measure of the new nodes still
needs to be defined. Of course, r(source) is the number of unique visitor to the
blog graph. Obviously r(source) = r(sink ).

We assume the flow through a link (v, w), from node v to node w, amounts
to: P(w|v) = r(v). When traversing a link, we assume it is more likely to take a
link to a node with a higher activity measure. In other words: P(w|v) ≥ P(z|v)
if and only if r(w) ≥ r(z). Based on this assumption P(w|v) is defined as follows:

P(w|v) =

⎧⎪⎪⎨⎪⎪⎩
d(v) r(w)

R(v) if v → w ∈ A

1− d(v) if w = sink

0 if w = source .

(4)

where
R(v) =

∑
w �=sink∈V′

:v→w

r(w) . (5)

and d(v) is a damping factor that determines the likelihood a visitor stops in a
particular blog. It should hold that the sum of all probabilities equals to one,
this is shown in the following proof:∑

w∈V ′:v→w

P (w|v) =
∑

w∈V :v→w

P (w|v) + P (sink |v) + P (source|v)

=
∑

w∈V :v→w

d(v)
r(w)
R(v)

+ (1− d(v))

=
d(v)
R(v)

∑
w �=sink∈V ′:v→w

r(w) + (1− d(v))

= d(v) + 1− d(v)
= 1
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The flow conservation law states that incoming flow and outgoing flow, of a node
v, should be equal. This should also hold for this model:∑

w �=sink∈V′
:w→v

P(v|w)r(w) = r(v) =
∑

w �=source∈V′
:v→w

P(w|v)r(v) . (6)

If we look at the incoming flow we can derive some properties by looking at the
following cases:
1) if v ∈ V, we conclude:

1
d(v)

=
∑

w �=sink∈V′
:w→v

r(w)
R(w)

. (7)

2) if v = sink , we conclude:

r(sink ) = r(source) =
∑

w∈V:w→sink
(1 − d(w))r(w) . (8)

3) obviously, if v = source the sum results in 0.

3.3 The Algorithm

Looking back at what we have discussed so far, we have made the following
choices in the context of the proposed experiment.

1. the static property, S (p), will be the initial probability distribution based on
ego betweenness centrality: I = 1/ ‖ Cb ‖1 ×Cb.

2. the dynamic property, D(p), will be the one-step transition matrix based on
the reactions (time stamps) found on the blog p.

3. The relation is defined by the Markov Model < S ,Q ,L > where S is the
set of blogs (nodes), Q is the one-step transition matrix and L is the initial
probability distribution.

Based on these choices we have developed an algorithm to compute rankings on
our data set. The algorithm can be divided in several steps, the first three steps
are the initialization steps and the fourth step is the actual ranking computa-
tion. This is a very basic description of the steps needed in the algorithm, no
optimizations have been applied.

1. Construct the one-step probability matrix from the weighted graph.
2. Compute the ego betweenness for all nodes, based on the static structure.
3. Compute the initial probability distribution from the ego betweenness values.
4. Compute the rankings for all nodes based on a history of m steps.

4 Initial Results

In this section we will very briefly cover the results we have seen so far. Based on
the ideas presented in this paper we are developing a prototype. The prototype
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is for the most part implemented as described in this article. The current pro-
totype can use a betweenness and (in)degree centrality measure. If we look at
the indegree based initial probability distribution we see almost similar results
to the ranking created by the supplier1 of the data set. Since they also use an
indegree based ranking, this should be true.

If we use the betweenness bases approach with a constant value for d, the
results look promising but they have also brought a problem with the dataset
to our attention. We haven’t been supplied with activity data for all blogs. The
data is available, therefore we expect the result to improve even further if we
run the algorithm on the correct dataset and by running the algorithm with a
proper implementation of the value for d.

5 Conclusion and Future Work

In order to answer the research questions, a model has been presented and it has
been discussed in depth in the context of an experiment. The importance of a web
site, the static component, can be measured by using any of the known centrality
measures. Based on their conceptual meaning, we have chosen to primarily use
betweenness centrality. In order to optimize the algorithm we have implemented
an ego betweenness algorithm. The dynamic property has been defined as the
number of reactions to the postings of a blog. And an approach to convert node
activity into link activity has been proposed. This approach is also applicable to
websites as a whole. In the most ideal situation however, we should have access
to traversal information between web sites. The relation between the static and
dynamic property is defined by a Markov Model, inspired by research conducted
into the field of adaptive web sites. The dynamic property is used to construct
the one-step probability transition matrix, Q , the static property is used to
compute the initial probability distribution, L, and the states, S of the Markov
Model are the unique blogs, the nodes in the graph. In order to optimize interest
to a given web site, the Markov Model is used to compute a ranking based on
a depth of m navigational steps. By creating links, advertising for example, to
the highest ranking web sites, we can optimize interest for the given web site.

Obtaining this dynamic information is a problem. Traffic data is not freely
available. We propose a solution for this problem in the domain of blogs (and
possibly other community based areas). Instead of traffic we will measure reac-
tions to a posting. This has two disadvantages. (1) The results might be polluted
with ’wrong’ reactions. This can be solved by improving the crawling algorithm.
(2) The other disadvantage is the fact we actually need transition or traversal
numbers. If we measure reactions, it’s a activity measure of a node in the graph,
not an arc. In order to translate the node activity numbers to traversal numbers,
we made the assumption it is more likely for people to leave for a page with more
visitors. Based on this assumption an approach has been presented to compute
transition weights.

1 SiteData B.V. (www.sitedata.nl)
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5.1 Future Work

Based on the foundations presented so far, some topics are still open and others
raised more questions.

1. Perform the described experiment.
2. Incorporate other centrality measures for the S(p), especially PR.
3. Extend the measuring of activity, both for blogs and for websites.
4. Research solutions to get actual traffic and/or traversal information.
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Abstract. At the intersection of retrieval and visualization are oppor-

tunities to learn more about IR’s view of knowledge and evidence by

considering Kantian and post-modern philosophies of aesthetics1.

1 Aesthetics

The philosophy of aesthetics refers not to the popular idea of graphic design
[1] but to the relationship of experience and truthful sense of reality. What is
beautiful, then, is something that bears a relationship with truth. “Beauty” must
be set out as a proposition “that p”; metaphysical truth viewed here as either the
Enlightenment’s independent, objective reality to be revealed or post-modern
(PoMo) relativist, subjectivist, contextualized “warranted assertions.” In IR,
retrieval sets are ranked by the system designers according to their models of
human language behavior [2]; the retrieval set’s members become a proposition,
“that p,” that awaits the end-users relevancy judgment to provide the context in
which the proposition finds the necessary condition to make it true. Introducing
information visualization (IV) as a way of using abstract images to help users
establish significance both adds a layer of complexity and a philosophically-based
path to viewing IR differently. In this poster, a reduction from a larger detailed
analysis, two streams of philosophical thought are considered - Kant’s aesthetics
and post-modernism - to suggest that IR modelers are responsible agents in the
interpretation of IR sets, that aesthetics lead to different ways of understanding
IR and the user, and that there is at the core of IV/IR a seeming conflict between
a priori forms of knowledge and a posteriori relativism. While truth and beauty
are foreign ideas to IR, in this poster, we consider the concept of information as
a function of the proposition of “beauty.”

1.1 Kant

It is usually given that end-users provide the determination of relevancy of the
query to the document collection representation from a combination of their ex-
periences and needs with an IR system’s relevancy ranking. However the process
of establishing significance is not necessarily the traditional sense/referent pair

1 The full discussion is available at http://web.simmons.edu/˜ benoit/ICTIR09.pdf).

L. Azzopardi et al. (Eds.): ICTIR 2009, LNCS 5766, pp. 338–341, 2009.
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or a question of naming [3][4][5][6]. “Information” is the result of data which
purpose has been established, something to aid end-users in their lifeworld, for
which the user can provide a warrant rather than “because the system said”
[7]. From Kant’s perspective [8], a proposition or fact that is “beautiful” asserts
a claim on a priori knowledge. Regaining this knowledge requires dividing the
sense of an object into the viewer’s/user’s sensibility and understanding of the
object as the user tries to establish an object’s meaningful purpose, sparked by
interpreting the visual object. To understand an object, or to be aesthetically
informative, there needs to be a basis that justifies why others would find it also
beautiful, a claim to subjective interpretation as well as a claim to universality,
otherwise the object is reduced to merely “pleasing.” Kant [8] held that the re-
lationship between reality and sense must be without undue external influence,
ohne alles Interesse. End-users first experience beauty and then apprehend its
form - two distinct activities - when establishing an object’s definitive purpose,
the way a knife, for instance, has a form that makes sense because we understand
what it is supposed to be. This challenges how to create visualizations of non-
real entities, abstractions in the retrieval interface that stimulate apprehending
purpose (cf. [9]). Yet that people do accept visualizations suggests there must
be some necessary condition that is satisfied [§12] to legitimate judgment and
imputes the same satisfaction necessary from all. A “double-reflexive” reciprocal
relationship is necessary between designers, the viewer’s self-reflection, and the
larger society, to create the “purposive state of mind” [§40] necessary to trans-
form data to a warranted basis for further action by the user in his lifeworld
[10], [11].

1.2 Post-Modernist Ideas

The postmodern perspective, especially expressed by Baudrillard [12], Levis [13],
Fielder and Jameson [14] reconsider what reality is and where it is in relation to
its supposed reproduction. The PoMo stance questions whether a priori reality
exists at all and is subservient to representations or whether what is graphically
presented is only a “simulation” of reality. The PoMo view is itself contradictory,
arguing across a spectrum from favoring an élite of aesthetic experts who guard
against trivializing, uncritical and facile production to hyper-relativism, to “pro-
mote that which is flexible, pluralistic, and hospitable to the popular [we] are
no longer able to invent new styles and worlds the genius is in the blend, not
in breathtaking innovation” [14]. Consequently the usual basis of establishing
truth is lost in favor of relevancy judgments and knowledge warranted solely
by instrumentalism. Baudrillard predicted this and anticipated our obsession
with images as “pre-given reality,” without any way to measure truthhood or
falsity. Indeed the whole PoMo program can be summed up by Heim writing
about digital objects: “they do not ‘re-present’ a real thing” [15]. Thus only
what coheres in the user’s mind, even if that means true belief in false facts, is
reality. This seeming illogic exposes what some positivists discovered [16] and
so lost their way: that at the root of IR is a continuation of the Kantian, al-
though unacknowledged, belief that universals exist and that we expose them; yet
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“relevancy” and truth are conditioned on socially constructed facts. These im-
pacts IR because the expectation of relevancy judgments by the individual user
favors a relativist, a posteriori view of knowledge while the algorithms of IR
models are unacknowledged functions of a Kantian a priori reality and truth.
Both paths - empiricist and postmodern - ultimately rely on the transcendent.

2 Dilemma

To the strong empiricist program, IR as a science cannot admit of the transcen-
dental and rejects it as a legitimate source of evidence. An aesthetic turn might
aid sincere inquiry into the necessary presuppositions of knowledge that are ap-
plied in IR algorithms and consequently expand the scope and objective validity
of knowledge and IR system design. From PoMo we might doubt what we can
know and how we can know. The expanding use of IV in IR is an opportunity
to move from prima facie measurements of IR effectiveness to learn more about
the user’s experience, critique the IR modelers’ role, and establish the legitimacy
of visual-intensive technologies. While these ideas are often dismissed by some
derisively as “it’s all relevancy” or “it’s the user who determines relevancy”,
holding that the ides of truth and beauty do not attach to technology, IV/IR
expressed through aesthetics provides a shareable framework for exploring visual
objects role in the end-user experience and translates into experimental forms
acceptable to IR [10]. Echoed through PoMo, it stimulates critique of IR model-
ers’ undue influence on relevancy judgments and the privileging of certain forms
of evidence. Finally, aesthetics asks whether IR as a discipline recognizes its a
priori claims of knowledge and its contradictory stance towards social construc-
tivism. In this poster, it is argued that a middle way, shaping the Kantian model
to see how aesthetics of beauty and purpose contribute to empirical research,
but sensitive to modern individualism. There is a recognized gap between the
two that a consideration of the “beauty of information” applied to IR exposes
and which it might fill.
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Abstract. Usually, system effectiveness evaluation in a TREC-like en-

vironment is performed on a common set of topics. We show that even

when using different topics for different systems, a reliable evaluation

can be obtained, and that reliability increases by using appropriate topic

selection strategies and metric normalizations.

Keywords: IR effectiveness, TREC, topics.

1 Introduction

We can model TREC-like experiments as in Tab. 1: effectiveness of each run ri on
each topic tj is evaluated (usually by means of Average Precision, AP, although
other metrics can be, and indeed are, used). AP values are then averaged to
obtain an overall measure for each run. Usually the arithmetic mean is used,
and Mean AP (MAP) is obtained. Alternatives do exist also here, e.g., GMAP,
that uses the geometric mean and is used, e.g., in the Robust track. The obtained
measure can then be used to rank runs/systems according to their effectiveness.

Although the TREC-like evaluation paradigm is quite stable, research to im-
prove it and to make it more effective has been going on in the last decade. The
number of topics is an issue that has undergone major attention [8, 11, 3, 9, 7].
Recently it has been shown that, at least in principle, fewer topics could be used,
provided they are carefully chosen [4].

Therefore, some research exists that considers reducing the number of columns
in Tab. 1. All these studies take for granted that a common set of topics has to be
used. Indeed, this seems quite reasonable: if two different systems (or runs) are
evaluated on two different topics, the effectiveness of each system will depend on
topics features, and the evaluation will be unfair to the system being evaluated
on a difficult topic (see [5] for a detailed discussion of this issue).

Although related approaches do exist [10,4], we are not aware of any research
explicitly trying to evaluate using different topics for different runs. This short
paper is a first attempt to study how to reduce the number of cells in Tab. 1
without the constraint of staying on the same columns. Following [4], we seek
for the best-case bound, and we concentrate on the potential limit, not on an
actual way to reach it (although we hint at some sensible strategies).

L. Azzopardi et al. (Eds.): ICTIR 2009, LNCS 5766, pp. 342–345, 2009.
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Table 1. AP, MAP and AAP

t1 · · · tn MAP

r1 AP(r1, t1) · · · AP(r1, tn) MAP(r1)

.

.

.
. . .

.

.

.

rm AP(rm, t1) · · · AP(rm, tn) MAP(rm)

AAP AAP(t1) · · · AAP(tn)

Of course, by using different topics for different runs, the total number of used
topics might turn out to be higher than when using the same topics for all runs.
Moreover, it is intuitive that judging a new document on the same — and known
— topic costs less effort to a human assessor than judging a new document on
a novel topic (and this fact is exploited by assessors in TREC-like initiatives).
Therefore the number of topics (i.e., columns in Tab. 1) used seems a more
accurate measure of assessment effort than the number of topic-document pairs
(i.e., cells). However, it is interesting to study this alternative, especially because
novel crowdsourcing-based assessing techniques are being proposed [2, 1]: with
these novel approaches, a crowd of assessors can judge single topic-document
pairs, with no notion of “staying on the same topic to reduce the effort”.

2 Methods and Data

We use TREC 8 data (129 runs and 50 topics); as done in [9, 4], we remove the
worst 25% runs, thus keeping 96 of them. We assume the distribution of MAPs
of runs, obtained by taking the arithmetic means of each row in Tab. 1, over all
the fifty columns, as ground truth, and we study how to approximate it by using
fewer AP values, or their normalizations, on each row. As stated above, we do
not require that the same set of topics is used for all the runs.

2.1 Normalizations

Some normalizations based on topic difficulty have recently been proposed, and
are used in the following to take into account topic difficulty and to avoid the
above described unfairness.

In [6] the average of AP values (over one column in Tab. 1) is named Average
AP (AAP). It is used to measure topic ease (on the basis of the TREC runs) and
to define the APA(ri, tj) = AP(ri, tj)−AAP(tj) normalization. On the basis of
this normalization, the metric MAP(ri) = 1

n

∑n
j=1 APA (ri, tj) is defined; it is

shown that MAP(ri) is equivalent to MAP(ri). Webber and colleagues propose
the standard x−μ

σ normalization (where μ is the mean, here AAP, and σ is the
standard deviation) [10]. In [5] a different metric, named NMAP, is proposed. It,
on purpose, measures something slightly different, penalizing bad performance
on easy topics and awarding good performance of difficult topics.

We also consider MAP without any normalization, thus we have MAP, Web-
ber, NMAP, and MAP.
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2.2 Strategies

We define four strategies to build Tc(ri), i.e., the topic set of cardinality c (for
increasing c = 1..50) for each run ri:
S1. Random. For each c, Tc(ri) is built by taking c random AP values among

the not yet chosen 51−c. To avoid dependencies on the single values chosen,
we repeat the process and average the results.

S2. Pseudo-optimal. For each c, Tc(ri) is built starting from the previous topic
set Tc−1(ri) and adding to it the topic (among the remaining 51 − c) such
that the obtained MAP(Tc(ri)) is the closest to MAP. T0 = ∅.

S3. Difficult-to-Best (DtB). A sensible criterion is to assign more difficult topics
to more effective runs and easier topics to less effective runs [5]. According
to this criterion, Tc(ri) is built by: (i) sorting the runs by MAP, from the
least effective to the most effective; (ii) sorting the topics by AAP, from the
least difficult to the most difficult; and (iii) assigning, in order, to the most
effective systems the most difficult (and not yet assigned) topic, and so on.

S4. Easy-to-Best (EtB). The symmetric strategy of S3.

3 Results and Discussion

We present correlation curves similar to those in [4]. For each c value (x axis) we
represent the correlation between the distributions obtained by various measures
defined over Tc and the MAP distribution. Fig. 1 (left) shows seven Kendall’s
correlation curves. Three curves (best, average, and worst) are obtained in [4],
and are correlation values obtained under the same-topics constraint (selecting
topics on the same columns). The other curves are different-topics, i.e., they
are obtained without the same-topics constraint, using S1. S1 is very similar to
average when combined with MAP and Webber normalizations, whereas NMAP
and MAP have lower than average correlations.

Fig. 1 (right) shows that with a more careful strategy choice like S3, corre-
lations for Webber and MAP increase, and also NMAP is much higher than
average. MAP (which is not normalized) increases, but also becomes much more
unstable. This proves that when working on different topics for different systems

Fig. 1. Kendall’s correlations for S1 (left) and S3, or DtB, strategies (right)
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it is possible to define strategies to get correlations higher than average, and not
far from the optimal that can be obtained with common topics (the higher best
curve in figure). This is confirmed by S4 correlation values that, when computed
on MAP, give a curve lower than average, and rather close to worst. Pearson’s
correlation, not shown for space limitations, gives the same results.

Finally, one might wonder what is the maximum correlation, under different-
topics: it is quite high. Although S2 is not optimal, it reaches, for any c value and
for MAP (thus without any normalization), a Kendall’s correlation of at least
0.91 and a Pearson’s correlation of at least 0.993: its correlation curve stays
above the curves in the figures.

To summarize the results obtained, our analysis shows that it is theoretically
possible to evaluate IR effectiveness, within the TREC paradigm, on different
topics for different systems. Also, when appropriate normalizations and strategies
are used, it seems possible to evaluate effectiveness on much less data than the
usual 50 topics used in TREC. However, this last statement needs further confir-
mation, since when using the above defined strategies, several topics (columns)
end up used even for low c values. Finally, outside TREC, in interactive studies,
the different-topics situation is the rule: each subject interprets in different ways
the induced needs (when needs are framed by the experimenter) and/or each
user comes with his/her own need (when real needs are used).

Acknowledgements. We thank the anonymous reviewers for useful comments.
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Abstract. This paper proposes a new document–query similarity for

PLSI that allows queries to be used in PLSI without folding-in. We com-

pare this similarity to Fisher kernels, the state-of-the-art approach for

PLSI, on a corpus of 1M+ word occurrences coming from TREC–AP.

1 Introduction

Ten years ago, the Probabilistic Latent Semantic Indexing (PLSI) model was
proposed [4], considering documents as mixture proportions of latent-topics: the
probability of occurrence of a pair (d, w) of a document model d and a term w
is modelled as P (d, w) =

∑
z∈Z P (z)P (w|z)P (d|z).

To cope with the non-generative nature of PLSI regarding to new documents,
a scheme named folding-in was proposed [4,3]. This technique estimates the
parameters P (d|z) for unknown documents d, such as queries in an ad hoc Infor-
mation Retrieval (IR) framework. These are learnt by a simplified process that
engenders problems such as adequacy with the P (d|z) coming from the training
set, or inaccuracies in log-likelihood estimation of the test set [8].

This paper introduces a document–query similarity based on language model
identification [7,9] that entirely avoids folding-in. Its performances are compared
to Fisher kernels, the state-of-the-art similarities for PLSI [5,2].

2 Avoiding Folding-in of Queries

To entirely dispense with folding-in in PLSI, we propose a method inspired from
language modelling: queries are no longer considered as new document models
for which new parameters P (d|z) must be learnt, but rather as new occurrences
of already learnt document models. Rather than inferring a new model for the
queries, the retrieval problem turns into model identification: for a given query q,
which are the known models d best representative of q?

Traditional answers include maximisation of the query log-likelihood SLogL [7]
and minimisation of the Kullback-Leibler (KL) divergence SKL between the
empirical distribution of q and the model distribution of d [6]:

� The hereby described work has been supported by the Swiss National Science Foun-

dation doctoral grants #200021-111817 and #200020-119745.
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SLogL(d, q) =
∑

w∈q∩C

n(q, w) log P (d, w) , SKL(d, q) =
∑

w∈q∩C

P̂ (w|q) log
P (w|d)

P̂ (w|q)
,

where n(q, w) is the number of occurrences of word w in query q; P̂ (w|q) =
n(q, w)/|q|, its normalisation by the length |q| of query q; and where “w ∈ q∩C”
denotes all the words appearing in q such that P (d, w) > 0.1

When performing retrieval, i.e maximising S(d, q) w.r.t. d for a given query q,
the two approaches differ by an additive factor of “|q| log P (d)” since

SKL(d, q) =
1
|q|

(
SLogL(d, q)− |q| log P (d)

)
−
∑
w

P̂ (w|q) log P̂ (w|q) .

Both SKL and SLogL can use any estimator of P (w|q) smoother than P̂ (w|q) [11].
For instance, we can consider Jelinek-Mercer smoothing to illustrate the point:

P̃ (w|q) = (1− λ) P̂ (w|q) + λPGE(w) , PGE(w) =
∑

d∈C n(d, w)∑
d∈C

∑
w∈d n(d, w)

,

with λ ∈ [0, 1], and PGE(w) the collection language model.
Another way to build a smoothed estimator is pseudo-feedback [1,10]: a first

retrieval is performed and the N best retrieved documents (for small N) are
used to estimate P̃ (w|q) = 1

N

∑N
i=1 P (di(q), w), with di(q) the ith best match.

A second and final retrieval phase is then performed. The first retrieval can use
either raw word document frequencies, or smoothed estimators.

This leaves us with 8 possible document similarity measures: query log-
likelihood SLogL or KL divergence SKL, and for both, possibilities to use Jelinek-
Mercer smoothing, pseudo-feedback, or both. We compared these 8 models with
the three best Fisher kernel variants, KH, KH

w , and KDFIM-H
w [2].

3 Experiments

The non-generative nature of PLSI for unknown document models requires pa-
rameter estimation on the entire document collection to be evaluated. PLSI can
thus hardly be used on TREC-sized collections. In line with previously pub-
lished work on PLSI, we used the standard IR benchmarks from the SMART
collections (CACM, CISI, MED, CRAN and TIME). We furthermore explored
the limits of PLSI learning tractability using a significantly bigger corpus (over
5 times as many documents and 10 times as many word occurrences as in the
biggest SMART collections) consisting of a subpart of the TREC–AP 89 cor-
pus.We kept the 7466 first documents of this collection2, and queries 1 to 50. For
the experiments on the SMART collections, we performed 6 runs with different
1 Notice that P (d, w) > 0 does not necessarily imply w ∈ d.
2 Documents AP890101-0001 to AP890131-0311. The EM learning for |Z| = 128 took

45 hours of CPU time and used 6.7 GB of RAM on a dedicated computation server

with one octo core 2-GHz Intel Xenon processor and 32 GB of memory.
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Table 1. Main results and conclusions of experiments over 11 models on 6 corpora

CACM CRAN TIME CISI MED AP89 01XX

BM25 MAP 31.4 42.4 69.2 12.3 52.3 19.7

Best PLSI model MAP 30.0 39.6 60.8 20.2 53.8 21.6
Best PLSI model is: KH

w SKL KDFIM-H
w KH

w KH KDFIM-H
w

for |Z| = 16 128 8 8 32 48

R
e
su

lt
s

KH
w MAP 30.0 33.6 55.6 20.2 49.8 16.5

KDFIM-H
w MAP 23.2 37.0 60.8 15.6 45.5 21.6

SKL−128 MAP 22.9 39.6 49.1 19.5 52.8 11.4

SKL−128 w.r.t. Fisher kernels < > < 
 
 <

PLSI > BM25? No No No YES yes yes

C
o
n
c
l.

Does smoothing help? No No No No No No

learning initial conditions for all models, and for different numbers of topics:
|Z| ∈ {1, 2, 8, 16, 32, 64, 128}. For the TREC-AP part, we performed a single
run for each |Z| ∈ {1, 32, 48, 64, 80, 128}. For all the experiments, we performed
stemming using the Porter algorithm of Xapian. Results were obtained using the
standard trec eval tool.

The main results out of these experiments, summarised in Table 1 and Fig. 1,
are: (1) SKL performs much better than SLogL, both have a growing perfor-
mance with |Z|, the number of latent-topics; (2) SKL can outperform the best
Fisher kernel on CRAN, and reaches similar performances on MED and CISI;
(3) neither Jelinek-Mercer smoothing nor pseudo-feedback improve performance.
Furthermore, smoothing significantly increases the runtime of evaluation: rather

1 16 32 64 128

0.
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LogL
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Fig. 1. A typical example (MAP vs |Z|) on TIME illustrating how SKL outperforms

SLogL, and how smoothed (left) or pseudo-feedback retrieval (right) estimates for

P (q|w) degrade the SKL performances compared to raw estimate P̂ (q|w) (“l=0” on

the left and, “1 step” on the right), for different values of λ (left) and N (right)
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than involving only those terms appearing in both the query and the document,
all the terms of the vocabulary have to be considered. Evaluation is between 2
(CISI) and 20 (TIME, MED) times slower for smoothing, and between 30 (MED)
and 150 (CRAN) times slower for pseudo-feedback with N = 3.

4 Conclusion

We introduce a new document similarity for PLSI, based on language model
identification, which entirely avoids query folding-in. It is evaluated in an IR
framework on a collection larger than the SMART collections on which PLSI
is usually evaluated. The main conclusions are that (1) language model iden-
tification can compete with the best Fisher kernel variants, especially for high
number of topics; (2) either KL divergence or Fisher kernels can compete with
BM25, especially on semantically tougher corpora like CISI, MED or TREC–AP;
(3) however, neither log-likelihood similarity nor any simple smoothing method
of P̂ (w|q) improved the results. Out of the 8 models here studied, only the KL
divergence between P (w|d) and raw P̂ (w|q) turned out to be interesting.
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Abstract. Summarisation approaches aim to provide the most salient concepts
of a text in a condensed representation. Repetition of extracted material in the
generated summary should be avoided. Carbonell and Goldstein proposed Max-
imal Marginal Relevance as a measure to increase the diversity of documents
retrieved by an IR system, and developed a summariser based on MMR. In this
paper, we look at the viability of MMR as a feature in the traditional feature-based
summarisation approach proposed by Edmundson.

1 Introduction and Background

Summarisation approaches have been successfully applied to a range of IR tasks: to
reduce the indexed representation of documents, to indicate the usefulness of retrieved
documents, or to inform users on specific topics.

In particular, feature-based summarisation has shown a consistently good perfor-
mance at summarising documents, and has proved to be a main-stay in summarisation
research (see [4] for an overview). However, similar sentences in the source document(s)
will receive similar salience scores, leading to repetition of extracted material in the gen-
erated summary. A similar problem exists in the context of document retrieval, where
a query with multiple interpretations needs to be interpreted by the retrieval systems
such that the returned documents fulfil a user’s information need. If the system’s inter-
pretation overlaps with the user’s intended information need, she will see many relevant
documents; otherwise, the system will return many non-relevant documents, and only
very few (or none) relevant ones.

To overcome this problem, Carbonell and Goldstein proposed Maximal Marginal
Relevance (MMR) – a measure where the retrieval status value (RSV) of a document
is influenced by other already retrieved documents: documents similar to retrieved doc-
uments have their RSV lowered, thus boosting dissimilar documents [1]. In addition,
they applied MMR to summarisation, developing a system where traditional features
where incorporated into the MMR framework. However, this approach makes it dif-
ficult to distinguish between the influence of summarisation features, and the overall
MMR framework. We therefore discuss how an MMR-like feature can be incorporated
into a feature-based summariser, and evaluate it on two test collections.

L. Azzopardi et al. (Eds.): ICTIR 2009, LNCS 5766, pp. 350–353, 2009.
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2 Maximal Marginal Relevance

Carbonell and Goldstein motivate MMR with the need to include novelty into the rank-
ing of documents to prevent the presentation of partially or fully duplicate information.
Combined with the traditional notion of relevance, they propose the new metric “rele-
vant novelty”, which can be measured as MMR, using a weighted linear combination
of relevance and novelty [1]:

MMR := arg max
Di∈R\S

[λ(Sim1(Di, Q)) − (1 − λ)(max
Dj∈S

Sim2(Di, Dj))] (1)

where R is a ranked list of documents, S is the set of documents in R already retrieved,
and Sim1 and Sim2 are similarity measures, which can be the same, or can be set
to different similarity metrics. Adjusting the value of λ allows a readjustment of the
behaviour of MMR: with a setting λ = 1, MMR behaves like a traditional ad-hoc
model, while it reduces to a maximal diversity ranking with a setting λ = 0.

2.1 MMR-Based Summarisation

Goldstein et al. proposed a multi-document summarisation system based on MMR,
MMR-MD [2]. MMR-MD implements the MMR approach by modelling Sim1 as a
weighted combination of query overlap, coverage, content, and time-sequence, whereas
Sim2 is modelled by a weighted combination of different sentence overlaps.

However, it does not become clear how much the diversity measure of MMR ben-
eficially influences the extraction of sentences. We therefore included MMR into an
existing summariser as an individual feature, where only the diversity component is
considered for weighting sentences (i.e. setting λ to 0). This maximum diversity rank
is then integrated with other features to give an overall sentence score. Using this
setup allows us to more carefully evaluate the benefit of MMR for the purpose of
summarisation.

3 Experiments

To estimate the usefulness of MMR as a summarisation feature, we first developed our
version of the MMR diversity rank, and then included it into a summarisation model
with other, more traditional features. We then used this MMR-augmented combination
of features to generate summaries for two test collections, and compared the results
to those obtained by using the traditional features only. Additionally, we created sum-
maries using each of the features in isolation.

3.1 MMR Feature

A diversity ranking approach should rank sentences according to their dissimilarity to
a set of other sentences: the more dissimilar they are, the higher they should rank. To
model this diversity ranking scheme, we compare a sentence to each of the sentences
in a given set. The diversity rank of a sentence with respect to this set is the sum of
TF-weights of all terms which do not occur in the sentence it is compared to.
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To compensate differences in the length of sentences, and the size of sets to which the
sentences are compared, we normalise the per-sentence comparisons by the sentence
length, and the overall set-comparison by the size of the set. The MMR-weight of a
sentence s with respect to a set of sentences S is thus defined as:

MW (s, S) :=

∑
m∈S

∑
t∈s,t/∈m

(PL(t,s))

|s|

|S| (2)

where PL(t, s) is the TF-weight of a term t in sentence s. There are (at least) two
possible approaches for incorporating such an MMR feature into a summariser. The
MMR feature can either be used as an additional feature amongst other features (such
as location, term-frequency etc.), or can be used as a reweighting stage after sentences
were weighted using traditional features. In the former approach, the MMR weight of a
sentence is determined w.r.t. all other candidate sentences, while in the latter approach
candidate sentences weighted by the traditional features only are reweighted by their
similarity w.r.t. the set of already selected summary sentences.

3.2 Experimental Setting

In addition to the MMR feature, our summariser also used the Key-, Title-, Location-,
and Query-feature (referred to here as KTLQ; see [4] for details).

To evaluate the different summarisation models, we applied them to two test col-
lections: the Document Understanding Conference (DUC) AQUAINT corpus, and the
INEX 2004 document collection. Automatic summaries were generated for both collec-
tions by all summarisers, and were compared to human-authored reference summaries.
While the DUC corpus provides reference summaries for evaluation, no such refer-
ence summaries were available for the INEX collection. Instead, we used the original
abstracts of documents in the collection as a reference. Furthermore, we used INEX
document titles as summarisation queries; to avoid a bias in the generated summaries,
we did not use the Query-feature for the INEX runs. To evaluate the quality of the
summaries we generated with the provided reference summaries, we used the ROUGE
evaluation framework, and calculated the ROUGE-1 Precision and Recall scores [3].

4 Results

The averaged results in Table 1 show that the Query-feature outperforms all other fea-
tures for the DUC collection, both on precision and recall. A comparison of the perfor-
mance of the different summarisers shows a less clear picture, with MMR as a reranking
feature exhibiting only marginal improvements.

For INEX, Table 2 shows that the Title-feature performs better than the MMR-,
Location-, or Key-feature. A comparison of the different summarisation systems shows
that all three combinations of features display a very similar performance. While the
feature combination using MMR as a reweighting approach can exhibit a slight advan-
tage for recall, all systems become virtually indistinguishable for precision.
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Table 1. DUC: ROUGE1 recall- and precision scores for features and systems

Feature Recall Precision
Key 0.34219 0.33140
Title 0.35979 0.34770

Location 0.33829 0.32061
Query 0.38180 0.36242
MMR 0.33426 0.31870

System Recall Precision
KTLQ 0.38468 0.36455

MMR-as-Feat. 0.38425 0.36307
MMR-rerank 0.38488 0.36562

Table 2. INEX: ROUGE1 recall- and precision scores for features and systems

Feature Recall Precision
Key 0.65171 0.11260
Title 0.68971 0.12007

Location 0.65165 0.11258
MMR 0.65420 0.11220

System Recall Precision
KTL 0.69229 0.12060

MMR-as-Feat. 0.69453 0.12085
MMR-rerank 0.69640 0.12128

5 Conclusion

In this paper, we looked at the use of Maximal Marginal Relevance (MMR) as a sum-
marisation feature. We compared the MMR feature to other, traditional, summarisa-
tion features, and evaluated its performance on two test collections: the DUC collection
for multi-document summarisation, and the INEX collection for single document
summarisation.

The evaluation results show that although the MMR feature itself does not perform
particularly well, a summarisation system implementing an MMR feature performs bet-
ter than comparable systems without the MMR feature. However, the performance dif-
ference between the MMR- and the non-MMR-versions of the summarisation systems
were very small, making a real-world benefit of the computationally intensive MMR
approach questionable.
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Abstract. ‘Information need’ is a notion in IR that is ubiquitous, im-

portant, and intuitively clear. So far, surprisingly, the term seems to have

defied formal definition. Of course, IR can continue to prosper without

a formalization of ‘information need’. Yet when a field gets more mature

there comes a time that frequently used notions should be formalized to

make them susceptible of scrutiny. For IR such formalization should (1)

be independent of a particular query language or document model, (2)

allow that users formulate a need for information that may be unavail-

able or even nonexistent, and (3) allow that users try to circumscribe the

very information they do not possess. To this end, the paper uses lattice

theory to define a ‘formal information need’, which, we argue, coincides

with the intuitive notion precisely when a user’s need for information

can actually be filled.

1 Introduction

When we see ourselves or others look up information on the world wide web,
we can make three observations: First, people can use the same query but may
be looking for different information. Second, they may be looking for the same
information but use different queries. And third, they usually refine their queries
to zoom in on their information need. A definition of that term, however, is quite
elusive. It is something we hold in our heads and of which it is not clear that
it can ever be fully satisfied. What is clear, though, is that information needs
can often be discerned by the different queries that are issued, as well as by the
different documents people subsequently select. That is, queries and document
sets seem to act as dual descriptions of the same information need. It is difficult,
however, to maintain that the two descriptions are completely isomorphic. Hence
we will use a relation that is sufficient yet weaker than isomorphism, called a
Galois Connection, for which we consider queries and relevant documents as a
pair instead of choosing one or the other in isolation.

2 Mapping Queries to Documents and Back

The formalization that follows was inspired by formal concept analysis (FCA),
and so perhaps an example from that subject is helpful.

FCA is an approach to meaning representation that describes concepts as a
binary relation between ‘objects’ and ‘attributes’ [1]. For example, a horse can
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be described as an object that represents the concept of “horse” as a set of at-
tributes, such as solid-hoofed, herbivorous, mammal, or perhaps attributes such
as equine, domesticated, etc. A smaller set of attributes could define the more
general concept of equines, subsuming zebra and donkey. A larger set of at-
tributes defines a more specific concept, e.g. stallion or foal. This way, specificity
as an order relation defines a lattice over the attributes. The objects themselves
can be ordered by set inclusion, and as more attributes are associated with fewer
objects the order is reversed. This kind of association between partially ordered
sets (posets), turns up in many branches of mathematics, and many of its prop-
erties were studied by Ore [2] who named the association a Galois connection:

Definition 1. Consider posets (P,�p) and (Q,�q) and functions f : P → Q
and g : Q→ P . Then 〈f, g〉 is called a Galois connection, if for all x ∈ P and
y ∈ Q:

f(x) �q y ⇐⇒ g(y) �p x

Readers unfamiliar with the subject can find a brief overview of Galois connec-
tions, with many examples in [3]. Because of the similarity with FCA, we will
adopt some of its terminology. In FCA, P in definition 1 would be all sets of
attributes Attr (i.e. 2Attr) and Q all sets of objects Obj each ordered by set inclu-
sion. Then the attributes correspond to the objects and vice versa via mappings
from one to the other:

2Attr f�
g

2Obj

A formal concept is a pair 〈A, B〉, with A ⊆ Attr and B ⊆ Obj, for which
f(A) = B and g(B) = A. A is called the intent, and B the extent of the concept.
We will now explore how the FCA approach translates to Information Retrieval.

2.1 The Galois Connection in Information Retrieval

Let us apply definition 1 such that it can be used in information retrieval. The set
P will be the query language over the features that we find appropriate for the
domain. An example could be words (terms) for text retrieval, or texture, color,
and shape in the case of image retrieval. The expressions in the query language
can be ordered e.g. by set inclusion. But they could also form a Lukaciewicz
logic such as Boolean or Fuzzy logic, ordered as usual by meet and join of
the expressions. Similarly, the Q in definition 1 could be the subsets of the
corpus, usually sets of documents ordered by set inclusion. An instance would
be Salton’s early definition of a retrieval system (on page 211 of [4]), where P
is called the ‘request language’, and f the ‘retrieval function’. (But note that
this definition had disappeared in the second edition of Salton’s book.) For this
paper, we use match and index, so coined in [5], for f and g in defintion 1.
So with these definitions, the pair 〈match, index〉 will be the Galois connection
that represents the relationship between query language and corpus. In FCA
the term ’concept’ as something we have in our minds, is superseded by a well-
defined formal concept. Analogously we will define a formal information need to
supersede the vaguer notion of ‘information need’:
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Definition 2. Given (1) a lattice over query language L(T ) of terms T , (2)
a corpus D of documents, and (3) match function match and index function
index, for which

L(T )
match�
index

2D

A formal information need is a pair 〈A, B〉, with A ⊆ L(T ) and B ⊆ D, for
which B = match(A) and A = index(B).

So the query is the intent of the formal information need, and the extent is a
set of documents. A straightforward example of match and index is what the
names suggest: match maps queries to the document sets, and index indexes
the documents. Note that one is not an inverse of the other, but they determine
each other uniquely as follows [3]:

Theorem 1. match and index are quasi-inverses, i.e.
match ◦ index ◦match = match and index ◦match ◦ index = index

This expresses the intuition about fulfilling an information need: Suppose (1)
you take all the documents matching a query (match), and (2) you collect all
the queries that could have produced these documents (index). If (3) no new
queries are added to the originals, then the queries and documents are just two
different representations of the same information need. The theorem entails that
first, match◦index is idempotent, and second, match◦index◦match produces
all and only the documents that fulfill the information need.

Some concrete examples of the definition. Take Google’s “I’m feeling lucky”
button: If the user types a query q1, only the top ranked document d1 is returned,
and the formal information need would be 〈{q1}, {d1}〉. A few years back we
looked up ‘search’ and ‘Google’ only to find 〈{search}, {→ AltaV ista′s home}〉
and 〈{google}, ∅〉. Notice that even as these are apparently formal information
needs in the Galois connection of Google’s 〈matchlucky, index〉, they were not
our own information need. Indeed, the definition should allow for it, as it should
be independent of a particular search technique or query language.

3 Recovering the Connection through Feedback

There are several approaches to tighten the separation between formal and infor-
mal information need: (1) change the Galois connection by altering the match
function. An obvious example is using WordNet[6] to take synonymity of terms
as an equivalence relation over the queries. Relevance feedback with reweighting
(e.g. [7]) is another example. (2) Leave the Galois connection intact as in the
everyday use of a browser: this only changes the query (i.e. the intent) until a
formal information need is found that has the needed information as extent. Note
that even if more documents could fulfill the information need, the idempotence
of match ◦ index expressed in theorem 1 guarantees that the information need
coincides with a formal information need. We have applied the theory described
above to a system that provides visual feedback of search results to zoom in on
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an information need [8]. The system constructs a Galois connection between the
document space and and a visualization of documents as points on a sphere.
Now the following property of Galois connections can be used [3]:

Theorem 2. If P
f
�
g

Q and Q
h�
i
R are Galois connections, then so is P

h ◦ f
�

g ◦ i
R.

Theorem 2 therefore tells us that there is also a Galois connection between
the input language and the points on the sphere. That is, one can start with
a query to the define the extent, or on the sphere to define the intent of the
Galois connection. Either way, it will result in a formal information need that
approaches the informal information need.

4 Conclusion

We proposed a formal definition of the ubiquitous notion of ‘information need’,
to capture the way it is normally understood. Alternative approaches might
focus on the notion of similarity, perhaps formalized in terms of a topology
(starting with a T0 space) or category theory (using upper and lower adjuncts).
We maintained that approaching the relationship between query language and
document set as an isomorphism is definitely too strong, and the weaker notion of
a Galois connection seems just right. We showed how it can be used to show that
some manipulations, such as visual feedback, are well-founded, and we think that
it may help to define some issues in IR in a more precise and perspicuous way.
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Abstract. Query Expansion (QE) refers to the Information Retrieval

(IR) technique of adding assumed relevant terms to a query in order to

render it more informative, and hence more likely to retrieve relevant

documents. A key problem is how to identify the terms to be added, and

how to integrate them into the original query. We address this problem

by using as expansion terms social tags that are freely available on the

Web. We integrate these tags into the query by treating the QE process

as a logical inference (initially proposed in [3]) and by considering the

addition of tags as an extra deduction to this process. This work extends

Nie’s logical inference formalisation of QE to process social tags, and

proposes an estimation of tag salience, which is experimentally shown to

yield competitive retrieval performance.

1 Introduction

Query Expansion (QE) is an Information Retrieval (IR) technique that aims
to expand queries with assumed relevant terms in order to render them more
informative and hence facilitate the retrieval of relevant documents. Typically,
the terms used for expansion are fetched from some collection or thesaurus, and
weighted in different ways. There exists a variety of different ways to do so,
overviewed in [5]. We present an approach to QE that uses social tags to ex-
pand queries. We collect these tags from the Web, and estimate their salience
before using them to expand user queries. We formalise this as a logical infer-
ence approach, following Nie’s original such formalisation of QE [3]. We extend
Nie’s logical inference representation by adding an additional estimation of the
content salience of social tags. This work contributes an illustration of the ease
with which Nie’s treatment of QE as logical inference can be extended to ac-
commodate further sources of QE, social tags in this case. In addition, this work
contributes a novel estimation of tag salience. Illustrative experiments show our
proposed tag-QE approach to yield competitive retrieval performance.

Section 2 presents the logical inference approach to QE with social tags,
Section 3 presents illustrative experimental results, and Section 4 summarises
this work and outlines future research directions.

L. Azzopardi et al. (Eds.): ICTIR 2009, LNCS 5766, pp. 358–361, 2009.
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2 Query Expansion with Social Tags as Logical Inference

Let K represent a knowledge system upon which all inference is made. Let d
denote a document, and q denote a query. Then, the relevance of d to q with
respect to this system can be expressed as K ' d → q. If one can prove that
K ' d → q, then the document is said to be relevant to the query, otherwise
the document is said to be irrelevant to the query. Nie [3] applies this represen-
tation to model QE, by defining a new query q′ that constitutes an expanded
expression of the original query q. Then, by applying classical logic transitivity,
the evaluation of K ' d→ q can be done as follows (K is removed henceforth):
d→ q′ ∧ q′ → q ' d→ q. This relation means that the new query q′ is satisfied
(implied) by the document, in which case the original query q is also satisfied
by the document. Because q′ can be any query expression, the above deduction
can be written as: ∨q′(d → q′ ∧ q′ → q) ' d→ q. Interpreting this formula in a
context that involves uncertainty, the following function P can be defined:

P (d→ q) = P (∨q′(d→ q′ ∧ q′ → q)) (1)

where P (d → q′) measures the degree of direct satisfaction of query q′ to doc-
ument d, and P (q′ → q) measures the degree of relatedness of query q′ to the
original query q. Eq. 1 can be interpreted as the probability P (R|q, d) that a
document d is relevant to a query q as follows: P (R|d, q) =

∑
q′ P (R, q′|d, q) =∑

q′ P (R|d, q, q′)P (q′|d, q). Assuming that q′ is a good approximation of q leads
to: P (R|d, q, q′) = P (R|d, q′). The derivation of q′ depends only on q, not on d,
hence P (q′|d, q) = P (q′|q). Based on this, we get the following expression:

P (R|d, q) =
∑
q′

P (R|d, q′)P (q′|q) (2)

where P (R|d, q′) denotes the relevance estimation of the document to the derived
query, and P (q′|q) denotes the relationship between the original query q and the
derived query q′. Eq. 2 can be rewritten in order to express QE on the basis
of individual terms, rather than whole queries, as follows (see [3] for the full
derivation):

P (R|d, q) =
∑
t′

P (R|d, t′)P (t′|q) (3)

where t′ denotes a term in the expanded query. This formula allows us to consider
the uncertainty of the correspondence between the expansion terms and the
original query terms as a factor in the estimation of relevance.

Eq. 3 has two components. The first component, P (R|d, t′), may be interpreted
as the term weight within a document, and can be estimated by various different
ranking models, for instance with Okapi’s BM25 [4], which we use in this work.
The second component, P (t′|q), may be interpreted as the term importance of a
query, and has to be estimated in a way that reflects the probability of finding
an expansion term in the query. Applied to our case of QE with tags, P (t′|q)
denotes the probability of finding a tag (denoted τ) in the query. This probability



360 C. Lioma, R. Blanco, and M.-F. Moens

must be estimated in a way that reflects the salience of the tag. We propose the
following IDF-like approximation:

P (τ |q) =
N

nτ
(4)

where N is the number of documents in the collection, and nτ is the number of
documents in the collection that contain the tag τ . The aim of Eq. 4 is to discrim-
inate between tags on the basis of how many documents within a large collection
are associated to them (hence ‘tagged’ by them). Eq. 4 is one suggestion for es-
timating tag salience, which we evaluate experimentally in Section 3. Further
alternative estimations are possible, for instance by relatively straight-forward
extensions to IDF, such as RIDF [2], or by more elaborate approximations of
tag topicality, such as Zhou et al.’s approach [6] that uses Bayesian Inference.

3 Experimental Evaluation

We present an illustrative evaluation of our proposed QE with tags, which is
organised as follows: The baseline is standard retrieval without QE. This baseline
is compared against our proposed QE with tags. In order to contextualise this
comparison, we further compare these results to a state-of-the-art retrieval with
conventional QE (i.e. QE that uses weighted terms for expansion). At all times,
retrieval is realised with BM25, whose parameter b is tuned separately for Mean
Average Precision (MAP) and Precision at 10 (P10). For conventional QE with
terms, we use DFR’s Bo1 model [1]. Both conventional QE and our proposed QE
include as parameters (i) the number of terms (resp. tags) used for expansion,
and (ii) the number of documents from which these terms (resp. tags) are drawn.
We tune these parameters by varying them between 1-30 (for terms or tags) and
1-10 (for documents) separately for MAP and P10. Finally, the tags used for
our proposed QE are collected by querying Del.icio.us, similarly to [6], whereas
the terms used for conventional QE are collected from the same collection used
for retrieval. The retrieval collection is the TREC BLOG06 collection (25GB)
with queries 901-950 (title only). For our QE with tags, when applying Eq. 4, we
compute N and nτ from the BLOG06 collection, because we do not have access to
the statistics of the collection used by Del.icio.us. We assume that Del.icio.us uses
a very large collection, and that BLOG06 is a large enough approximation of it
(in terms of size). Table 1 displays the performance of our retrieval experiments
without QE, with our proposed tag-QE, and with conventional term-QE. We
see that our proposed QE outperforms both the baseline and the conventional
term-QE at all times, and with respect to both mean and early precision. This
observation indicates that our use of tags enhances retrieval performance, not
only by fetching a bigger number of relevant documents, but also by fetching
more precise documents (i.e. documents of higher relevance to the query). This
observation may indicate that the IDF-like formula we proposed to estimate tag
salience was a successful approximation, an indication worth analysing further.
Overall, these experiments indicate that social tags, when filtered appropriately,
may benefit IR, a conclusion also echoed by Zhou et al. [6].
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Table 1. Mean Average Precision (MAP) and Precision at 10 (P10) using as baseline

BM25 without QE. Against this baseline we compare our proposed method of QE with

Del.icio.us tags. To contextualise this comparison, we also display conventional QE

with terms. Δ marks the % difference from the baseline.

measure BM25 - No QE BM25+QE tags Δ% BM25+QE terms Δ%

MAP 0.3517 0.3636 +3.38 0.3519 +0.06

P10 0.6220 0.6540 +5.14 0.6420 +3.21

4 Conclusion

We presented an approach to Query Expansion (QE) that adds to a query tags
collected from a free online social tagging system. By formalising QE as a logical
inference process, as proposed by [3], we were able to integrate into ranking an ap-
proximation of the uncertainty that a tag is relevant to the original query terms.
Specifically, we realised this approximation by proposing an IDF-like weight of
tag salience, which considers how many documents in a collection are tagged by
a given tag. Both the treatment of QE as logical inference, and the proposed
weight of tag salience used clean and tractable estimations. An illustrative exper-
imental evaluation with a 25GB TREC collection showed our proposed tag-QE
technique to outperform a baseline of no QE, as well as a state-of-the-art QE
model that uses weighted terms for expansion. This is a first positive indication
that social tags, when filtered appropriately, may benefit IR. Future research
will be geared toward refining the estimation of tag salience, and analysing in
depth the effect of tag-QE on a per query basis.
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cia e Innovación, FEDER and Xunta de Galicia under projects TIN2008-06566-
C04-04 and 07SIN005206PR.
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Abstract. We present the evaluation of a novel application for Web con-

tent perusal by means of context-aware mobile devices that proactively

query an external search engine. To this aim, we develop a TREC-like

benchmark and we use it to evaluate different strategies for automatic

query construction on the basis of user’s current context. We discuss

both the methodology and the results.

Keywords: TREC, IR effectiveness, location based systems.

1 Introduction

This work is in the Context-Aware Retrieval (CAR) field [1,2], and it is centered
on the Context-Aware Browser (CAB) [3], a new approach to proactive context-
aware Web content perusal by means of mobile devices (cellphones, PDAs, etc.).
The main idea behind CAB is to empower a generic mobile device with a browser
able to automatically and dynamically retrieve and load Web pages, services,
and applications according to user’s current context (roughly described as the
situation the user is in). The context is represented by a set of terms, automat-
ically inferred by means of a Bayesian network on the basis of data received
from sensors. In the retrieval process, starting from the context representation,
a query is automatically built and sent to an external Web search engine (we
use Yahoo! APIs http://developer.yahoo.com/search/web/), in order to find
the most suitable Web pages for the sensed context. CAB allows a “physical
browsing”: browsing the digital world based on the situations in the real world.

CAB development is underway: most of its components have been imple-
mented, but the retrieval mechanism can exploit several different strategies, that
must be compared. With this aim, we propose a TREC-like evaluation bench-
mark, discuss its limits, and test it. Although we focus on CAB, the problems
we try to solve are typical of any proactive CAR system. Indeed, this work
extends [4]: we now concentrate on the retrieval of Web pages (in place of ap-
plications and their manually created descriptors) and we adopt an incremental
and dynamic benchmark, as explained below.

L. Azzopardi et al. (Eds.): ICTIR 2009, LNCS 5766, pp. 362–365, 2009.
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<contextDescriptor>
<title> Heathrow airport </title>
<description>
The user has just landed at London Heathrow international airport. He is looking at a flight
timetable and at a timetable for connections to London. It is lunch time.
</description>
<narrative> ...</narrative>
<relevance>
A Web page is relevant: it contains information about a flight, about the means of transport
to reach town, about bars and fastfoods in the airport, or it allows to book a flight. A
web page that contains only one of these aspects is relevant; if it contains some links to
relevant pages is partially relevant. If the judge is not able, for any reason, to judge the
page, its value is ‘‘I don’t know’’.
</relevance>
...
</contextDescriptor>

Fig. 1. A (part of a) context descriptor

2 CREC Benchmark

The CREC (CAB Retrieval Evaluation Collection) benchmark is constituted
by the usual three components: topics, document collection, and relevance judg-
ments. Topics (information need descriptions) are context descriptors (see Fig. 1),
which represent different user’s contexts in different domains, and have been de-
signed similarly to TREC topics; CREC includes 10 context descriptors which
differ for user activities, location, time, etc. The relevance judgments have been
made by a unique judge using a four level relevance scale.

The collection consists of Web pages, and it is dynamic, i.e., it evolves during
the tests. We built two CREC versions so far. The first version has been con-
structed performing 5 manual queries for each topic, and judging the first 150
single retrieved documents for each topic. Starting from this version of the col-
lection, we adopted an “interactive search and judge” [5] approach to add more
relevant documents. In particular we ran some queries, automatically built from
context descriptors and, for each query, the Web pages that were not already
in the collection and were retrieved in the first 10 ranks have been added to
the collection and judged, obtaining its second version (3634 total pages: 494
relevant, 596 partially relevant, 34 not classified, and 2510 not relevant).

CREC is not static because, if a new implementation of the CAB external
search engine needs to be evaluated, CREC will not contain, in general, all the
retrieved pages (a new strategy might obviously retrieve new pages, and the Web
is dynamic). Since this would make the evaluation less reliable, the collection will
be extended by including the newly retrieved documents, and judging them.

3 Evaluation

We used CREC to compare four automatic query construction strategies. All of
them work on term lists automatically extracted from the <description> field:
for instance, the context descriptor in Fig. 1 is seen by the strategies as “user just
landed london heathrow international airport looking flight timetable timetable
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Fig. 2. Results: the five strategies (left), and geo+tf.idf details (right)

connections london lunch time” (conversely, the human relevance judge uses the
whole context descriptor). The strategies are based on two main indexes: tf.idf
and geoterms (i.e., terms that refer to geographical location information — in
our approach, a term is a geoterm if its Wikipedia page contains geographical
coordinates). We chose tf.idf as it is a classical and largely used IR technique,
and geoterms because location is probably the contextual dimension that is more
informative of user’s current context. These indexes, differently combined, are
used to rank the term lists according to their importance (that will be different
for the four strategies). For each strategy and context descriptor, 10 queries of
different lengths (from 1 to 10 terms) are automatically formulated, incremen-
tally selecting the first 10 terms of the ranked lists. Thus query construction is
incremental: once a term is in a query, it will remain in longer queries as well. We
also use, as an upper reference strategy, the manual approach, where a mobile
user directly chooses terms and defines her query (we used the queries generated
to build the first version of the document collection, see Sect. 2).

We measure strategies effectiveness by means of nDCG@10: since it is unlikely
that CAB users will scroll long lists of retrieved items, it is reasonable to consider
only the first 10 retrieved items.

4 Results

Fig. 2 (left) compares the four strategies, and the manual one, showing their
effectiveness (nDCG@10, on the Y axis) averaged on all 10 contexts, for different
query lengths (X axis). Apart from the manual one, the most effective strategy is
the geo+tf.idf. In this strategy, first all the geoterms are added to the query, then
the other terms, ranked by decreasing tf.idf, follow. Fig. 2 (right) shows, besides
average, also min, max, and variance. Further analysis of the data, not reported
here for brevity, shows that the maximum performance is obtained when just
one tf.idf term is added after all the geoterms (each context contains 1, 2, or 3
geoterms), then nDCG@10 decreases. Long queries have low performance.

All the proposed strategies have lower performance than the manual one — see
the higher curve in Fig. 2 (left) —, therefore they can be improved. Moreover,
the manual strategy tends to become more effective with longer queries: one
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reason is that automatic strategies are constrained by the incremental query
construction (see Sect. 3), whereas manual strategy is not.

As relevance judgments have been made by a unique judge, to verify that
subjectivity is not an issue for our benchmark, we performed an additional ex-
periment, involving two more judges. Measuring inter-judge agreement on a pool
of retrieved pages, judgments on average agreed on 65% pages (which became
92% after a discussion between judges). New relevant pages retrieved by the
two new judges were also added to the collection, and the evaluation performed
again for geo+tf.idf. The dashed line in Fig. 2 (left) shows the effectiveness
of geo+tf.idf computed considering the new pages and judgments: it does not
change significantly. Thus CREC seems reliable, at least to a reasonable extent.

To conclude, the CREC benchmark helped the development process giving
good insights (e.g., high effectiveness is obtained by adding just one term af-
ter the geoterms) and underlining weak points (e.g., adding more and more
terms in the query does not increase effectiveness). Also, once the benchmark
is configured, it can be reused to test new strategies or related features, in a
semi-automatic way; new judgments are needed, but the effort is lower than
that required for a user study (judging time for the 2nd version was 37 hours).
Thus, our approach seems adequate for early stage evaluations, useful to better
inform the following more focussed, and demanding, user studies.

In the future we will work on two issues: to seek for more effective strategies
that better compete with the manual one (e.g., by removing the constraint of
incremental query construction) and, more generally, to better understand reli-
ability and usefulness of our incremental benchmark approach. In general, our
approach seems interesting and valid for IR applications that need high preci-
sion, like CAB (for which nDCG@10 is an adequate metric); with high recall,
the effort for the new judgments would probably be too high.
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Abstract. Query Expansion (QE) often improves the retrieval perfor-

mance of an Information Retrieval (IR) system. However, as enterprise

intranets are often sparse in nature, with limited use of alternative lex-

ical representations between authors, it can be advantageous to use

Collection Enrichment (CE) to gather higher quality pseudo-feedback

documents. In this paper, we propose the use of query performance pre-

dictors to selectively apply CE on a per-query basis. We thoroughly

evaluate our approach on the CERC standard test collection and its

corresponding topic sets from the TREC 2007 & 2008 Enterprise track

document search tasks. We experiment with 3 different external resources

and 3 different query performance predictors. Our experimental results

demonstrate that our proposed approach leads to a significant

improvement in retrieval performance.

1 Introduction

Collections within enterprises are often characterised by their limited vocabulary,
since they are written by a small number of people, following specific guidelines
and aims. Therefore, while query expansion is usually effective in IR, the lim-
ited use of alternative lexical representations within enterprise collections could
lead to poor pseudo-relevance sets. In this case, it seems intuitive to make use
of the well-established Collection Enrichment (CE) technique, which performs
query expansion on a larger and higher-quality external resource [1,2]. The re-
formulated query is then used to retrieve documents from the local enterprise
collection. However, the quality of the external collection is a key factor that
affects the retrieval performance given by CE [2].

In this paper, we argue that the retrieval performance of document search
within an enterprise can be further enhanced by applying CE in a selective man-
ner on a per-query basis. The idea is that the usefulness of the local or external
collection for QE varies from a query to another. Using query performance pre-
dictors, we propose a decision mechanism that indicates the appropriateness of
the local and external collections for a given query. QE is then applied on the
collection, either local or external, that is predicted to contain higher quality of
relevant content for the query.

L. Azzopardi et al. (Eds.): ICTIR 2009, LNCS 5766, pp. 366–370, 2009.
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To the best of our knowledge, this is the first study that investigates the use-
fulness of selectively applying CE in an enterprise setting. The proposed selective
CE mechanism is thoroughly evaluated on the standard CERC test collection
and its corresponding topic sets from TREC Enterprise track 2007 & 2008.
We apply three different external resources and three different query perfor-
mance predictors. Our experimental results show that our selective application
of CE provides a significantly better retrieval performance than an approach that
systematically applies QE on either the local or external collection.

Table 1. The decision mechanism for the selective application of CE. local, external
and disabled in the column Decision indicate expanding the initial query on the local
resource, external resource and disabling the expansion, respectively.

scoreL > T scoreE > T scoreL > scoreE Decision

True True or False True local

True or False True False external

False False True or False disabled

2 Selective Collection Enrichment

Our decision mechanism enriches the enterprise collection only if the external
resource is predicted to contain more relevant content to the query than the local
collection. For a given query, we use query performance predictors to estimate the
quality of the pseudo-relevance sets returned by either the local or the external
collection. A lower score corresponds to a difficult query for that collection [3],
while a higher score suggests a richer pseudo-relevance set. Using the query
difficulty scores returned by the predictors, our decision mechanism applies QE
on the collection that corresponds to the higher predictor score, i.e. the collection
that is predicted to lead to a better retrieval performance.

In addition, if the predictor scores on both the local (scoreL) and the external
(scoreE) collections are lower than a threshold (T ), then query expansion is
not applied for that given query. Table 1 summarises our proposed decision
mechanism for the selective application of collection enrichment.

3 Experimental Setting

Three popular query performance predictors, namely the Average Inverse Col-
lection Term Frequency (AvICTF) and the γ2 pre-retrieval predictors [3], and
the Clarity Score (CS) post-retrieval predictor [4], are studied in this paper.
These predictors have been widely applied in the literature and were shown to
be generally effective in predicting query performance. Note that unlike the pre-
retrieval predictors, the CS predictor involves a parameter that needs tuning. It
is also of note that for the CS predictor, a lower score indicates a better retrieval
performance [4]. Therefore, unlike for AvICTF and γ2, the decision mechanism is
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Table 2. Evaluation of the selective application of CE on the TREC 2008 enterprise

document search task

Wikipedia Aquaint 2 .GOV

MAP nDCG Acc. MAP nDCG Acc. MAP nDCG Acc.

PL2F 0.3629 0.5502 - 0.3629 0.5502 - 0.3629 0.5502 -

+QE 0.3811 0.5646 - 0.3811 0.5646 - 0.3811 0.5646 -

+CE 0.3684 0.5606 - 0.3402 0.5391 - 0.3583 0.5551 -

MAX 0.4204 � 0.5978 � 100% 0.4022 � 0.5832 � 100% 0.4135 � 0.5930 � 100%

Selective CE by using Predictors

AvICTF 0.3660 ↓ 0.5567 ↓ 40.98% 0.3576 ↓ 0.5500 ↓ 45.00% 0.3765 ↓ 0.5570 ↓ 55.73%

γ2 0.3959 ↑ � 0.5679 ↑ 67.21% ∗ 0.3825 ↑ 0.5673 ↑ 58.33% 0.3864 ↑ 0.5658 ↑ 59.01%

CS 0.3824 ↑ 0.5653 ↑ 49.18% 0.3658 ↓ 0.5475 ↓ 51.66% 0.3941 ↑ 0.5782 ↑ 67.21% ∗

reversed to favour collection with a lower predictor score. However, the principle
of deciding on the use of the collection enrichment is the same.

We use the standard CERC enterprise test collection [5], and its corresponding
title-only topics from the TREC Enterprise track 2007 & 2008, respectively.
There are 42 and 63 judged topics from TREC 2007 & TREC 2008, respectively.
We experiment with three external resources, namely Wikipedia1, Aquaint 22,
and the TREC .GOV collection. For indexing and retrieval, we use the Terrier
IR platform3, and apply standard stopword removal and the Porter’s stemming
algorithm for English. For the CERC and .GOV collections, we index the body,
anchor text and titles of the documents as separate fields. For the Wikipedia
and the Aquaint 2 collections, we do not use the anchor text field as our initial
experiments show that it is not beneficial for retrieval. We use the Bo1 term
weighting model for query expansion [6]. Documents are ranked using the PL2F
field-based DFR document weighting model [7]. The parameters that are related
to the PL2F document weighting model, the CS predictor and the threshold T of
the decision mechanism are set by optimising MAP on the TREC 2007 dataset,
using a simulated annealing procedure [8]. We evaluate our method using the
TREC 2008 topics.

4 Experimental Results

Table 2 presents the evaluation results of our proposed method. As shown in
the table, the use of query expansion on the enterprise collection (PL2F+QE)
outperforms PL2F, as well as a system that systematically applies QE on the
external collection (denoted PL2F+CE) across three different external resources.
Hence, in order to compare our proposed method with a strong baseline, we use
PL2F + QE as our baseline. ↑ & ↓ denote that the obtained retrieval performance
by using the predictor is better (resp. worse) than the baseline. The Acc. column
shows the accuracy of our proposed method, which is given by the number
1
http://en.wikipedia.org/wiki/Wikipedia:Database_download

2
http://trec.nist.gov/act_part/tracks/qa/qa.07.guidelines.html

3
http://terrier.org

http://en.wikipedia.org/wiki/Wikipedia:Database_download
http://trec.nist.gov/act_part/tracks/qa/qa.07.guidelines.html
http://terrier.org


Predicting the Usefulness of Collection Enrichment for Enterprise Search 369

of queries that has been appropriately applied with CE divided by the total
number of queries. The symbol ∗ denotes that the predictor makes a correct
prediction for a statistically significant number of queries, according to the Sign
Test (p < 0.05). Values that are statistically better than the baseline are marked
with � (Wilcoxon Matched-Pairs Signed-Ranks Test, p < 0.05).

Firstly, we assess how important it is to selectively apply CE on a per-query
basis, by estimating the MAP and nDCG upper bounds (highlighted with under-
line). In this case, if query expansion is deemed helpful for the query, we manually
select the most appropriate collection, from which to build the pseudo-relevance
set. From Table 2, it is clear that the retrieval performance with the manual
selective application of CE leads to a significant improvement over the systems
that apply systematically either QE or CE, across three different external re-
sources. This suggests that identifying the most appropriate collection for query
expansion on a per-query basis is useful.

Secondly, we test how effective our proposed selective application technique
is, by comparing the performance obtained by using the query performance pre-
dictor to the baseline that systematically applies QE on the local collection
(PL2F+QE). From Table 2, we can see that the best retrieval performance (ex-
cluding the upper bounds), highlighted in bold, in each column is obtained by
using our proposed method. We also observe that, in some cases, a statistically
significant number of queries have been correctly applied with CE. In particular,
the γ2 predictor has led to a significant improvement in MAP. This suggests
that our proposed approach is an effective method for selectively applying CE.

Finally, we investigate the importance of the choice of external resources and
predictors. From Table 2, we can see that the systematic application of CE can
harm the retrieval performance (e.g. Aquaint 2), compared to the results ob-
tained by using PL2F only; while the AvICTF predictor constantly decreases
the retrieval performance. This suggests that the choice of an appropriate exter-
nal resource and predictor before the application of selective CE is very impor-
tant. In addition, we find that the γ2 predictor constantly enhances the retrieval
performance across 3 different external resources. In fact, the highest MAP score
is achieved by using the γ2 predictor on the Wikipedia collection. Besides, the
γ2 predictor is parameter-free and only relies on the statistics of the collection.

5 Conclusions

We have proposed the use of query performance predictors to selectively apply
CE on a per-query basis for document search within an enterprise. The experi-
mental results show that the retrieval performance can be significantly improved
when the external resource and the predictor have been appropriately chosen. In
particular, the γ2 predictor is the most efficient, effective and robust predictor
for the enterprise document search. In the future, we plan to deploy our proposed
method for blog search as collections from the blogosphere contain many spam
documents and other noisy vocabulary, meaning that query expansion might
benefit from the use of high-quality external resources.
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Abstract. In this paper we introduce a novel approach for query perfor-

mance prediction based on ranking list scores dispersion. Starting from

the hypothesis that different score distributions appear for good and

poor performance queries, we introduce a set of measures that capture

these differences between both types of distributions. The use of mea-

sures based on standard deviation of ranking list scores, as a prediction

value, shows a significant correlation degree in terms of average precision.

1 Introduction

During the last years a growing attention has been focused on the problem of
query performance prediction. This topic has turned into an important challenge
for the IR community. Query performance prediction deals with the problem of
detecting those queries for which a search system would be able to return a
document set useful for an user. The proposed method for query performance
prediction falls into post-retrieval prediction methods. This type of predictors
make use of the information supplied from the search system once the search
has been carried out. This work is based on the hypothesis that different scores
distributions for good and poor performance queries can be observed.

Related approaches that use ranking list scores can be found in the works
carried out by Diaz [1], where the similarity between the scores of topically close
documents, is applied as a prediction value. A similar approach was proposed
by Vinay [2], in this case the prediction is based on the correlation between the
actual rank and a computed expected rank, where the expected rank is obtained
modelling the score of a document as a Gaussian random variable.

2 Ranking List Scores Dispersion as a Predictor

The approach proposed on this paper is based on the study of the ranking list
obtained after a retrieval process is executed. A search system ranks the related
� This work has been partially supported by the Regional Government of Madrid

under the Research Network MAVIR (S-0505/TIC-0267) and the Spanish MICINN

project TIN2007-68083.
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Fig. 1. 5 Best Performing Topics (left) Vs 5 Worst Performing Topics (right), from

Robust 2004 using BM25. Scores have been normalised in [0, 1]. The maximum number

of retrieved documents has been fixed to 1000.

documents found within the collection. For this purpose a ranking function as-
signs a weight (or score) to each document in the collection. In a ‘naive’ sense
the scores can be interpreted as ‘quantitative measures’ of the documents rel-
evance. The ranking list scores distribution can be an indicative of the quality
performance for a specific topic. Based on this premise some differences between
document scores distribution, for good and poor performing topics should be
observed.

For example, if a ranking list has a high value of dispersion among the doc-
ument scores, it could be a sign that the ranking function has been able to
discriminate between relevant and not relevant documents. On the other hand
if a low level of dispersion appears, because the ranking function has assigned
similar weights, it can be interpreted as it was not able to distinguish between
relevant and not relevant documents.

Differences in terms of scores dispersion can be observed in figure 1 for the
topics that achieve the best performance and those that obtain the lowest values
in terms of AP (Average Precision) for Robust 2004 [3].

2.1 Proposed Measures

In this work we have tested different approaches to capture and measure dis-
persion along the obtained ranking list. Some prior studies have tried to model
how document weights are distributed along a ranking list. In general, it can be
assumed that an adequate model could be a mix between an exponential and
a normal probability distribution. Exponential for not relevant documents, and
normal for relevant documents [4,5]. Generally a majority of retrieved documents
are not relevant (exponential distribution), thus it is likely that a great number
of documents will be weighted with a low score. As a consequence, a ranking list
shape holds a long tail where a majority of not relevant documents are placed.

Some notation is needed to define the next measures: (i) A ranking list RL is
a document list sorted in decreasing order by their documents scores; (ii) The
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score assigned to a document, placed at position i into the ranking list, is defined
as score(di).

Standard Deviation: Given ranking list scores mean μ(RL), standard devia-
tion is computed as next:

σ(RL) =

√√√√ 1
N

N∑
i=1

(score(di)− μ(RL))2 (1)

A drawback in the use of the standard deviation is caused by the great number
of low scores assigned by the ranking function. As was described previously, a
high percentage of document scores have a low value, which causes that mean is
displaced towards the region of densest distribution, that is the tail of the ranking
list. As a consequence of it, the deviation on the top documents is not captured
properly when the standard deviation is computed along the full ranking list.

Maximum Standard Deviation: In order to minimise the effect of low scores
high frequency, the maximum standard deviation is proposed. This estimator
is based on the idea of computing the standard deviation at each point in the
ranking list, and selecting the maximum value.

σmax = max[∀d ∈ RL, σ(RL[1,d]))] (2)

Standard Deviation at k : Standard deviation measured at a cut point k of the
ranking list (σk). With the selection of a suitable k value, the noise introduced by
low scores is removed. The k value is fixed at the ranking position that maximise
the correlation degree with AP.

3 Results and Conclusions

The different measures proposed in this paper has been tested with the set of
documents from TREC Disk4 & 5, minus Congressional Record and the topics
used in the Robust 2004 track1. Only the field title from topics has been em-
ployed in the experiments. We have selected three well-known retrieval models
(BM25,LM and PL2) to test the validity and compare the obtained prediction
values among them.

The obtained results2 appears in table 1. These experiments were executed
with a default ranking list size of 1000, this was the default number of documents
employed for the calculation of MAP in Robust 2004.

As can be seen the obtained correlation coefficients, with the same measure,
for different retrieval models are similar. As it was expected a common behaviour
for the proposed retrieval models can be observed.

1 Topic 672 has been removed since no relevant documents can be found for it in the

collection.
2 The correlation coefficients obtained are statistically significant at a level of 0.01.
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In relation with the ability of the proposed measures to capture dispersion,
the best results have been obtained with the selection of an optimal ranking
list size k for σk. The size of the ranking list that maximises the correlation
for all retrieval models is 100. Opposite to this, standard deviation exhibits a
worse performance than the rest of measures as was affected by the described
problem of the ranking list tail. On the other hand the results obtained with
the maximum standard deviation outperforms to those achieved with standard
deviation. Therefore σmax avoids, at least in part, the lack of precision, in terms
of dispersion measurement, obtained by the classic standard deviation.

Table 1. Pearson and Kendall correlation coefficients obtained with the proposed

measures for different retrieval models. Strongest correlation values appear in bold.

BM25 LM PL2

Pearson Kendall Pearson Kendall Pearson Kendall

σ 0.39 0.34 0.35 0.33 0.30 0.29

σmax 0.40 0.41 0.40 0.39 0.37 0.37

σ100 0.55 0.41 0.53 0.41 0.53 0.39

The obtained results show that measures based on standard deviation over
scores ranking list, can be used to predict the quality of a search system re-
ply. Further research in the selection of a suitable cut point for measuring the
standard deviation, should be carried out to improve the obtained results.
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Abstract. Through BM25, the asymptotic term frequency quantification
TF = tf/(tf+K), where tf is the within-document term frequency and K is a
normalisation factor, became popular. This paper reports a finding regarding the
meaning of the TF quantification: in the triangle of independence and subsump-
tion, the TF quantification forms the altitude, that is, the middle between indepen-
dent and subsumed events. We refer to this new assumption as semi-subsumed.
While this finding of a well-defined probabilistic assumption solves the proba-
bilistic interpretation of the BM25 TF quantification, it is also of wider impact
regarding probability theory.

1 Introduction and Motivation

The BM25 TF quantification/normalisation of the form tf/(tf + K) where tf is the total
within-document frequency and K is a normalisation parameter (includes the pivoted
document length) is renown for superior retrieval quality, outperforming by far the bare
total count tf or a maximum-likelihood estimate of the form tf/Nd where Nd is the
document length. The total tf corresponds to an independence assumption. That is each
occurrence of the same term is treated as independent. This assumption is wrong, as the
success of BM25 proves.

If a term occurs in a document, and let the initial probability for this occurrence be
P (t|c) = 1/100 (for example, t occurs in 1% of the documents), then the probability
that it occurs again further on in the same document is greater than the initial probability.
In other words, the occurrence of an event depends on previous occurrences.

The core contribution of this paper is the notion “semi-subsumed”, a probabilistic
assumption precisely half-way between independent and subsumed. Probabilistic as-
sumptions are essential in large-scale applications of probabilistic reasoning. Often,
the classical assumptions disjointness, independence or subsumption are assumed for
events since otherwise the probabilistic reasoning is computationally too expensive.
In this paper we focus mainly on the theory around semi-subsumed events, and the
effect and application of assuming events to be semi-subsumed in more general prob-
abilistic frameworks such as probabilistic inference networks (PIN) is topic of future
research.

L. Azzopardi et al. (Eds.): ICTIR 2009, LNCS 5766, pp. 375–379, 2009.
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2 TF-IDF and BM25

The BM25 TF quantification can be viewed as an approximation of the 2-Poisson model
([2]); this is a probabilistic semantics, however, this paper contributes what can be seen
as an intuitive assumption.

This section reviews the probabilistic interpretation of TF-IDF. Let tf := nL(t, d)
denote the within-document term frequency, i.e. the number of locations at which term t
occurs in document d; similarly, let df(t, c) :=nD(t, c) denote the number of documents
containing term t in collection c; ND(c) is the total number of documents. The notation
allows for a consistent representation of the dimensions used in document retrieval ([4]).
Then, TF-IDF and BM25 are defined as follows:

PD(t|c) := nD(t, c)/ND(c) (1)

idf(t, c) := − logPD(t|c) (2)

RSVTF-IDF(d, q, c) :=
∑

t∈d∩q

tf(t, d) · idf(t, c) (3)

RSVBM25(d, q, r, r̄) :=
∑

t∈d∩q

tf(t, d)
tf(t, d) + K

· wt (4)

PD(t|c) is the document-based term probability, and idf(t, c) is the negative logarithm
of this probability. The term weight wt is the binary independence weight (based on the
probabilities P (t|r) and P (t|r̄) that t occurs in relevant and non-relevant documents).
The idf(t, c) can be viewed as an approximation of wt = − log 1/P (t|r̄) for missing
relevance, and this constitutes the close relationship of TF-IDF and BM25 ([1,3]).

To demonstrate how TF-IDF/BM25 relate to P (d|q) and an assumption for subse-
quent term events, the next equation forms the exponent of RSVTF-IDF.

exp(RSVTF-IDF) =
∏

t∈d∩q

(
1

PD(t|c)

)tf(t,d)

(5)

This transformation shows that “naive” TF-IDF involves the expression PD(t|c)tf(t,d).
PD(t|c) is the document-based term probability, and the exponent means that “naive”
TF-IDF assumes the occurrences of t to be independent events.

The BM25 TF component can be viewed as proposing PD(t|c)tf/(tf+K) to be the term
probability, and this probability is significantly greater than PD(t|c)tf, i.e. the BM25
suggestion is that the probability of subsequent term occurrences is greater than the
probability for independent occurrences. The next section shows that this corresponds
to assuming subsequent occurrences of a term to be semi-subsumed events.

3 Semi-subsumed Events

Figure 1 illustrate the assumption “semi-subsumed” for three occurrences of an event.
Semi-subsumed events overlap more than independent events do, but the overlap is
less than for fully subsumed events. For example, given the single event probability
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(a) Disjoint (b) Independent (c) Subsumed (d) Semi-Subsumed

Fig. 1. Probabilistic assumptions: three event occurrences
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Fig. 2. Independence-Subsumption Triangle (IST)

P (e) = 0.3, for independent occurrences, P (e1 ∧ e2) = 0.32 = 0.09, whereas for
subsumed occurrences P (e1 ∧ e2) = 0.32·2/3.

The independence-subsumption triangle in Figure 2 shows the justification and
meaning of the exponent for semi-subsumed events. The left edge of the triangle cor-
responds to independence, i.e. P (t|c)n for n occurrences of t, and the right edge cor-
responds to subsumption, i.e. P (t|c) for any occurrence of t. The rows correspond to
frequencies. The values n

1 . . . n
n in row n correspond to exponents, reflecting indepen-

dence for n/1 = n and subsumption for n/n = 1. The centre column (altitude) is
half-way between independence and subsumption. Consequently, n/(n + 1)/2 is half-
way between independence and subsumption, and this leads to the probabilities for
independent, semi-subsumed, and subsumed term occurrences:

Independent term occurrences P (t|c)n = P (t|c)n/1

Semi-subsumed term occurrences P (t|c)2n/(n+1)

Subsumed term occurrences P (t|c)1 = P (t|c)n/n

The triangle in figure 2 and the table above underline how the notion of semi-
subsumed events fits “neatly” into the traditional assumptions. The next section shows
in a formal proof how the BM25 TF relates to the notion of semi-subsumed events.
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4 BM25 TF: Subsequent Term Occurrences Are Semi-subsumed
Events

The relationship between the BM25 TF and the notion of semi-subsumed events is not
directly evident. Therefore, we prove now formally that the BM25 TF quantification
assumes semi-subsumed term occurrences.

For an event occurring n times, 2n/(n + 1) is the value in the altitude of the IST.
This value is not equal to the BM25 TF quantification tf/(tf + K). The common
rewriting (tf/K)/(tf/K + 1) helps to establish the relationship between BM25 TF and
semi-subsumed.

Theorem 1. The BM25 TF quantification assumes the occurrences of a term to be
semi-subsumed events, i.e. the subsequent occurrence of a term is more likely than if
the occurrences were independent, and it is less likely than if they were subsumed.

Proof. The probability for semi-subsumed events is P (t|c)2n/(n+1).
Set n := tf/K , i.e. n is the normalised term frequency, where K is a normalisation

factor (usually involving the pivoted document length). Then, the following equation
holds:

PD(t|c)2·tf/(tf+K) = PD(t|c)2n/(n+1) (6)

The logarithmic form is
∑

t∈d∩q 2 · tf/(tf+K) · idf(t, c). The constant 2 does not affect
the ranking.

This proof finalises the contribution of this paper: The BM25 TF quantification assumes
subsequent term occurrences (of the same term) to be semi-subsumed events.

5 Summary and Outlook

This paper introduced and discussed “semi-subsumed events”. Semi-subsumed events
overlap more than if the events were independent, and less than if they were subsumed.
For the document-based, collection-wide term probability, PD(t|c)n assumes indepen-
dence of n occurrences of t, PD(t|c)1 assumes subsumption, and PD(t|c)2n/(n+1) as-
sumes semi-subsumption. The impact of semi-subsumed events is potentially beyond
explaining the BM25 TF quantification. The wider impact is two-fold: on one hand
the assumption semi-subsumed helps the theoreticians to develop probabilistic mod-
els with a precise semantics; on the other hand, making assumptions is essential for the
pragmatic engineers to succeed in large-scale probabilistic reasoning. Regarding the se-
mantics of probabilistic models, in many applications, there seems to be a “law of the
series”. The Dirichlet distribution and the Laplace law of succession address this law
of the series, and future research is to relate Dirichlet and Laplace to semi-subsumed
events. Also, the mid-point between disjoint and independent, i.e. semi-disjoint, is a
special assumption and will be discussed in future work.
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Abstract. The research on computational advertising so far has focused

on finding the single best ad. However, in many real situations, more than

one ad can be presented. Although it is possible to address this problem

myopically by using a single-ad optimisation technique in serial-mode,

i.e., one at a time, this approach can be ineffective and inefficient because

it ignores the correlation between ads. In this paper, we make a leap

forward to address the problem of finding the best ads in batch-mode,

i.e., assembling the optimal set of ads to be presented altogether. The

key idea is to achieve maximum revenue while controlling the level of

risk by diversifying the set of ads. We show how the Modern Portfolio

Theory can be applied to this problem to provide elegant solutions and

deep insights.

1 Introduction

Online advertising has become a major industry. It is now an important source
of income for many Web sites, particularly search engines such as Google and
Yahoo!.

The research on computational advertising so far has focused on finding the
single best ad [1]. However, in many real situations, more than one ad can
be presented. For example, both Google and Yahoo! currently display up to
8 ads (sponsored links) for each query. Although it is possible to address this
problem myopically by using a single-ad optimisation technique in serial-mode,
i.e., one at a time, this approach can be ineffective and inefficient because it
totally ignores the correlation among the “best” ads. While the selected ads all
have high expected revenue, they can be very similar to each other, therefore
displaying those ads is like “putting all eggs in one basket”.

In this paper, we make a leap forward to address the problem of finding the
best ads in batch-mode, i.e., assembling the optimal set of ads to be presented
altogether. Our approach to batch-mode computational advertising is motivated
by two observations: (1) the future revenues of ads are inherently uncertain; (2)
the future revenues of ads are usually correlated with each other. The key idea
is to achieve maximum revenue while controlling the level of risk by diversifying
the set of ads. For example, given the query ‘London weather’, even if the most
profitable ads are all from companies selling umbrellas, it could be a better

L. Azzopardi et al. (Eds.): ICTIR 2009, LNCS 5766, pp. 380–383, 2009.
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strategy for the search engine to show a mixture of ads from umbrella companies
and sunscreen companies, because the revenue would be more stable. For another
example, given the query ‘fashion magazine’, men and women are probably
looking for different products, therefore displaying some ads for men and some
ads for women would give every user something relevant no matter what the
gender is, and thus provide a better user experience overall and hopefully lead
to an increase in revenue.

2 Approach

Assume that there are n ads a1, a2, . . . , an available in the advertising sys-
tem. Given k ad places in the target Web page (either a search result page
in ‘sponsored search’ or a content page in ‘content matching’), the problem of
batch-mode computational advertising is to select the optimal set of k ads.

We think this problem can be recast in the language of investment as follows.
Each ad ai is an asset (e.g., stock) with future return ri ∈ R (i = 1, . . . , n),
which is determined by its bid price and click-through rate (CTR) following the
popular pay-per-click (PPC) model. The CTR of each ad can be estimated from
the historical data or approximated by the relevance of the ad to the query or
the contextual page. The future return on a risky asset is inherently uncertain,
so ri should be regarded as a random variable. Suppose that the mean of ri is
E(ri) = μi and the variance of ri is V ar(ri) = σ2

i . Moreover, let σij be the
covariance between ri and rj for all 1 ≤ i, j ≤ n. It is well-known that σii = σ2

i ,
and when i = j we have σij = ρijσiσj where ρij ∈ [−1, 1] is the correlation
coefficient between ri and rj . The covariance values can be estimated from the
historical data or approximated using the pair-wise similarity of ads.

A set of k ads, S, can be considered as a portfolio of assets. Let a binary
variable bi ∈ {0, 1} indicate whether ai is selected: bi = 1 if ai ∈ S or 0 otherwise.
Let wi = bi/k, i.e., the fraction of the ad ai in the portfolio. Then the overall
future return of the portfolio, rp =

∑n
i=1(biri)/k =

∑n
i=1 wiri, is characterised

by its mean and variance: E(rp) =
∑n

i=1 wiμi, V ar(rp) =
∑n

i=1

∑n
j=1 wiwjσij .

We would like to find the optimal portfolio that has the maximum return for
a given risk, or equivalently the minimum risk for a desired return E(rp) = μp of
portfolio. Here the risk of portfolio is quantified by V ar(rp): the less variance,
the less volatility, the less risk.

minimize
1
2

n∑
i=1

n∑
j=1

wiwjσij

subject to
n∑

i=1

wiμi = μp

n∑
i=1

wi = 1

∀1 ≤ i ≤ n : wik ∈ {0, 1}
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However, it turns out that the above combinatorial optimisation problem is
NP complete and thus computational intractable. Therefore we relax the con-
straint to allow wi = bi/k to take any real value in R. The value of wi can be
considered as the weight of ad ai. We first solve the following continuous opti-
misation problem to get the optimal weights, and then select the top k ads with
highest weights as an approximation of the optimal portfolio.

minimize
1
2

n∑
i=1

n∑
j=1

wiwjσij

subject to
n∑

i=1

wiμi = μp

n∑
i=1

wi = 1

In addition to making the computation feasible, we are now able to apply Modern
Portfolio Theory (MPT) [2] to this problem to get elegant solutions and deep
insights.

We can rewrite the above problem in matrix-vector form as follows:

minimize f(w) =
1
2
wTVw

subject to g1(w) = wTe− μp = 0

g2(w) = wT1− 1 = 0 ,

where w = (w1, w2, . . . , wn)T , e = (μ1, μ2, . . . , μn)T , 1 = (1, 1, . . . , 1)T , and
V ∈ R

n×n is the covariance matrix with V(i, j) = σij , 1 ≤ i, j ≤ n. Using
Lagrange multipliers, we can solve the above problem analytically to get the
optimal vector of portfolio weights

wp =
1
D

(BV−11−AV−1e) +
1
D

(CV−1e−AV−11)μp ,

where A = eTV−11, B = eTV−1e, C = eTV−11, and D = BC −A2.
The above analytical solution is helpful in understanding the optimal portfo-

lio, but it is computational expensive as it involves inversion of a dense matrix V.
In practice, we can use numerical computation techniques to get the numerical
solution efficiently.

Every possible portfolio can be plotted in the risk-return space (with return μp

on the y-axis and risk σp on the x-axis), and the collection of all such portfolios
defines a region in this space. The hyperbola along the upper edge of this region
is known as the efficient frontier (aka the Markowitz frontier), as illustrated
in Fig 1. Combinations along this line represent portfolios for which there is
lowest risk for a given level of return. Conversely, for a given amount of risk,
the portfolio lying on the efficient frontier represents the combination offering
the best possible return. The efficient frontier is the set of portfolios for which
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Fig. 1. The efficient frontier

one cannot improve both risk and return. On one hand, the region above the
efficient frontier is unachievable by holding risky assets alone, i.e., no portfolios
can be constructed corresponding to the points in this region. On the other hand,
points below the frontier are suboptimal. Therefore a rational investor will hold
a portfolio only on the frontier.

3 Conclusions

This paper presents a sketch theoretical development towards batch-mode com-
putational advertising based on Modern Portfolio Theory (MPT). It is necessary
to perform large scale experiments on real-world ad datasets to empirically eval-
uate our proposed approach, and compare it with existing heuristic methods in
information retrieval for diversifying search results (such as MMR [3]). Further-
more, due to the sparsity of ad click-through data, how to estimate the future
return of ads and their correlations effectively and efficiently remains to be an
open research problem.
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