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Preface 

Welcome to the tenth anniversary of the International Conference on Web Information 
Systems Engineering, WISE 2009. This year the WISE conference continued the 
tradition that has evolved from the inaugural conference held in 2000 in Hong Kong and 
since then has made its journey around the world: 2001 Kyoto (Japan), 2002 Singapore, 
2003 Rome (Italy), 2004 Brisbane (Australia), 2005 New York (USA), 2006 Wuhan 
(China), 2007 Nancy (France), and 2008 Auckland (New Zealand). 

This year we were happy to hold the event in Poznan, a city of 600,000 inhabitants 
in western Poland. Poznan is the capital of the most affluent province of the country – 
Wielkopolska – which means “Greater Poland”. For more than 1,000 years, Poznan’s 
geographical location has predestined the city to be a significant scientific, cultural 
and economic center with more than just regional influence. The city is situated on the 
strategic cross-roads from Paris and Berlin in the west, to Warsaw and Moscow in the 
east, and from Scandinavia through the Baltic Sea in the north to the Balkans in the 
south. Poznan is a great research and university center with a dynamic potential. In 
all, 140,000 students are enrolled in 26 state-run and private institutions of higher 
education here, among which the Poznan University of Economics with its 12,000 
students is one of the biggest. 

The WISE 2009 Conference provided a forum for engineers and scientists to 
present their latest findings in Web-related technologies and solutions. The submitted 
contributions address challenging issues of Web semantics, services, search, 
visualization, and recommendation, as well as Web computing, tagging, querying, 
mining and understanding. 

The 144 papers submitted for consideration for publication originated from 30 countries 
from all over the world: Australia, Austria, Belgium, Brazil, Canada, China, Croatia, France, 
Germany, Greece, Iran, Ireland, Italy, Japan, Latvia, The Netherlands, Norway, Poland, the 
Russian Federation, Saudi Arabia, Singapore, South Korea, Spain, Sweden, Switzerland, 
Taiwan, Tunisia, Turkey, UK, and the USA.  

After a thorough reviewing process, 33 papers were selected for presentation as full 
papers – the acceptance rate was 23%. In addition, 17 papers were selected for 
presentation as short papers, yielding an overall acceptance rate of 35%. The papers 
published in these proceedings are included in the Springer Lecture Notes in Computer 
Science series provide relevant and up-to-date solutions to problems of the next-
generation Web. 

This conference was made possible through the efforts of many people. We wish to 
thank everyone involved, including those who worked diligently behind the scenes 
and without formal recognition. First, we would like to thank the WISE Steering 
Committee, in particular Marek Rusinkiewicz (Telcordia Technologies, Inc., USA) 
and Yanchun Zhang (Victoria University, Australia), for selecting the Poznan 
University of Economics to hold WISE 2009 conference. Great thanks to the Program 
Chairs, Darrell Long (University of California, Santa Cruz, USA), Gottfried Vossen 
(University of Münster, Germany) and Jeffrey Xu Yu (Chinese University of Hong 
Kong), for putting together an excellent technical program. We thank the Industrial 
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Program Chairs, Witold Staniszkis (Rodan Systems, Poland) and Henry Tirri (Nokia 
Research, Finland), who composed two sessions with very interesting presentations 
from the industrial perspective. Special thanks to the Tutorial Chairs, Tiziana Catarci 
(Università di Roma “La Sapienza”, Italy) and Susan Urban (Texas Tech University, 
USA), who organized three tutorials on very up-to-date topics, as well as to the Panel 
Chairs, Ahmed Elmagarmid (Purdue University, USA) and Masaru Kitsuregawa 
(University of Tokyo, Japan), for the organization of an interesting discussion panel. 
We like to thank the Workshops Chairs, Bruno Defude (Telecom & Management 
SudParis), France) and Bernhard Thalheim (University of Kiel, Germany), for their 
efforts to organize workshops in association with WISE. The following five 
workshops were announced: (1) Challenges of SOA Implementation and Applications, 
Workshop Organizers: Jerzy Brzezinski (Poznan University of Technology, Poland) 
and Krzysztof Zielinski (AGH University of Science and Technology, Poland); (2) 
Confidentiality and Trust Management in the Social Web, Talel Abdessalem, 
(Telecom ParisTech, France) and Bogdan Cautis (Telecom ParisTech, France); (3) 
Exploiting Structured Information on the Web, Dominik Flejter, (Poznan University 
of Economics, Poland), Tomasz Kaczmarek, (Poznan University of Economics, 
Poland), and Marek Kowalkiewicz, (SAP Research Brisbane, Australia); (4) WEB-
Based Applications and Technologies for Vehicular Networks and Telematics, 
Jarogniew Rykowski (Poznan University of Economics, Poland) and T. Russell Hsing 
(Telcordia Technologies, Inc., USA) and (5) Third International Workshop on Web 
Usability and Accessibility, Silvia Abrahao (Universidad Politecnica de Valencia, 
Spain), Cristina Cachero (Universidad de Alicante, Spain) and Maristella Matera 
(Politecnico di Milano, Italy). The number of submissions to the workshops was 
insufficient to publish a separate workshop proceedings. Nevertheless, we would like 
to thank very much all the workshop organizers and Workshop Program Committee 
members for their big effort. 

We thank the Publication Chair Markus Kirchberg (Institute for Infocomm 
Research, A*STAR, Singapore) and the Publicity Chair Jacek Chmielewski (Poznan 
University of Economics, Poland), as well the Local Organization Chairs, Willy 
Picard, and Jarogniew Rykowski (Poznan University of Economics, Poland), who 
were greatly supported by Rafal Wojciechowski and Elzbieta Masztalerz. 

We would like to thank the Program Committee members and reviewers for a very 
rigorous and outstanding reviewing process. Special thanks go to the City Hall of 
Poznan for financial support of WISE 2009 tutorials. 

We wish to thank Richard DeMillo (Georgia Institute of Technology USA), 
George Wang (Institute for Information Industry, Taiwan), and Alexander Löser 
(Technische Universität Berlin, Germany) for graciously accepting our invitations to 
serve as keynote speakers. 

 
 

October 2009 Wojciech Cellary 
Chia-Hsiang Chang 
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Przemys�law Różewski and Emma Kusztina

Integrating a Usability Model into Model-Driven Web Development
Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 497

Adrian Fernandez, Emilio Insfran, and Silvia Abrahão

Entry Pairing in Inverted File . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 511
Hoang Thanh Lam, Raffaele Perego, Nguyen Thoi Minh Quan, and
Fabrizio Silvestri

Data Mining and Querying

STC+ and NM-STC: Two Novel Online Results Clustering Methods
for Web Searching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 523

Stella Kopidaki, Panagiotis Papadakos, and Yannis Tzitzikas



XVIII Table of Contents

Spatio-Temporal-Thematic Analysis of Citizen Sensor Data: Challenges
and Experiences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 539

Meenakshi Nagarajan, Karthik Gomadam, Amit P. Sheth,
Ajith Ranabahu, Raghava Mutharaju, and Ashutosh Jadhav

Visual Mining of Web Logs with DataTube2 . . . . . . . . . . . . . . . . . . . . . . . . . 555
Florian Sureau, Frederic Plantard, Fatma Bouali, and
Gilles Venturini

Querying and Workflow

Keys in XML: Capturing Identification and Uniqueness . . . . . . . . . . . . . . . 563
Michael Karlinger, Millist Vincent, and Michael Schrefl

Query Expansion Based on Query Log and Small World
Characteristic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 573

Yujuan Cao, Xueping Peng, Zhao Kun, Zhendong Niu, Gx Xu, and
Weiqiang Wang

E-Biology Workflows with Calvin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 581
Markus Held, Wolfgang Blochinger, and Moritz Werning

Architecture

Security Policy Definition Framework for SOA-Based Systems . . . . . . . . . 589
Bartosz Brodecki, Piotr Sasak, and Micha�l Szychowiak

Engineering Accessibility in Web Content Management System
Environments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 597
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Blighted Virtual Neighborhoods and Other Threats to 
Online Social Experiences 

Richard A. DeMillo 

Georgia Institute of Technology 
USA 

Abstract. The rapid expansion of web presence into many new kinds of social 
networks has by far outpaced our ability to manage (or even understand) the 
community, economic, demographic and moral forces that shape user 
experiences. Online ticket queues, communities of online gamers, online retail 
malls and checkout sites, Facebook or MySpace communities, web-based town 
hall discussions, and Second Life destinations are just a few examples of places 
that users have come to regard as neighborhoods. They are virtual 
neighborhoods. They begin as attractive destinations and attract both visitors 
and inhabitants. Some users spend money, and some put down roots in the 
community. But like many real neighborhoods, virtual neighborhoods all too 
often turn into frightening, crime-ridden, disease- (or malware-)infested 
eyesores. Most users are driven away, real commerce is replaced by 
questionable transactions and billions of dollars of value is destroyed in the 
process. In blighted inner city neighborhoods you can find a familiar array of 
bad actors: loan sharks, vagrants, drug dealers, vandals and scam artists. Online 
neighborhoods fall prey to virtual blight: (1) Bot Blight, where the bad actors 
use bots and other non-human agents to overwhelm systems that are designed 
for human beings, (2) Human Blight, where individuals ranging from hackers to 
sociopaths and organized groups deliberately degrade a virtual neighborhood, 
(3) Entropy Blight, where abandoned property accumulates dead-end traffic of 
various kinds. The simple first-generation tools that were deployed to protect 
online properties have failed -- the collapse of Geocities and the recent apparent 
defeat of Captcha, a technology to let only humans enter the neighborhood, are 
evidence of that failure. There is a growing realization of how easily bad actors 
can create the virtual version of urban blight and how ineffective existing 
approaches to identity, trust and security will be in battling it. 

Speaker 

Richard A. DeMillo is an American computer scientist, educator and executive. He is 
currently Distinguished Professor of Computing and Professor of Management at the 
Georgia Institute of Technology. In June 2008, he announced his intention to step 
down as the John P. Imlay Dean of Computing at Georgia Tech after serving in that 
role for six years. He joined Georgia Tech in 2002 from The Hewlett-Packard 
Company, where he had served as the company's first Chief Technology Officer. He 
also held executive positions with Telcordia Technologies (formerly known as Bell 
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Communications Research) and the National Science Foundation. He is a well-known 
researcher and author of over 100 articles, books and patents in the areas of computer 
security, software engineering, and mathematics. 

From 1981 to 1987 DeMillo was the Director of the Software Test and Evaluation 
Project for the US Department of Defense (DoD). He is widely credited with 
developing the DoD's policy for test and evaluation of software-intensive systems. In 
1987, he moved to Purdue University where he was named Professor of Computer 
Science and Director of The Software Engineering Research Center. In 1989, he 
became Director of the National Science Foundation Computer and Computation 
Research Division and presided over the growth of high performance computing and 
computational science programs. He also held a visiting professorship at the 
University of Padua in Padua, Italy where he led the formation of a successful post-
graduate program in software engineering. 

In 1995 he became Vice President and General Manager of Information and 
Computer Science Research at Bellcore (which later became Telcordia Technologies), 
leading the invention of new technologies for e-commerce, networking and 
communications. In 1997, he collaborated with Richard Lipton and Daniel Boneh to 
create the "Differential Fault Analysis" method of cryptanalysis, leading to a 
strengthening of existing standards for internet security. 

In 2000, DeMillo joined Hewlett-Packard (HP) as vice president and Chief 
Technology Officer (CTO). While working at HP, he led the company's introduction 
of a new processor architecture, a corporate trust and security strategy, and the 
company's entry into open source software. He was the public spokesman for HP's 
technology and one of the most visible figures in IT. In 2002, RSA Security appointed 
DeMillo to its Board of Directors, a position he held until 2007 when RSA was 
acquired by EMC. He remained at HP through the company's 2002 merger with 
Compaq computer and was named Vice President for Technology Strategy. He 
returned to Tech that August to serve as the new dean of the College of Computing. 
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Cloud Computing 

George Wang 

Institute for Information Industry 
Taiwan 

Abstract. Cloud computing is an emerging computing and business model 
where users can gain access to their applications from anywhere through their 
connected devices. The proliferation of intelligent mobile devices, high speed 
wireless connectivity, and rich browser-based Web 2.0 interfaces have made 
this shared network-based cloud computing model possible. Cloud Computing 
is very much driven by the increasingly unmanageable IT complexity. We will 
describe the main technology developments that have made this IT 
simplification possible: namely Virtualization, SOA, and Service/Systems 
Management. We believe that the Cloud will grow rapidly at the top SaaS layer 
(including Application services, Business services and People services). The 
Cloud model of services can improve the way we manage health care, finance, 
mobile information, and more; and will help us realize the vision of Intelligent 
Living. The speaker will also share his view on Cloud Computing opportunities 
for Taiwan. 

Speaker 

Dr. George Wang serves as the Executive Vice President, Institute for Information 
Industry, since June 2007. He is currently responsible for III’s R&D in 
Communications, Telematics, Embedded Software, and Information Security. 

Dr. Wang worked at IBM for 29 years. He joined IBM Watson Research Center in 
1978. He led Research team in a multi-division effort to carry out research that led to 
the shipping of transformed IBM mainframes in 1995. He was named to the founding 
Director of IBM China Research Laboratory in Beijing 7/1995. In 1999, Dr. Wang 
conceived and established IBM China Development Laboratory and became the head 
of IBM R&D operations in China. Under his leadership, IBM China Laboratories 
grew to a 1,600-people organization upon his returning to US 6/2004. He was Vice 
President, IBM Systems and Technology Group between 7/2004 and 4/2007. Dr. 
Wang earned various IBM awards including a Corporate Award. In 2005, he earned 
the Asian American Engineer of the Year Award; and the Outstanding-50 Asian 
American Business Award, in recognition of his outstanding contributions in the 
establishment of IBM China R&D Laboratories.  

Dr. Wang earned his PhD in physics in 1977 and his MS in computer sciences in 
1978, both from Columbia University; and his BS in physics from National Taiwan 
University in 1970. 
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Beyond Search: Web-Scale Business Analytics  

Alexander Löser 

Technische Universität Berlin 
DIMA, Einsteinufer 17 
10587 Berlin, Germany 

aloeser@cs.tu-berlin.de 

Abstract. We discuss the novel problem of supporting analytical business 
intelligence queries over web-based textual content, e.g., BI-style reports based 
on 100.000’s of documents from an ad-hoc web search result. Neither 
conventional search engines nor conventional Business Intelligence and ETL 
tools address this problem, which lies at the intersection of their capabilities. 
This application is an exciting challenge that should appeal to and benefit from 
several research communities, most notably, the database, text analytics and 
distributed system worlds. E.g., to provide fast answers for such queries, cloud 
computing techniques need to be incorporated with text analytics, data 
cleansing, query processing and query refinement methods. However, the 
envisioned path for OLAP-style query processing over textual web data may 
take a long time to mature. Two recent developments have the potential to 
become key components of such an ad-hoc analysis platform: significant 
improvements in cloud computing query languages and advances in self-
supervised information extraction techniques. In this talk, I will give an 
informative and practical look at the underlying research challenges in 
supporting "Web-Scale Business Analytics" applications with a focus on its key 
components and will highlight recent projects. 

1   Speaker 

Dr. Alexander Löser is Research Scientist with Technische Universität Berlin. Before, 
as a Post-doc at the IBM Almaden Research Center and member of the AVATAR 
project, Alexander investigated and developed search engines for email search and for 
searching the IBM intranet. Later he joined SAP Research as Research Scientist. He 
initiated the work on text analytics for SAP’s primer community platform 'SDN', that 
later became a major research focus for the lab. Alexander’s current research focuses 
on planning, optimizing and executing OLAP queries over web-based text data in 
elastic and distributed execution platforms, such as Hadoop. Alexander published on 
international conferences and journals including WWW, ISWC, JSAC or JWS and 
has served on program committees of these and many other conferences. His work on 
the Avatar Semantic Search System with IBM Research was acknowledged in the 
Computer World Horizon Awards 2006. Alexander has technically led, managed and 
successfully delivered on numerous projects funded by European Commission. 
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Storyboarding – High-Level Engineering of Web 
Information Systems 

Hui Ma1, Klaus-Dieter Schewe2, and Bernhard Thalheim3 

1 Victoria University of Wellington, New Zealand  
2 Information Science Research Centre, New Zealand 

3 Christian Albrechts University Kiel, Germany 

Abstract. A web Information System (WIS) is an information system that can 
be accessed via the world-wide-web. We will describe the various aspects of 
web information systems (WISs) such as purpose, usage, content, functionality, 
context, presentation. Further we will present three major blocks dealing with 
strategic modelling of WISs, usage modelling of WISs by means of 
storyboarding, and semantics and pragmatics of storyboarding. Strategic 
modelling lays out the plan for the whole WIS without drifting into technical 
details. It specifies the purpose(s) of the system, and what are criteria for the 
WIS being successful. Usage modelling emphasises storyboarding, which 
consists of three interconnected parts: the modelling of the story space, the 
modelling of the actors, i.e. classes of users, and the modelling of tasks. We will 
first present the modelling language of storyboarding. Then, we will briefly 
discuss semantic aspects of storyboarding focusing on an algebraic approach to 
reason about storyboards emphasising the personalisation with respect to 
preference rules, and the satisfiability of deontic constraints. Finally we will 
address pragmatics of storyboarding, the necessary complement devoted to 
what the storyboard means for its users. The part of pragmatics is concerned 
with usage analysis by means of life cases, user models and contexts that permit 
a deeper understand of what users actually understand the system to be used for. 

1   Speakers 

Bernhard Thalheim studied mathematics and computer science at the Technical 
University Dresden and then at Moscow State University Lomonossov, from which 
he received a Ph.D. degree in 1979. Back in Germany he completed his Habilitation 
(= D.Sc.) in Theoretical Computer Science at the Technical University Dresden in 
1986. After that he held full professor positions at Rostock University and the 
Brandenburgian Technical University at Cottbus. Since 2003 he is Chair for 
Databases and Information Systems at Christian Albrechts University Kiel. His major 
research interests are Database Theory, Logic in Computer Science, Design 
Methodologies for Integrated Information Systems, in particular Web Information 
Systems, and Database Component Ware. 

Klaus-Dieter Schewe studied mathematics and computer science at Bonn 
University (Germany). In 1985 he received his Ph.D. in Mathematics from Bonn 
University. During 1985 and 1990 be worked with large industrial companies in the 
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fields of Artificial Intelligence, Software Engineering and Office Information 
Systems. Returning to Hamburg University in 1990 he worked on Formal 
specifications and semantics and Database Theory. In 1995 he received the 
Habilitation (= D.Sc.) in Theoretical Computer Science from the Brandenburgian 
Technical University at Cottbus (Germany). From 1994 to 1999 he worked at the 
Computer Science Department of the Technical University Clauthal. From 2000 to 
2008 he was Chair of Information Systems at Massey University in New Zealand. 
Since 2003 he is also the Director of the Information Science Research Centre. Since 
his habilitation his major fields of interest are Formal specifications and semantics, 
Logic in Computer Science, Database Theory, Distributed Object Bases and Design 
of Integrated Information Systems, in particular Web Information Systems. 

Hui Ma received a BE in Civil Engineering from Tongji University, China in 1989, 
a BInfSci (Honours) and a MInfSci in Information Systems from Massey University, 
New Zealand in 2002 and 2003, respectively, and a Ph.D. in Information Systems 
from Massey University in 2007. Since 2008 she is Lecturer in Software Engineering 
at the School of Engineering and Computer Science at Victoria University of 
Wellington, New Zealand. Her major research interests are distributed databases, web 
engineering, service-oriented systems and cloud computing, and geographical 
Information Systems. 
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Web Queries: From a Web of Data to a Semantic Web 

François Bry, Tim Furche, and Klara Weiand 

University of Munich 
Germany 

Abstract. One significant effort towards combining the virtues of Web search, 
viz. being accessible to untrained users and able to cope with vastly 
heterogeneous data, with those of database-style Web queries is the 
development of keyword-based Web query languages. These languages operate 
essentially in the same setting as XQuery or SPARQL but with an interface for 
untrained users. 

Keyword-based query languages trade some of the precision that languages 
like XQuery enable by allowing to formulate exactly what data to select and 
how to process it, for an easier interface accessible to untrained users. The 
yardstick for these languages becomes an easily accessible interface that does 
not sacrifice the essential premise of database-style Web queries, that selection 
and construction are precise enough to fully automate data processing tasks. 
To ground the discussion of keyword-based query languages, we give a 
summary of what we perceive as the main contributions of research and 
development on Web query languages in the past decade. This summary 
focuses specifically on what sets Web query languages apart from their 
predecessors for databases. 

Further, this tutorial (1) gives an overview over keyword-based query 
languages for XML and RDF (2) discusses where the existing approaches 
succeed and what, in our opinion, are the most glaring open issues, and (3) 
where, beyond keyword-based query languages, we see the need, the challenge, 
and the opportunities for combining the ease of use of Web search with the 
virtues of Web queries. 

References 

1. Bailey, J., Bry, F., Furche, T., Schaffert, S.: Web and Semantic Web query languages: A 
survey. In: Eisinger, N., Małuszyński, J. (eds.) Reasoning Web. LNCS, vol. 3564, pp. 35–
133. Springer, Heidelberg (2005) 

2. Berglund, A., Boag, S., Chamberlin, D., Fernandez, M., Kay, M., Robie, J., Simeon, J.: 
XML Path Language (XPath) 2.0. Recommendation, W3C (2005) 

3. Bry, F., Furche, T., Linse, B., Pohl, A.: XcerptRDF: A pattern-based answer to the versatile 
web challenge. In: Workshop on (Constraint) Logic Programming (2008) 
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Speakers 

Prof. Dr. François Bry is a full professor at the Institute for Informatics of the 
Ludwig-Maximilian University of Munich, Germany, heading the research group for 
programming and modeling languages. He is currently investigating methods and 
applications related to querying answering and reasoning on the Web and social 
semantic Software and Media. In particular his research focuses on query and rule 
languages for Web data formats such as XML and RDF, complex events and social 
media. François Bry has a research record of over 140 peer-reviewed scientific 
publications, some cited over 300 times. He has supervised over 15 doctoral projects. 
Among his former doctoral students are Slim Abdennadher, dean of Computer 
Science at the German University in Cairo, Egypt, Sebastian Schaffert, project leader 
with Salzburg Research, Dan Olteanu, lecturer at Oxford University, and Tim Furche, 
postdoc at the University of Munich. François Bry regularly contributes to scientific 
conferences and journals, especially in the areas Web and Semantic Web as an author, 
reviewer or program committee member. Before joining University of Munich in 
1994, he worked in industry in France and Germany, in particular with the research 
center ECRC. From 2004-2008 he was co-coordinating REWERSE, a network of 
excellence in the 6th Framework Programme of the European Commission.  

Dr. Tim Furche is a postdoctoral researcher at the Institute for Informatics of the 
Ludwig-Maximilian University of Munich, Germany, in the research group for 
programming and modeling languages. His research interests are XML and semi-
structured data, in particular query evaluation and optimization, and advanced Web 
systems. His main contributions are on XPath optimization (especially with the article 
“XPath: Looking Forward”) and evaluation and on linear time and space querying of 
large graphs. He has authored over 40 peer-reviewed scientific publications, some of 
them cited over 150 times. Tim Furche regularly contributes to scientific conferences 
and journals, especially in the areas Web and Semantic Web as an author, reviewer or 
program committee member. From 2004-2008 he was co-coordinating the 
REWERSE working group on Reasoning-aware Querying. 

Klara Weiand is a doctoral student in the KiWi – Knowledge in a Wiki project, 
working on the development of KWQL, a versatile and powerful but at the same time 
user-friendly keyword-based query language. She graduated with a Bachelor's degree 
in Cognitive Science from the University of Osnabrück in 2005. She went on to 
pursue a Master's degree in Artificial Intelligence at the University of Amsterdam. 
During this time, she focused on speech and language processing and machine 
learning while working as a research assistant in computational phonetics and 
authoring publications in formal semantics, phonetics and forensic artificial 
intelligence. 
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Toward a Unified View of Data and Services 

Sonia Bergamaschi1 and Andrea Maurino2 

1 University of Modena and Reggio Emilia Italy 
2 University of Milano Bicocca, Italy 

sonia.bergamaschi@unimore.it, maurino@disco.unimib.it 

Abstract. The research on data integration and service discovering has involved 
from the beginning different (not always overlapping) communities. Therefore, 
data and services are described with different models and different techniques 
to retrieve data and services have been developed. Nevertheless, from a user 
perspective, the border between data and services is often not so definite, since 
data and services provide a complementary vision about the available resources. 

In NeP4B (Networked Peers for Business), a project funded by the Italian 
Ministry of University and Research, we developed a semantic approach for 
providing a uniform representation of data and services, thus allowing users to 
obtain sets of data and lists of web-services as query results. The NeP4B idea 
relies on the creation of a Peer Virtual View (PVV) representing sets of data 
sources and web services, i.e. an ontological representation of data sources 
which is mapped to an ontological representation of web services. The PVV is 
exploited for solving user queries: 1) data results are selected by adopting a 
GAV approach; 2) services are retrieved by an information retrieval approach 
applied on service descriptions and by exploiting the mappings on the PVV. 

In the tutorial, we introduce: 1) the state of the art of semantic-based data 
integration and web service discovering systems; 2) the NeP4B architecture. 

Speakers 

Sonia Bergamaschi was born in Modena (Italy) and received her Laurea degree in 
Mathematics from the Università di Modena on 1977. She is currently full professor 
of Computer Engineering in the Modena Engineering Faculty at the Università di 
Modena e Reggio Emilia, where she teaches “Databases”, “Database technologies”, 
“Knowledge Representation” and leads the "DBGROUP", i.e. the database research 
group, at the Dipartimento di Ingegneria dell'informazione (www.dbgroup.unimo.it). 

Her research activity has been mainly devoted to knowledge representation and 
management in the context of very large databases facing both theorical and 
implementation aspects. 

She is author of more than one hundred of articles in international journals and 
conferences, and her researches have been founded by the Italian MUR, CNR, ASI 
institutions and by European Community. She has served in the program committees 
of international and national database and AI conferences. She is a member of the 
IEEE Computer Society and of the ACM.  

For a detailed description of the research activity and of the developed systems see: 
www.dbgroup.unimo.it. 
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Andrea Maurino performed researches in several fields of computer science. He 
started with the definition of models and methods for the design of data intensive web 
applications, definition of models for the Web services composition and e-
government. In all this activities a common feature was the analysis of quality. In fact 
in the field of web applications he developed techniques for conceptual log based 
analysis of them. In the area of SOA Andrea Maurino participated to the development 
of models and techniques for the (semantic) web services selection based on Quality 
of services/non functional properties. Moreover he participated in the development of 
new quality oriented egovernment methodologies. Current research interests of 
Andrea Maurino are the assessment of quality of database preserving the privacy of 
data and record linkage techniques in coopetitive domains. Recently Andrea Maurino 
started a research activity to integrate these two complementary worlds for the 
definition of systems able to find at the same time data and services related to data. 
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Maximizing Utility for Content Delivery Clouds 

Mukaddim Pathan, James Broberg, and Rajkumar Buyya 

Cloud Computing and Distributed Systems (CLOUDS) Laboratory 
Department of Computer Science and Software Engineering 

The University of Melbourne, Australia 
{apathan,brobergj,raj}@csse.unimelb.edu.au 

Abstract. A content delivery cloud, such as MetaCDN1, is an integrated overlay 
that utilizes cloud computing to provide content delivery services to Internet end-
users. While it ensures satisfactory user perceived performance, it also aims to 
improve the traffic activities in its world-wide distributed network and uplift the 
usefulness of its replicas. To realize this objective, in this paper, we measure the 
utility of content delivery via MetaCDN, capturing the system-specific perceived 
benefits. We use this utility measure to devise a request-redirection policy that 
ensures high performance content delivery. We also quantify a content provider’s 
benefits from using MetaCDN based on its user perceived performance. We 
conduct a proof-of-concept testbed experiment for MetaCDN to demonstrate the 
performance of our approach and reveal our observations on the MetaCDN utility 
and content provider’s benefits from using MetaCDN. 

1   Introduction 

Content Delivery Networks (CDNs) provide improved Web access performance to 
Internet end-users through multiple, geographically distributed replica servers [18]. A 
commercial CDN lock-in a customer, i.e. content provider, for a particular period of 
time under specific Service Level Agreements (SLAs) with a high monthly/yearly 
fees and excess data charges [14]. Thus, far from democratizing content delivery, 
most CDN services are often priced out of reach for all but large enterprise customers 
[21]. On the other hand, a commercial CDN realizes high operational cost and even 
monetary penalization if it fails to meet the SLA-bound commitments to provide high 
quality service to end-users. Moreover, the main value proposition for CDNs has 
shifted over time. Initial focus was on improving the user performance by decreasing 
response time, especially when there is an unexpectedly high load on content 
provider’s Web sites. Nowadays, content providers view CDN services as a way to 
use a shared network infrastructure with improved utility to handle their peak capacity 
requirements, thus allowing reduced investments in their own Web site infrastructure 
[13]. Utility refers to the quantification of a CDN’s traffic activities and represents the 
usefulness of its replicas in terms of data circulation in its distributed network. It is 
vital as system wellness greatly affects the content delivery performance to end-users. 

One approach to address these issues is to build a content delivery cloud [9], on top 
of existing cloud services, e.g. Amazon Simple Storage Service (S3), Nirvanix 
                                                           
1
 It extends traditional Content Delivery Networks (CDNs) model. Available at: http://www.metacdn.org 
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Storage Delivery Network (SDN), and Mosso Cloud Files. The use of clouds for 
content delivery is highly appealing as they charge customers for their utilization of 
storage and transfer of content, typically in order of cents per gigabyte. They offer 
SLA-backed performance and uptime guarantees for their services. Moreover, they 
can rapidly and cheaply scale-out during flash crowds [2] and anticipated increases in 
demand. However, unlike a fully-featured CDN, they do not provide capabilities for 
automatic replication, fail-over, geographical load redirection and load balancing. 

MetaCDN [6] realizes a content delivery cloud, providing the required features for 
high performance content delivery. It is an integrated overlay service, which leverages 
existing storage clouds. It allows content providers to revel advanced content delivery 
services without having to build a dedicated infrastructure. When a user requests 
content, MetaCDN chooses an optimal replica for content delivery, thereby ensuring 
satisfactory user perceived experience. The ultimate goal is to improve the 
quantitative measure of utility for MetaCDN’s content delivery services. While the 
notion of utility is enticing in relation to content delivery, only a few previous work 
[13][17][23][24] have considered it. Our work is in line with them, focusing on 
maximizing the utility of MetaCDN. We present a request-redirection policy based on 
the measured utility to ensure high content delivery performance. We also quantify a 
content provider’s benefits from using MetaCDN. We perform a proof-of-concept 
empirical study on a global testbed to evaluate the performance of our approach and 
provide insights on the MetaCDN utility. The main contributions of this paper are: 

• A utility-based request-redirection policy to improve MetaCDN’s utility. 
• An approach to quantify a content provider’s benefits from using MetaCDN. 
• An experimental study on a world-wide testbed for performance evaluation. 

The rest of the paper is structured as follows. Section 2 provides an overview of 
related work. It is followed by a brief description of MetaCDN in Section 3. The 
formulation of utility metric and the devised request-redirection policy is presented in 
Section 4. Section 5 presents a description of the testbed experiments. Next, in 
Section 6, empirical results are discussed. Finally, the paper is concluded in Section 7. 

2   Related Work 

There has been a growing interest in interconnecting provider capabilities in CDNs, 
such as Content Distribution Internetworking (CDI) [10], multi-provider peering [1], 
and peering CDNs [19]. These research efforts explore the benefits of internetworking 
of CDNs, with main focus on offering increased capacity, intelligent server selection, 
reduced cost, and better fault tolerance. In contrast, our work with the MetaCDN 
overlay system assumes no cooperation or peering. Rather it follows a brokering 
approach as in CDN brokering [5]. Our work is a logical fit in existing storage cloud 
deployments coupled with content delivery capabilities, such as Amazon CloudFront; 
VoxCAST CDN; Mosso Cloud Files, which leverages content delivery services from 
Limelight Networks; Nirvanix SDN, which partners with CDNetworks for content 
delivery; and Edge Content Network (ECN) from Microsoft, which is reported to 
partner with Limelight Networks for content delivery [16]. 
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Along with the trend-shift in the content delivery space, CDN utility and pricing 
have gained notable attention. There has been prior work reflecting the utility 
computing notion for content delivery [7][13][24]. They mostly provide description of 
architecture, system features and challenges related to the design and development of 
a utility computing platform for CDNs. On the contrary, we not only provide an 
overview of the utility model for MetaCDN, but also quantify the perceived utility 
and devise a utility-based request-redirection policy. Our work is complimentary to 
the simulation-based evaluation of utility as described in previous work [17][23]. We 
differ by providing a proof-of-concept implementation for evaluating utility, devising 
a request-redirection algorithm, and revealing the system performance through a 
global testbed experiment. In addition, we determine a content provider’s perceived 
utility using an approach complimentary to traditional CDN pricing [14]. 

Recent innovations such as P4P [25] enables P2P to communicate with network 
providers through a portal for cooperative content delivery. Our work endorses them 
in that the MetaCDN overlay system assists toward a systematic understanding and 
practical realization of the interactions between storage clouds, who provide an 
operational storage network and content delivery resources, and content providers, 
who generate and distribute content. Alike collaborative content delivery systems, e.g. 
Coral [12] and PRSync [22], we develop a request-redirection policy. Our uniqueness 
lies in quantifying traffic activities while redirecting end-user requests. The literature 
on request-redirection is too vast to cite here (see [3][8][15] and the references therein 
for initial pointers to request-redirection in content delivery context). 

3   The MetaCDN Overlay 

Figure 1 provides an illustration of MetaCDN. It is coupled with each storage clouds 
via connectors that provide an abstraction to hide the complexity associated with 
different access methodologies of heterogeneous providers. End-users can access the 
MetaCDN overlay either through a Web portal or via RESTful Web services. In the 
first case, the Web portal acts as an entry point to the system and performs application 
level load balancing for end-users who intend to download content that has been 
deployed through MetaCDN. Content providers can sign up for an account on the 
MetaCDN system and enter credentials for any storage cloud providers that have an 
account with. Upon authentication, they can utilize MetaCDN functionalities to 
deploy content over geographically spanned replicas from multiple storage clouds, 
according to their performance requirements and budget limitations. 

MetaCDN provides the logic and management required to encapsulate the 
functionality of upstream storage cloud providers with a number of core components. 
The MetaCDN allocator performs optimal provider selection and physical content 
deployment using four options, namely, maximize-coverage, geolocation-based, cost, 
and QoS-optimized deployment. The MetaCDN QoS monitor tracks the current and 
historical performance of participating storage providers. The MetaCDN Manager has 
authority on each user’s current deployment and performs various housekeeping 
tasks. The MetaCDN Database stores information, such as user accounts and 
deployments, and the capabilities, pricing and historical performance of providers. 
Finally, the MetaCDN Load Redirector is charged with different redirection policies 
and is responsible for directing end-users to the most appropriate replica according to 
performance requirements. Further details can be found in a previous work [6]. 
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Fig. 1. An abstract view of MetaCDN. 

4   MetaCDN Utility 

End-users experience little of the complex technologies associated with the content 
delivery services of MetaCDN. Content providers interact with the service in a limited 
number of ways, such as enabling their content to be served, viewing traffic reports, 
and receiving usage-based billing. Since the responsibility to ensure high performance 
content delivery is largely on the MetaCDN system itself, we aim at improving its 
content-serving utility. In this section, we formulate the utility maximization problem 
with quantitative expressions, and devise a utility-based request-redirection policy. 

We use R = {ri}, i∈{1, 2, …, M} to denote the set of user requests, with ri being 
the i-th arriving request to the MetaCDN overlay system, comprising a set of N 
replicas. Utility maximization in MetaCDN can be achieved from two perspectives. 
The first aspect is the profit maximization of MetaCDN, which is formulated as: 

maximize ∑
∈∈ NjRr

ijmcdn

i

xU
,

 (Profit) (1)

where Umcdn is content-serving utility of the MetaCDN overlay system. 
The second aspect examines the general welfare of the content provider for using 

the MetaCDN infrastructure to maximize its own benefit. Each content provider 
obtains a perceived utility UCP (benefits) for QoS-constrained content delivery to its 
end-users via MetaCDN. The measured utility is expressed as the fraction of 
processed requests (throughput) or the total valuation (weighted throughput). It can be 
formulated either by maximizing the following one or two measurements: 

maximize ∑
∈∈ NjRr

ij

i

x
,

 (Throughput) (2)

maximize ∑
∈∈ NjRr

ijCP

i

xU
,

 (Weighted throughput) (3)
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where UCP is the content provider’s perceived utility; indicator variable xij=1 if 
MetaCDN replica j serves request ri within service requirements; and xij=0 otherwise. 

4.1   Content-Serving Utility 

We now derive the quantitative measure for MetaCDN utility Umcdn and content 
providers perceived utility UCP. Ideally for the MetaCDN overlay system, the most 
useful replicas are those exhibiting the highest utility. We quantify utility with a value 
that expresses the relation between the number of bytes of the served content against 
the number of bytes of the replicated content. It ranges in [0, 1] and provides an 
indication of the traffic activities. Formally, utility of a MetaCDN replica i is: 

)arctan()/2( ξπ ×=iu  (4)

The main idea behind this metric is that a replica is considered to be useful (high 
utility) if it serves content more than it replicates, and vice versa. The parameter ξ is 
the ratio of the serviced bytes to the replicated bytes, i.e. 

ξ = No of bytes serviced / No of bytes replicated (5)

The resulting utility from (4) ranges in [0, 1]. The value ui=1 is achieved if the replica 
only serves content, without replicating (ξ=infinity). It results when a replica already 
has the content, and does not replicate a new copy of the content for serving 
successive requests. On the contrary, the value ui=0 is achieved if the replica has the 
content, however fails to serve (ξ=0) due to service over-provisioning and/or network 
perturbations under heavy traffic surges. The content-serving utility Umcdn of 
MetaCDN can be expressed as a mean value of the individual replica utilities, i.e.  

NuU
N

n imcdn ∑ =
=

1
 (6) 

MetaCDN outsources customer’s (content provider) content to the replicas and it is 
charged by the cloud providers based on usage. Since the utility measure captures the 
usage of storage cloud resources, the measured value can be easily translated into a 
price of the offered services. The resulting price could be used to derive a content 
provider’s benefits or perceived utility. We draw inspiration from Hosanagar et al. 
[14], which show that the benefits of a content provider depends on its revenue, 
benefit from content delivery to its end-users through a CDN, replication cost, and 
usage-based charges. We adopt this approach by using performance measures of end-
users that belong to a content provider. We gauge the throughput for serving requests 
and the response time improvement by using MetaCDN over direct replica access. We 
also measure the replication cost and interpret the pricing of storage clouds according 
to the MetaCDN utility. We express a content provider’s perceived utility as: 

)()()( uPbXRRXTU dCP −−×−+= ψ  (7) 

where T() is the weighted throughput for X requests; R and Rd respectively are the 
perceived response times from direct replica access and via MetaCDN; ψ is the unit 
replication cost; b is the content size; and P(u) is the utility-based pricing function. 

4.2   Utility-Based Request-Redirection 

To choose the optimal replica for an end-user request, the MetaCDN Load Redirector 
module evaluates the utility metric reflecting the state of its replicas and the network 
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conditions between users and replica sites. The measured utility is used for a utility-
based request-redirection policy (Figure 2) for MetaCDN to serve data-rich content, 
thus improving the content delivery performance by relieving network congestions. 

 

Fig. 2. Utility-based request-redirection in MetaCDN 

The sequence of steps for an end-user in the East Coast of the USA to retrieve 
content through MetaCDN is as follows: 

1. The end-user requests for a MetaCDN URL such as http://www.metacdn.org/ 
FileMapper?itemid=1, and the browser attempts to resolve the base hostname 
www.metacdn.org. 

2. The user DNS eventually contacts the authoritative DNS (ADNS) for that 
domain to resolve this request to the IP address of the closest MetaCDN gateway, 
e.g. http://us.metacdn.org. 

3. The user (or browser) then makes an HTTP GET request for the desired content 
on the MetaCDN gateway. 

4. In the case of utility-based request-redirection, the MetaCDN Load Redirector is 
triggered to select the highest-utility optimal replica that conforms to the 
specified service requirements. At this point, the MetaCDN gateway returns an 
HTTP redirect request with the URL of the selected replica. The following tests 
are performed to determine the best replica for serving user requests: 
• Is there a content replica available within required response time threshold? 
• Is the throughput of the target replica within tolerance? 
• Is the end-user located in the same geographical region as the target replica? 
• Is one of the target replicas preferred, according to user requirements or any 

administrative settings? 
• Is the replica utility the highest among all target sites? 
• If there is more than one replica with same highest utility, which replica site 

provides the fastest response time? 
5. Upon receiving the URL of the selected replica, the DNS resolves its domain 

name and returns the associated IP address to the end-user. 
6. The user sends the request for the content to the selected replica. 
7. The selected replica satisfies the end-user request by serving the desired content. 

If it is assumed that all candidate target replicas are available and have capacity, i.e. 
response time and throughput thresholds are met, the MetaCDN system checks for the 
continent/geographic location and administrative preference (an indicative flag used 
by MetaCDN manager to manually prefer or avoid a replica). While end-users are 
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directed to the highest utility replica by the MetaCDN Load Redirector, if there is 
more than one candidate target replica exhibiting the highest utility, the one with the 
fastest response time is chosen to redirect user requests. In addition, a secondary level 
of internal redirection enabled by an individual cloud provider ensures that the utility-
based request-redirection policy does not overload any particular replica. 

While the above request-redirection policy directs users to the best responding 
replica, an extra feature is realized through its ability to automatically avoid failed 
replicas or replicas without the desired content. Bypassing occurs in the following two 
ways. Firstly, if a replica has the desired content, but shows limited serving capacity 
due to network congestions, it is reflected in its measured utility and exhibits a low 
value. As a consequence, the replica is not considered as a candidate for redirection. 
Secondly, if the replica does not have the desired content, it can not serve user 
requests and thus leads to a content-serving utility of 0. Hence, it is automatically 
discarded to be considered as a candidate replica. 

5   Methodology 

We conduct a proof-of-concept testbed experiment to determine the content delivery 
utility of MetaCDN, evaluate the performance of the utility-based redirection policy 
and measure the user perceived response time and throughput. Figure 3 provides a 
schematic representation of the experimental testbed and Table 1 provides a summary 
of the conducted experiment. The global testbed spans six continents with distributed 
clients, replicas and MetaCDN gateways. All client locations, except Africa, South 
America and South Asia, have high speed connectivity to major Internet backbones to 
minimize the client being the bottleneck during experiments. We used test files of size 
1KB and 5MB, deployed by the MetaCDN Allocator module, which was instructed to 
maximize coverage and performance, and consequently the test files were deployed in 
all available replica locations of the storage cloud providers integrated to MetaCDN. 
While these file sizes are appropriate for our experiments, a few constraints restrict us 
to use varied and/or even larger sized files. Firstly, the experiments generate heavy 
network traffic consuming significant network bandwidth, thus larger file trafficking 
would impose more strain and network congestions on the voluntary clients, which 
some clients may not be able to handle. Moreover, at some client locations, e.g. India 
and South Africa, Internet is at a premium and there are checks regarding Internet 
traffic so that other users in the client domain accessing Internet are not affected. 

 
Fig. 3. Experiment testbed 
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The experiment was run simultaneously at each client location over a period of 48 
hours, during the middle of the week in May, 2009. As it spans two days, localized 
peak times (time-of-day) is experienced in each geographical region. The workload to 
drive the experiment incorporates recent results on Web characterization [2][3][11]. 
The high variability and self-similar nature of Web access load is modeled through 
heavy-tailed distributions. The experiment time comprises epochs of 2 hours, with 
each epoch consisting of a set of user sessions. Each session opens a persistent HTTP 
connection to MetaCDN and each client generates requests to it to download each test 
files, with a timeout of 30 seconds. Between two requests, a user waits for a think time 
before the next request is generated. The mean think time, together with number of 
users defines the mean request arrival rate to MetaCDN. For statistical significance, 
each client is bounded to generate a maximum number of 30 requests in each epoch. 
The files are downloaded using the UNIX utility, wget, with the --no-cache and --no-
dns-cache options to ensure that a fresh copy of the content is downloaded each time 
(not from any intermediary cache) and that the DNS lookup is not cached either. 

5.1   Schemes and Metrics for Comparison 

The primary objectives are to measure MetaCDN utility, evaluate performance of the 
proposed utility-based request-redirection policy, and provide observations on how 
MetaCDN’s content-serving ability is varied during the experiment. For performance 
comparison, we experiment with two other request-redirection policies, namely, 
random and geo-redirection. The first policy directs an end-user to a randomly picked 
replica, whereas the second policy takes into account user preferences and directs 
him/her to the closest physical replica in the specified region(s). 

Table 1. Summary of the experiment 

Category Value Provider Locations 
Number of 
MetaCDN gateways

3 Amazon EC2 
and own cluster 

Asia/Australia, Europe, and 
North America 

Number of replicas 40 Amazon, Mosso 
and Nirvanix 

Asia, Australia, Europe, and 
North America 

Experiment 
Testbed 

Number of clients  
(end-user nodes) 

26 Voluntary Asia, Australia, Europe, North 
and South America, and Africa 

 

Category Description 
Total experiment time 48 hours 
Duration of an epoch 2 hours 
Maximum user requests/epoch 30 requests from each client 
Service timeout for each request 30 seconds 
Test file size 1KB and 5MB 
Content Deployment Maximize-coverage deployment 

Experiment 
Details 

Request-redirection policies Random, Geo, and Utility 
 

Category Distribution PMF Parameters 
Session inter-arrival time 
[11] 

Exponential xe λλ −  λ = 0.05 

Content requests per 
session [2] 

Inverse 
Gaussian x

x

e
x

2

2

2

)(

32
μ

μλ

π
λ −− μ = 3.86, λ = 9.46 

End-user 
Request 
Modeling 

User think time [3] Pareto 1−−ααα xk  α = 1.4, k = 1 
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We measure the response time and throughput obtained from each client location. 
The first captures the end-to-end performance for users when downloading a 1KB test 
file from MetaCDN. Due to the negligible file size, the response time is dominated by 
DNS lookup and HTTP connection establishment time. Lower value of response time 
indicates fast serviced content. The latter shows the transfer speed obtained when the 
5MB test file is downloaded by the users from the MetaCDN replica infrastructure. It 
provides an indication of consistency and variability of throughput over time. 

The utility of MetaCDN is measured according to the model in Section 4.1. A high 
utility value shows the content-serving ability of the system, and signifies its 
durability under highly variable traffic activities. To emphasize the impact of request-
redirection on the measured utility, we use the probability that MetaCDN achieves a 
given level of utility as the performance metric. Finally, based on the measured 
observations, we determine the benefits of a content provider from using MetaCDN. 
Table 2 summarizes the performance indices used in the experimental evaluation. 

Table 2. List of performance indices 

Performance Index Description 
Response time The time experienced by a end-user to get serviced 
Throughput Transfer speed to download a test file by a end-user 
Utility Content-serving ability, ranges in [0, 1] 
Prob (Utility achieved) The probability or the fraction of time that the system 

achieves the given utility 
Content provider’s benefit Surplus from using MetaCDN, expressed as a percentage 

6   Empirical Results 

Due to space constraints, we present results from the following eight representative 
clients in five continents: Paris (France), Innsbruck (Austria), and Poznan (Poland) in 
Europe; Beijing (China) and Melbourne (Australia) in Asia/Australia; Atlanta, GA, 
Irvine, CA (USA) in North America, and Rio de Janeiro (Brazil) in South America. 

6.1   Response Time Observations 

Figure 4 shows the end-to-end response time experienced by end-users when 
downloading the 1 KB test file over a period of 48 hours. The measure of the response 
time depends on the network proximity, congestions in network path and traffic load 
on the target replica server. It provides an indication of the responsiveness of the 
replica infrastructure and the network conditions in the path between the client and 
the target replica which serves the end-user. We observe a general trend that the 
clients experience mostly consistent end-to-end response time. For all the request-
redirection policies, the average response time in all the client locations except 
Beijing is just over 1 second, with a few exceptions. Notably the users in Beijing 
experience close to 4 seconds average response time from the MetaCDN replica 
infrastructure. This exception originates as a consequence of firewall policies applied 
by the Chinese government, which is also reported in another work [20]. 
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Fig. 4. Response time obtained in each client locations—(a) Paris; (b) Innsbruck; (c) Poznan; 
(d) Beijing; (e) Melbourne; (f) Atlanta; (g) Irvine; and (h) Rio de Janeiro 

At several time instances during the experiment, end-users experience increased 
response time. The resulting spikes are due to the sudden increases in request traffic, 
imposing strain on the MetaCDN replica infrastructure. Under traffic surges, the 
MetaCDN load redirector module activates to handle peak loads. As a consequence, 
user requests are often redirected to a target replica outside its authoritative domain 
and/or are served from an optimal distant proximity server(s), thereby, contributing to 
the increased response time. However, MetaCDN handles peak loads well to provide 
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satisfactory responsiveness to end-users. This phenomenon of increased response time 
is more visible for the random-redirection policy. As it makes a random choice, often 
the target replica selection is not optimized, thus leading to highly variable response 
time. Especially, at several occasions, users observe more than 30 seconds response 
time, thus leading to service timeout. The geo-redirection policy directs request to the 
closest proximity server, understandably producing low response time. On the 
contrary, utility-redirection chooses the highest utility replica, which may not be in 
close proximity to an individual client location. Nevertheless, we do not find a clear 
winner between them in terms of response time, as they exhibit changeable 
performance in different client locations. The utility-redirection performs as well as 
geo-redirection in that we observe similar performance in all clients except Paris and 
Melbourne. End-users in Paris enjoy better average response time (0.77 seconds) with 
geo-redirection, due to their close proximity to the Amazon, Mosso and Nirvanix 
nodes in Frankfurt (Germany), Dublin (Ireland), and London (UK). For Melbourne, 
the reason behind better performance of geo-redirection is the existence of the Mosso 
node in Sydney. For both of these two clients, utility-redirection directs requests to a 
distant replica than the closest one and results in increased response time. 

6.2   Throughput Observations 

Figure 5 shows the average throughput obtained per two hours, when downloading 
content from the MetaCDN replica infrastructure. As expected, we observe that in 
almost all the client locations, geo-redirection results in highest throughput as the 
users get serviced from the closest proximity replica. However, it performs worse 
than random-redirection for the Irvine client. The reason is that random-redirection 
decision in this location most of the time selects closer proximity Amazon replica(s) 
with better network path than that of geo-redirection, which chooses Mosso replica. 
Moreover, the service capability from these two replicas and the network path 
between the replica and client also contribute to the observed throughput variations. 

For most of the clients, except Rio de Janeiro, utility redirection performs much 
worse than geo-redirection. The reason is understandable, as utility-redirection 
emphasizes maximizing MetaCDN’s utility rather than serving an individual user, 
thus sacrificing end-user perceived performance. For Rio de Janeiro, geo-redirection 
leads to closest Mosso node in the USA, whereas utility-redirection results in more 
utility-aware replica, which is Amazon node(s) in the USA. It could be presumed that 
Amazon node supersedes the Mosso node in terms of its service capability, better 
network path, internal overlay routing, and less request traffic strain. 

It is observed that users in Poznan enjoy the best average throughput, which is 
9MB/s for geo-redirection. The reason is that the client machine is in a MAN 
network, which is connected to the country-wide Polish optical network PIONEER 
with high capacity channels dedicated to content delivery traffic. Another client 
location with high throughput is Atlanta, which achieves speeds of approximately 6.2 
MB/s for geo-redirection and 3.3 MB/s for utility-redirection, due to the existence of 
better network path between the client and the MetaCDN replica infrastructure. This 
reasoning is deemed valid, since there are Mosso nodes in the same location. 
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Fig. 5. Average throughput obtained in client locations—(a) Paris; (b) Innsbruck; (c) Poznan; 
(d) Beijing; (e) Melbourne; (f) Atlanta; (g) Irvine; and (h) Rio de Janeiro 

Alike the perceived response time, end-users in China achieves the lowest 
throughput among all the client locations. The underlying reason is again checks on 
the request traffic due to firewall policies. We put more emphasis on the results from 
Melbourne, which is of interest as Australia is not as highly connected as Europe or 
North America, depending on a small number of expensive international links to 
major data centers in Europe and the USA. Specifically, we observe that due to the 
existence of a nearby Mosso node in Sydney, the users in Melbourne experience 6.5 
MB/s of throughput with geo-redirection and 3.6 MB/s for random-redirection. 
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However, for utility-redirection the replica selections result in Amazon node(s) in the 
USA, thus leading to a lower but consistent average throughput of 410 KB/s. 

From these observations, we come to the following decisive conclusions. Although 
utility-redirection outcomes sensible replica selection in terms of response time, it 
may not provide a high throughput performance to end-users. Nevertheless, being it is 
focused on maximizing the utility of the MetaCDN system; it results in high utility for 
content delivery. We provide sufficient results to support this claim in the next 
section. 

6.3   MetaCDN Utility 

Figure 6 shows how MetaCDN utility is varied during the testbed experiment upon 
replica selection for incoming content requests. Here we have used utility values 
averaged over three deployed MetaCDN gateways in Asia/Australia, Europe and 
North America. We observe that utility-redirection produces the highest utility in the 
system by selecting most active replicas to serve users. It also improves the traffic 
activities and contributes to uplifting MetaCDN’s content-serving ability. It should be 
noted that there is a warm-up phase at the beginning of the 48 hours experiment 
during which the replicas are populated with content requests, resulting in low utility 
values. This is visible during the initial hours for utility and geo-redirection. 
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Fig. 6. MetaCDN utility over time Fig. 7. Probability of achieving specified utility 

In order to emphasize the content-serving ability of MetaCDN, we now present the 
probability that the system can achieve required minimum utility. The intention is to 
show to what extent the system can maximize its own profit. Figure 7 presents the 
probability (or the fraction of time) that the system observes a utility above a certain 
utility level during the experiment. The higher the probability, the more likely it is 
that the specified utility level could be achieved. From the figure, it is noticeable that 
utility-redirection outperforms other alternatives, as it often produces over 0.95 utility 
for MetaCDN with a 0.85 probability. Geo-redirection performs well as it has a 0.77 
probability that it can achieve 0.9 utility. Finally, random-redirection performs the 
worst and it can only achieve close to 0.56 utility for MetaCDN with a probability of 
0.23. Therefore, a MetaCDN administrator may utilize a redirection policy apart from 
random, in order to maximize the system’s content-serving ability. 
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6.4   Content Provider’s Perceived Utility 

We now shed light on the content provider’s perceived utility or benefits (Section 4.1) 
from using MetaCDN, as reported in Table 3. For this purpose, we consider a scenario 
with 8 client locations belonging to 8 content providers. We use weighted throughput 
and normalized values of perceived response times from the client locations of 
respective content providers, using utility-redirection. We also measure the direct 
replica access time from each of the client locations. Finally, we make use of pricing 
information of Amazon S3, as reported earlier [6]. The perceived utilities reported in 
Table 3 are to be considered representative, as they could be varied depending on the 
heterogeneous pricing structure of different storage cloud providers. In addition, 
different redirection policy leads to different perceived utility for a content provider. 

We observe that a content provider’s utility is heavily dependent on the throughput 
that its end-users receive. Therefore, content providers whose end-users benefit from 
high throughput also realize high quantitative benefit from using MetaCDN. As 
Poznan and Atlanta experience highest throughputs, the content provider’s surplus for 
this locations are also highest. The average throughput experienced in Paris is the 
lowest, thus leading to the least content provider’s surplus. It is important to note that 
the utility-redirection policy, being antagonistic to content provider’s utility, can still 
assists in resulting reasonable perceived utility for the content providers. Thus, the 
above results show that the MetaCDN system is helpful for content providers, even at 
times when it uses redirection techniques to maximize its own utility. 

Table 3. Content providers’ benefits based on user perceived performance 

Content 
Provider 

End-user 
Location 

Average 
Response Time

Average Direct 
Replica Access Time

Throughput Perceived 
Utility (%) 

1 Paris 0.99 seconds 0.747 seconds 475.39 KB/s 13.31 
2 Innsbruck 1.03 seconds 0.955 seconds 518.67 KB/s 29.29 
3 Poznan 1.52 seconds 0.667 seconds 1.80 MB/s 68.99 
4 Beijing 4.17 seconds 1.337 seconds 176.54 KB/s 58.14 
5 Melbourne 1.72 seconds 0.75 seconds 413.15 KB/s 25.32 
6 Atlanta 1.09 seconds 0.605 seconds 3.35 MB/s 66.47 
7 Irvine 1.06 seconds 0.391 seconds 504.74 KB/s 25.38 
8 Rio de Janeiro 1.81 seconds 1.17 seconds 1.14 MB/s 34.02 

7   Conclusion and Future Work 

MetaCDN provides sensible performance and availability benefits without requiring 
the content providers to build or manage complex content delivery infrastructure 
themselves. In this paper, we have presented an approach to maximize the utility for 
content delivery via MetaCDN. The utility metric reflects the traffic activities in the 
system and exhibit the usefulness of its replica infrastructure. We have used the 
measured utility to devise a redirection policy and quantify the benefit of a content 
provider for using MetaCDN. We conducted experiments in a global testbed to 
evaluate the performance of our approach. From the results obtained, we conclude 
that the utility of MetaCDN is maximized with utility-redirection with sensible replica 
selection and consistent average response time, however, with the cost of lower 
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throughput in comparison to other policies. In contrast, a content provider’s benefit is 
improved with improvement of the perceived throughput through MetaCDN. 
Therefore, a MetaCDN administrator should use a redirection policy based on the 
objective of either maximizing system utility or a content provider’s utility. The 
results are quite encouraging to conduct a set of future work, which includes 
development of advanced redirection and pricing policies to benefit both MetaCDN 
and content providers; on-demand autonomic management (expansion/contraction) of 
replica and gateway deployment; and addition of shared/private host support. Thus, 
we aim to further enhance the scalability of MetaCDN and fill cloud black holes with 
seamless integration of non-cloud storage resources. 
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Abstract. Peer-to-peer (P2P) systems have been recently proposed for
providing search and information retrieval facilities over distributed data
sources, including web data. Terms and their document frequencies are
the main building blocks of retrieval and as such need to be computed,
aggregated, and distributed throughout the system. This is a tedious
task, as the local view of each peer may not reflect the global document
collection, due to skewed document distributions. Moreover, central as-
sembly of the total information is not feasible, due to the prohibitive cost
of storage and maintenance, and also because of issues related to digital
rights management. In this paper, we propose an efficient approach for
aggregating the document frequencies of carefully selected terms based
on a hierarchical overlay network. To this end, we examine unsuper-
vised feature selection techniques at the individual peer level, in order to
identify only a limited set of the most important terms for aggregation.
We provide a theoretical analysis to compute the cost of our approach,
and we conduct experiments on two document collections, in order to
measure the quality of the aggregated document frequencies.

1 Introduction

Modern applications are often deployed over widely distributed data sources and
each of them stores vast amounts of data, a development partly driven by the
growth of the web itself. Web information retrieval settings are a good example
for such architectures, as they contain large document collections stored at dis-
parate locations. Central assembly of the total information is neither feasible,
as digital rights do not allow replication of documents, nor effective, since the
cost of storing and maintaining this information is excessive. In order to achieve
interoperability and intercommunication, there exists a need for loosely-coupled
architectures that facilitate searching over the complete information available.
Peer-to-peer (P2P) networks constitute a scalable solution for managing highly
distributed document collections and such systems have often been used in web
information retrieval and web search settings [3,6,7,18,15].

� This work was carried out during the tenure of an ERCIM ”Alain Bensoussan”
Fellowship Programme.

G. Vossen, D.D.E. Long, and J.X. Yu (Eds.): WISE 2009, LNCS 5802, pp. 29–42, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



30 R. Neumayer, C. Doulkeridis, and K. Nørv̊ag

One of the main problems in distributed retrieval lies in the difficulty of pro-
viding a qualitative ranking of documents, having as reference the centralised
case. At the same time, performance and scalability considerations play a vital
role in the development and applicability of such a widely distributed system.
Thus, the important problem in the context of unstructured P2P networks is to
provide a comprehensive ranking of terms (and documents). Clearly, exchanging
all terms and their respective document frequencies would be a solution, how-
ever the cost is prohibitive, even for modest network sizes and medium-sized
document collections. Therefore, we need a pre-selection of terms at peer level
to evaluate the usefulness of terms locally, in order to decide which ones shall
be aggregated. The usage of only a sub-part of all terms of a peer is further
motivated by the possibility of holding back information, i.e. the more flexible
an approach handles such terms, the more stable it is with respect to these types
of inaccuracies. This process must work well without consuming excessive band-
width, regardless of the size of the network topology. Also, the process should
not be too specific with respect to the single collections, as both the distribution
and the size of the local collections may vary significantly. These are the main
issues to be investigated in this paper.

In our approach, peers first form a hierarchical overlay in a self-organising
manner, which enables efficient aggregation of information. Then, carefully se-
lected terms and their corresponding frequencies from each peer are pushed up-
wards in the hierarchy. At the intermediate levels, common terms from different
peers are aggregated, thus reducing the total amount of information transferred.
At the top levels of the hierarchy, a hash-based mechanism is employed to com-
pute the global frequency values of terms, without requiring a single peer to
perform this task. Finally, the information is disseminated to all peers and can
be used for ranking documents.

Towards this goal, we investigate the impact of unsupervised feature selection
techniques for term selection, i.e. techniques of selecting only the most useful
terms of an often prohibitively large overall set of terms. Unsupervised refers
to techniques which do not use available class information for term ranking as
is often used in the machine learning context, if available. Such techniques can
be applied on each peer autonomously, without explicit common assumptions,
such as the availability of common labels, as in the case of supervised feature
selection. Moreover, as the number both of documents and topics for each peer
may vary, feature selection is an important tool, in order to identify terms that
a peer is an expert on and can contribute to compute the correct document
frequency value for.

The contributions of this work are: 1) we propose a hierarchical term aggrega-
tion method, which estimates global document frequencies of terms without as-
sembling all information at a central location, suitable for unstructured
P2P networks, 2) we investigate how unsupervised feature selection techniques
applied at peer level affect the accuracy of the aggregated information, 3) we pro-
vide a cost model to assess the requirements of our approach in terms of transferred
data, and 4) we conduct an experimental evaluation on two document collections,
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one of moderate size to show the applicability of our ideas, and one large collec-
tion of over 450.000 documents to demonstrate the scalability and application to
web-based data.

The remainder of this paper is structured as follows: in Sect. 2, we provide an
overview of the related work. We describe the aggregation process, starting from
a description of the architecture, an overview of unsupervised feature selection
methods employed at peer level, and eventually by presenting a cost model for
assessing the communication cost, in Sect. 3. The experimental evaluation is
presented in Sect. 4. Finally, in Sect. 5, we conclude the paper and give an
outlook on future work.

2 Related Work

Distributed information retrieval (IR) has advanced to a mature research area
dealing with querying multiple, geographically distributed information reposito-
ries. Both term weighting and normalisation are identified as major problems in
dynamic scenarios [21], for both require global document frequency information.
Viles and French study the impact of document allocation and collection-wide
information in distributed archives [20]. They observe that even for a modest
number of sites, dissemination of collection-wide information is necessary to
maintain retrieval effectiveness, but that the amount of disseminated informa-
tion can be relatively low. In a smaller scale distributed system, it is possible
to use a dedicated server for collecting accurate term-level global statistics [10].
However, this approach is clearly not appropriate for large-scale systems.

In [22], the authors examine the estimation of global term weights (such as
IDF) in information retrieval scenarios where a global view of the collection is
not available. Two alternatives are studied: either sampling documents or using
a reference corpus independent of the target retrieval collection. In addition, the
possibility of pruning term lists based on frequency is evaluated. The results
show that very good retrieval performance can be reached when just the most
frequent terms of a collection (an extended stop word list) are known, and all
terms which are not in that list are treated equally. The paper does not consider
how to actually determine (collect) and distribute this information.

Moreover, we implicitly want to study the effects of pre-selection methods on
overlay network generation. Also, our experiments are specifically designed to
show the effects of unequally distributed partition sizes.

Content-based search in P2P networks [16] is usually related to full-text
search [9,19,24], with most approaches relying on the use of structured P2P
networks. Some research focuses on providing P2P web search functionalities,
like in [11], where MINERVA is presented, a P2P web search engine that aims
at scalability and efficiency. In MINERVA, each peer decides what fraction of
the Web it will crawl and subsequently index. In further work, the authors also
presented an information filtering approach relaxing the common hypothesis of
subscribing to all information resources and allowing users to subscribe to the
most relevant sources only [25]. Previous approaches regarding P2P web search
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have focused on building global inverted indices, as for example Odissea [18] and
PlanetP [6]. In PlanetP, summaries of the peers’ inverted indices are used to
approximate TF-IDF. Inverse peer frequency (the number of peers containing
the term) is used instead of IDF. It is questionable how this would scale in large
P2P networks with dynamic contents, as also noted in [2]. In [4] superpeers are
used to maintain DF for the connected peers. A similar approach is also used
in [12]. Bender et al. [5] study global document frequency estimation in the
context of P2P web search. The focus is on overlapping document collections,
where the problem of counting duplicates is immense. Their system relies on the
use of an underlying structured P2P network. A similar approach is described
in [13], which is quite different from our setup that assumes an unstructured
P2P architecture.

A major shortcoming of all these approaches is that their efficiency degrades
with increasing query length and thus they are inappropriate for similarity
search. Recently, approaches have been proposed that reduce the global indexing
load by indexing carefully selected term combinations [17].

Furthermore, several papers propose using P2P networks in a digital library
context [2,7,8,14,15]. In [3], a distributed indexing technique is presented for
document retrieval in digital libraries. Podnar et al. [14] use highly discriminative
keys for indexing important terms and their frequencies. In [15], the authors
present iClusterDL, for digital libraries supported by P2P technology, where
peers become members of semantic overlay networks (SONs).

3 Hierarchical Aggregation Based on Term Selection

In this section, we describe our approach for aggregating terms and their docu-
ment frequencies, without central assembly of all data. We employ an unstruc-
tured P2P architecture and the overall aim is to provide estimates of frequency
values that are as similar as possible to the centralised case, where all documents
are available at a single location. We first provide an overview of the DESENT
architecture. We then describe how aggregation is realised within our framework
along with the feature selection methods we employ on a local level.

3.1 Architecture

DESENT. In order to create a hierarchical overlay network over a purely un-
structured (Gnutella-like) P2P network, no matter its network distance, we em-
ploy a variant of DESENT [8]. The reasons for this choice are the completely
distributed and decentralised creation of the hierarchy, its low creation cost and
robustness. The most important details of the basic algorithm are described in
the following; for more in-depth explanations we refer to [8]. The DESENT hier-
archy can be used for building overlays for searching, but also for other purposes
like aggregation of data or statistics about contents from participating peers –
which is the way that DESENT is utilised in this paper.

For an illustrative example of the DESENT hierarchy, see Fig. 1. The bot-
tom level consists of the individual peers (PA1 . . . PAn and PB1 . . . PBn). Then
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Fig. 1. Example of a P2P hierarchy of height h=3 with peers and zones

neighbouring peers (network-wise) create zones of approximate size SZ peers
(i.e. groups of peers) around an initiator peer (PA and PB), which acts as a
zone controller. Notice that the height (h) of the hierarchy equals to: logSZ NP .
These level-1 initiators (PA and PB) are mostly uniformly distributed over the
network, and are selected independently of each other in a pseudo-random way.
The initiators form the next level of the hierarchy, they are responsible for the
peers in their zones, and they aggregate the summary information of their peers
into more abstract summaries.

In the subsequent phases, super-zones are created, which consist of a number
of neighbouring zones from the previous level. Each super-zone is represented
by a super-zone initiator that is responsible for the initiators in its zone and
aggregates the information of these initiators. The zone initiators essentially
form a P2P network similar to the original P2P network, and the aforementioned
process is repeated recursively, using the zone initiators as peers. In the example
of Fig. 1, PA is initiator both at level-2 and level-3. In this way, a hierarchy of
initiators is created, with each initiator creating summaries of information that
refer to the contents of all peers in the tree rooted at that initiator. Finally,
at the top-level initiator, summary information that spans the contents of the
entire network is available.

Aggregation Process. The process of estimating the frequency of selected
terms can be summarised as follows:

1. A tree-based P2P structure is created using the DESENT protocol [7,8].
2. All peers select up to T terms from their local document collection using one

of the techniques described in Sect. 3.2, and send these terms together with
the total number of documents to the parent peer in the tree.

3. Each parent peer receives up to SZT terms with respective document fre-
quencies, where SZ denotes the average number of peers in a zone. The
parent peer selects up to T terms, these terms are propagated upwards to-
gether with the aggregated document frequencies and the total number of
documents in the subtree rooted at the peer.
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4. The process continues up to the level of the children of the root (i.e., peers
at level h− 1), where h denotes the height of the tree. Level 0 is the bottom
level and level h is the level of the root peer. Instead of performing the last
aggregation at the root peer, it is performed by the children of the root.
This is achieved by first distributing their aggregated values by hashing to
the other root-children peers, and after processing these, the peers send all
their aggregated results to all the other level h − 1 peers.

5. The estimated document frequency values and the total number of docu-
ments are disseminated to the participating peers.

6. The whole process is repeated at regular intervals, in order to capture changes
in document contents, as well as improving the estimated values. An alter-
native to fixed-time intervals would be to employ heuristics to assess the
fluctuation in the network, i.e. initiate the process once a given number of
peers joins or leaves the network.

Local Feature Selection and Document Frequency Calculation. Each
peer Pi selects up to T terms from the Nl,i locally stored documents, using one
of the unsupervised feature selection techniques described in Sect. 3.2. Feature
selection at a peer is based on the peer’s local knowledge only. Thus, the result of
the feature selection is a term vector TVi, which is the number Nl,i and vector of
term tuples. Each term tuple in TVi contains a term tj and the local document
frequency dj : TVi = [Nl,i, [(t1, d1), ..., (tT , dT )]].

Level-wise Aggregation. After the SZT selected terms from the previous
phase have been received, a new term vector is created of the received terms
and their frequencies, i.e., TVj = [Ns, [(t1, d1), ..., (tSZT , dSZT )]]. Ns is the sum
of the received local frequencies, i.e., Ns =

∑SZ

i=1 Nl,i. Furthermore, duplicate
terms and their frequencies (i.e., the same term originating from several peers)
are aggregated into one tuple, so that in general, in the end the number of terms
in the new term vector is less than SZT . Finally, the term vector is reduced to
only contain T terms. Term selection is performed based on the frequency of
appearance, therefore terms that have high frequency are favoured. The intu-
ition, which is also conformed by related work in [22], is that it is important to
identify terms that are globally frequent and forward such terms to the top of
the hierarchy. The generated term vector after aggregation and term selection,
again consisting of T terms, is sent to the next level in the tree and this process
continues iteratively up to level h − 1, i.e., the children of the root.

Hash-based Distribution and Aggregation. Performing the final aggrega-
tion at the root peer is a straightforward process, however it makes the system
vulnerable, as it induces a single point of failure. Instead, the final aggregation
is performed by the children of the root, at level h−1. Notice that in this phase,
our approach trades efficiency for robustness. We employ a more costly way to
aggregate information, however the overall system becomes fault-tolerant. The
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actual aggregation is achieved by having the level h − 1 peers first distributing
their aggregated values, by hashing, to the other level h − 1 peers. A recipient
peer becomes responsible for a different subset of terms and aggregates their
frequencies, thus performing (part of) the task that the root peer would per-
form. After the aggregation of the received term vectors, the peers send all their
aggregated results to the other level h− 1 peers. In the end, all level h− 1 peers
have the complete aggregated values locally available.

The reason for hashing is two-fold. First, it is important that all statistics for
one particular term end up at the same node, in order to provide aggregated
values per term. Second, the workload of the final aggregation is distributed and
shared among the level h − 1 peers, thus achieving load-balancing.

Dissemination of Information. In the final phase, the aggregated term vec-
tors are distributed to all participating peers. This is performed by using the
hierarchy as a broadcast tree. The term vectors are sent using the tree, until
they reach the level-0 peers. The size of the disseminated information is equal to
the number of term vectors (SZT ) multiplied by the number of level h−1 peers.
The aggregated terms and document frequencies are now available at all peers
locally. As a consequence, any peer can use this information, in order to provide
rankings of terms and documents taking into account the global document col-
lection. In the experimental section, we study the accuracy of relevant ranking
between pairs of terms to demonstrate the effectiveness of our approach.

3.2 Local Term Selection Approaches

Feature selection algorithms can generally be categorised as either supervised or
non-supervised. Supervised methods use provided labels or class assignments for
documents. The best features are then selected according to their class labels
and the distribution of the feature across classes. In many cases, however, class
labels are not available. In the context of distributed collections, such labels are
particularly rarely available due to reasons of missing common document types
or the general ad-hoc character of the collections themselves. To perform feature
selection nevertheless, unsupervised techniques – even though they are fewer
than supervised ones – can be used. These methods mainly rely on frequency
information of a feature or term within a collection and judge its usefulness.

Following the vector space model of information retrieval we use N as the
number of documents in a collection (which can be either global, i.e. the whole
collection, or local when only a subset of the collection is considered). Further
we use df(t) for the number of documents a term occurs in, also called the
document frequency of term t. The number of occurrences of term t in document
d is denoted to as the term frequency tf(t,d). In this context, we propose the
usage of the following unsupervised methods as possible local feature selection
methods in the DESENT system.

Document Frequency (DF). One of the most prevalent techniques is de-
noted as document frequency thresholding. The main assumptions underlying
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document frequency thresholding are that terms occurring in very many docu-
ments carry less discriminative information and that terms occurring only in very
few documents will provide a strong reduction in dimensionality (even though
they might be discriminative in some cases). In combination with an upper and
lower threshold, feature selection can be applied. This leads to results compara-
ble to supervised techniques.

Collection Frequency (CF). The collection frequency of a term is given by
the sum of all term frequencies for a given term (the total number of occurrences
of a term in a collection):

cf(t) =
N∑

i=0

tf(t, di) (1)

The collection frequency therefore ranks terms differently which occur only in
few documents but with a higher term frequency.

Collection Frequency Inverse Document Frequency (CFIDF). The col-
lection frequency inverse document frequency is represented by weighting the
collection frequency values by the inverse document frequency for a term:

cfidf(t) = cf(t)log2(N/df(t)) (2)

This measure can possibly cover both aspects the local document frequency and
total number of occurrences for a term.

Term Frequency Document Frequency (TFDF). Another, quite recent
technique to exploit both the tf and df factors is presented in [23]:

TFDF (t) = (n1n2 + c(n1n2 + n2n3)) (3)

n1 denotes the number of documents in which t occurs, n2 the number of docu-
ments t occurs only once, and t3 the number of documents containing t at least
twice. An increasing weight c gives more weight for multiple occurrences.

Weirdness Factor (WF). The weirdness factor [1] was initially used to better
distinguish special language text from rather common language use. The under-
lying idea is to identify terms which are very specific to a given collection. Terms
have a high weirdness, i.e. are very specific to a given collection, if the ratio be-
tween relative local frequency and relative frequency in the reference collection
is high:

weirdness(t) =
cfl(t)

Nl

cfr(t)
Nr

(4)
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Here, cfl denotes the frequency of a term in the local collection, Nl the number
of documents in the local collection; cfr and Nr are the respective values for
the reference corpus collection. In our case, we use the British national corpus
as reference collection1 which is a 100 million word corpus representing every-
day English. This is feasible since all our collections are in English, otherwise
reference corpora in other languages would be necessary.

3.3 Cost Analysis

We employ a simple cost analysis to assess the bandwidth consumption of the
proposed approach. The basic parameters that influence the total communication
cost (Ctotal) are: the number of peers (NP ) in the network, the average zone size
(SZ), the number of terms (T ) in the term vectors propagated by each peer
to its parent, and the size of the tuple representing each term (tsize). Each
tuple of a term vector contains a term (we use as average size 16 characters for
representation) and a frequency value (4 bytes). Hence, each tuple needs tsize=20
bytes. Moreover, each term vector is accompanied by a number (integer) that
represents the number of documents associated with the term vector, however
this cost is negligible compared to the size of the term vector. Notice that the
height of the hierarchy (h) is derived as h=logSZNP .

The total number of terms (Tup) propagated upwards at each level is calcu-
lated by multiplying the number of peers (or initiators) at that level with the
number of terms (T ) per peer. Thus, the number of terms propagated up until
the children of the root are given by:

Tup =
h−2∑
i=0

(
NP

(SZ)i
T ) = NP T +

NP

SZ
T + . . . +

NP

(SZ)h−2 T (5)

Thus, the cost for propagating term vectors upwards can be derived as:

Cup = Tuptsize = NP T tsize

h−2∑
i=0

1
(SZ)i

(6)

There exists also a communication cost (Ch) related to hashing the information
at the children of the root. Each child hashes its SZT term vectors to the other
children, and the number of children is NP

(SZ)h−1 , leading to cost

Cout = SZT tsize
NP

(SZ)h−1 = T tsize
NP

(SZ)h−2

Then all children need to recollect the aggregated term vectors, leading to a cost
Cin = NP (T tsize

NP

(SZ)h−2 ). Consequently, the total cost is equal to:

Ctotal = Ch +Cup = (Cin +Cout)+Cup = NP T tsize(
NP + 1
(SZ)h−2 +

h−2∑
i=0

1
(SZ)i

) (7)

1 http://www.natcorp.ox.ac.uk/

http://www.natcorp.ox.ac.uk/
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Fig. 2. Total cost (Ctotal) for hierarchical term aggregation

Obviously, compression techniques can further reduce the total cost, however
this is out of the scope of this paper. Moreover, the cost for the creation of the
DESENT hierarchy is described in [8] and it is not included in this analysis.

In Fig. 2, we graphically depict the total cost in MB for various networks sizes
(NP ) ranging from 1K to 100K peers. We use varying values for T ranging from
250 to 1000 terms. Notice that the y-axis is in logarithmic scale. Notice that the
total cost corresponds to approximately 1MB per peer, even for large network
sizes. Moreover, the total cost is controlled by decreasing the T value.

4 Experiments

We conducted experiments using two document collections. The 20 newsgroups
data set2 consists 18,828 newsgroup documents labelled by and (nearly) evenly
distributed across 20 different classes (the groups the articles were posted to).
The DMOZ collection is a collection of 483,000 English web pages, which are
classified by the DMOZ taxonomy3. The collection has been created by retrieving
the web pages that are linked from the leaf-classes of the DMOZ taxonomy. The
taxonomy path to a page is considered to be the class/category of the page. Both
test collections were preprocessed in terms of tokenizing, stop word removal and
stemming for the English language.

We identify the following basic parameters for our experiments and study their
effect. First, the number of partitions or peers, as it affects the scalability of our
approach. Then, the distribution factor, defined as the size distribution of the lo-
cal partitions. A high distribution factor denotes equal amounts of documents per
partition. Last, the document similarity, defined as the degree to which documents
in one partition are similar to each other. This simulates cases such as topically ho-
mogeneous collections (with a high degree of similarity) or cases of randomly dis-
tributed collections. To this end, we use class labels of documents and distribute
documents to partitions already containing similar documents, with a higher or
lower probability according to the setting. In the case where no labels are available,
document clustering could be used instead to determine a measure of similarity.
2 http://people.csail.mit.edu/jrennie/20Newsgroups/
3 http://www.dmoz.org

http://people.csail.mit.edu/jrennie/20Newsgroups/
http://www.dmoz.org
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Fig. 3. Experimental results for the 20 newsgroups collection

In our experimental evaluation we use varying settings, in order to simulate
different use cases. We vary the number of peers to study the scalability of
our approach. For each given number of peers, we apply four settings: 1) low
similarity, high distribution, 2) low similarity, low distribution, 3) high similarity,
high distribution, and 4) high similarity, low distribution. To be able to show the
impact of all extreme values of both parameters, we also included mixed setups
and also the case of documents which are distributed in equal sized partitions
and have no similarity relation to each other at the other end of the spectrum.
We apply the aforementioned feature selection methods at the local peer level
and further added a random selection experiment to see the actual impact of
the techniques with respect to no feature selection performed and to show the
overall feasibility of the aggregation method.

4.1 Results for the 20 Newsgroups Collection

In Fig. 3, we study the quality of the aggregated document frequencies in terms
of ranking. For this purpose, we define as success ratio the percentage of pairs
of terms that have the same relative ranking in our approach and in the cen-
tralised case. In other words, for any two terms ti and tj the success ratio is
the fraction of the number of such pairs with the same ranking with respect
to the centralised ranking, over all possible combinations of pairs of terms. We
chose this performance measure for existing approaches such as the Spearman or
Kendall tau rank order correlation coefficients lack the support for rankings of
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different lengths, our approach, however, is closely related and basically extends
these methods in its ability to handle different lengths of involved rankings.

Fig. 3(a) shows the results for a network of NP =200 peers for varying val-
ues of T . All feature selection methods achieve high values of success ratio, and
the results improve with increasing T up to 1000 terms, since more information
is propagated upwards and aggregated. For larger values of T , most methods
exhibit a decrease in success ratio, due to more unimportant terms being ag-
gregated thus causing noise, and this effect is stronger in small-size collections,
such as 20 newsgroups. Notice that even the random selection achieves good
performance, which is an argument in favour of the aggregation we employ –
the propagated results are similar to the central case. Naturally, the intentional
feature selection methods perform better by 10-15% except for the values ob-
tained by the weirdness method which are omitted. In Fig. 3(b), we study the
scalability with number of peers. We fix T=500 and the chart shows that the
increased number of peers does not result in decreasing values of success ratio,
an important finding for the scalability of our approach. Especially for small
values of T the document frequency method is not the most stable one and
the collection frequency methods provide better results. However, the document
frequency performance increases with higher numbers of terms being aggregated.

In the following, we measure the mean values for the success ratio, along
with minima and maxima. The values in Fig. 3(c) show the values for a total
number of peers of NP =50, while Fig. 3(d) shows the values for a total number
of NP =350. The standard deviation of results obtained by document frequency
values for the smaller number of peers (Fig. 3(c)) is amongst the highest in
this setup. When looking at both plots it is apparent that the CFIDF is the
more stable choice across different numbers of peers (and subsequently for higher
numbers of documents per peer).

4.2 Results on DMOZ Collection

Fig. 4 shows experimental results using the DMOZ collection, in a network of
NP =784 peers. We provide the success ratio for a different number of terms
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Fig. 4. Experimental results for the DMOZ collection. Results are for two experimental
settings, low similarity within peers in 4(a), and high similarity in 4(b).
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analogously to Fig. 3. However, in this case the number of terms to be aggregated
has a smaller impact on performance. This confirms our finding that the number
of documents per peer strongly influences the overall result. We show results
for high similarity within peers in Fig. 4(a) and low similarity in Fig. 4(b).
The document frequency selection method performs best and the results across
different numbers of terms to be aggregated are more stable than with the other
collection. Again, this is due to the higher number of average documents per
peer for this collection.

5 Conclusions and Future Work

In this paper, we proposed an efficient approach for aggregating the document
frequencies of carefully selected terms in a loosely-coupled P2P network of digital
libraries. We provided a cost model to assess the requirements of our approach
in terms of communication, and we performed experiments on two document
collections to demonstrate the impact of local feature selection on and the quality
of the aggregated values. In our future work, we intend to study the results
of ranking obtained by our approach, for document retrieval using keyword-
based queries. Further, we plan on investigating techniques to handle different
numbers of documents per peer as this proved to be the most difficult setting in
our experiments. Also, we want to perform a more thorough evaluation on very
large test collections.
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Abstract. Many modern distributed applications employ protocols
based on XML messages. Typical architectures for these applications fol-
low an approach where messages are organized in queues, state is stored
in DBMS, and application code is written in imperative languages. As a
result, much developer productivity and system performance is wasted on
handling conversions between the various data models (XML messages,
objects, relations), and reliably managing persistent state for application
instances. This overhead turns application servers into data management
servers instead of process servers. We show how this model can be greatly
improved by changing two aspects. Firstly, by using a declarative rule
language to describe the processing logic. Secondly, by providing a sin-
gle, unified data model based on XML messages that covers all kinds
of data encountered, including process state. We discuss the resulting
design choices for compile-time and run-time systems, and show and ex-
perimentally evaluate the performance improvements made possible.

1 Introduction

Many modern distributed applications employ protocols based on XML mes-
sages (e.g. Web Services [2]). Typical architectures for these applications follow
an approach where messages are organized in queues, state is stored in DBMS,
and application code is written in imperative languages. As a result, much de-
veloper productivity and system performance is wasted on handling conversions
between the various data models (XML messages, objects, relations), and re-
liably managing persistent state for application instances. This overhead turns
application servers into data management servers instead of process servers.

The goal of the Demaq project is to investigate a novel way of developing
distributed applications. We believe that the state of the art can be greatly
improved by changing two aspects. Firstly, by using a declarative rule language to
describe the processing logic. Secondly, by providing a single, unified data model
based on XML messages that covers all kinds of data encountered, including
process state. This novel programming model leverages database technology for
managing persistent application state and message processing. Our approach is
motivated by the observation that the behavior of a node in a message-driven
application is determined by all the messages it has seen so far. The externally
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visible behavior of the node is represented by messages it sends to other nodes.
Hence, the node’s processing logic can be specified as a declarative query against
the message history, and the result is a set of new messages to send. This way,
we turn application processing into a declarative query processing problem. In
an initial sketch of our vision of Demaq [8], we focused on the general concepts
and language syntax, motivated by simple and elegant application specification
and developer productivity.

In this paper, we turn towards the performance improvements made possible
by our simple message-focused model. We look under the hood of our execution
system, reviewing the involved design choices, and introduce techniques that
allow to tune the language semantics and execution model to achieve highly
concurrent execution and scalability.

Our main contributions include:

– We present the design of a solid transactional execution model for declarative
messaging applications.

– We introduce a method to decouple garbage collection of irrelevant mes-
sages by allowing for the declarative specification of the relevant suffix of
the message history in application programs.

– We introduce a variant of snapshot isolation optimized for message queues
to improve concurrency of our run-time system.

– We present experimental results, comparing our implementation to a com-
mercial application server.

The remainder of the paper is organized as follows. We present the elements
of our programming model in Sec. 2. We elaborate on our declarative message
processing language in Sec. 3, and discuss the corresponding execution model in
Sec. 4. Sec. 5 gives a brief overview of our system implementation. Sec. 6 presents
experimental results that show significant improvements in performance and
scalability compared to a commercial application server. After briefly reviewing
related work in Sec. 7, we conclude in Sec. 8.

2 Programming Model

Our programming model describes the application logic of a node in a distributed
XML messaging application using two fundamental components.

XML message queues provide asynchronous communication facilities and al-
low for reliable and persistent message storage. Declarative rules operate on
these message queues and are used to implement the application logic. Every
rule specifies how to react to a message that arrives at a particular queue by
creating another message (Figure 1).

XML Message Queues. Distributed messaging applications are based on
asynchronous data exchange. Queue data structures are ideally suited for mes-
sage management as they offer efficient message storage and retrieval operations
while preserving the order of incoming data.
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Fig. 1. Programming model

Apart from their typical functionality as intermediate message buffers, our
model also uses persistent queues as internal representation of the application
state. This approach is based on the observation that the state of every ap-
plication instance in an individual node results from the messages sent to and
received from its communication partners. Instead of materializing this state
using a separate data model, it can alternatively be retrieved by querying the
message flow. Hence, instead of a traditional queue semantics where messages
are deleted after processing, messages have to be retained as long as they are
necessary to compute the state of an instance. We discuss garbage collection in
Sec. 3.2.

As logical data model, our message queues use the XQuery Data Model
(XDM) [13]. Building on XDM allows us to incorporate existing XML processing
systems such as stores and query processors without type system mismatches.
For our purposes, XDM is particularly suited, as its fundamental type is the
ordered sequence, which nicely captures message queue structure.

Declarative Rules. In our model, the processing logic of an application is
specified as a set of declarative rules that operate on messages and queues. Each
rule describes how to react to a single kind of event - the insertion of a new
message into a queue. Depending on the structure and content of this message,
rule execution results in the creation of new messages. These result messages
can either become the input for other rules, or be sent to a remote system using
queue-based communication facilities.

Our rule language is built on the foundation of XQuery [7]. It allows de-
velopers to directly access and interact with the XML messages stored in the
queues. Thus, there is no mismatch between the type system of the application
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programs and the underlying communication format. Additionally, the content
of messages and queues can be directly accessed within application programs
without crossing system boundaries or requiring complex, intermediate APIs.

3 Language

Every Demaq application consists of three key components which we discuss in
the following sections. These are message queues, application rules and user-
defined message groups, called slicings.

3.1 Queues

Our programming model incorporates two different kinds of queues. Gateway
queues provide communication facilities for the interaction with remote systems.
There are two different kinds of gateway queues, incoming and outgoing ones.
Messages that are placed into outgoing gateway queues are sent, while incoming
gateway queues contain messages that have been received from remote nodes.

Queues are also used as persistent storage containers. These basic queues
allow applications to store messages (e.g. reflecting intermediate results) without
sending them to external systems. As a result, messages received from remote
communication endpoints and internal state representation are handled in a
uniform manner, simplifying application development.

3.2 Slicing the Message History

In Demaq, all application state is encoded in the message history. Rules access
the state by posing queries against the history. Of course, processing queries
against all existing messages for every processing step is inefficient, and the
need to filter the relevant messages for every rule may lead to repetitive code.
In addition, keeping the complete message history forever requires unbounded
storage capacity. For these reasons, the Demaq language provides mechanisms to
declare portions of the message history that are relevant in particular contexts,
called slicings.

A slicing defines a family of slices, where each slice consists of all the messages
with the same value for a particular part of the message (slice key). To identify
the part of a message that should be used as the slice key - and thus as the basis
for the partitioning - we rely on a subset of our XQuery-based rule language.
Particularly, XPath [6] expressions are used to identify the part of a message
that should be used as the slice key.

A slicing is created by specifying a unique name and the slicing property.
The property definition lists a number of queues on which the slicing is defined.
Messages from these queues are partitioned into slices according to their property
value. All messages that share the same value of the slicing property become part
of the same slice. Apart from providing convenient access to the relevant parts of
the message history, slicings are also used to specify message retention policies.
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Relevant Slice Suffix. Slicings declare which parts of the message history are
relevant to the application and thus allow to identify obsolete messages which
could be safely removed from the system to reclaim storage space. A simple,
value-based partitioning is not enough, however, as it would still require to retain
the complete, unbounded message history. Instead, we need a mechanism to
specify which messages reflect the relevant application state, and which messages
have become irrelevant and may thus be dropped.

To avoid unbounded buffering of message streams, windows have been pro-
posed to specify relevant sub-streams [1] based on their position in a stream. The
boundaries of such windows are based on the window size or relative to some
landmark object in the stream, and the application developer must translate the
message retention needs into window specifications.

In Demaq, we allow application developers to directly specify a condition
that must be met by the messages that are sufficient to represent the current
application state. Access to the slice then yields the smallest suffix which contains
such a set of relevant messages. This very powerful semantics allows for a very
intuitive, direct expression of relevance conditions on the message history.

To express message retention conditions, our language incorporates an addi-
tional construct. This require expression is an arbitrary XQuery expression of
type boolean. Among all the contiguous sets of candidate messages in the slice
that fulfill this condition, the most recent set is considered the currently relevant
state of the slice. This set, and any messages more recent than that, are visible
to the application. The require expression may refer to the candidate set of
relevant messages using a special function (qs:history()). However, it may not
refer to any other messages in the system. The reasons for this latter constraint
are simple, efficient evaluation and garbage collection.

Since the require expression may not refer to other parts of the system state,
and it always includes a complete suffix of the message history, and the fact that
we chose the most recent qualifying set, we can guarantee a monotonous behavior
of our relevant slice state: We can divide the slice into two parts, a relevant suffix
(marked gray in Figure 2) and an irrelevant prefix. Our semantics guarantees that
once a message belongs to the irrelevant prefix of a slice, it will never become
relevant again. In other words, the boundary between relevant and irrelevant
messages only moves toward more recent messages. Thus, it can be represented
and tested using a simple message identifier or timestamp comparisons. This
allows a simple, decoupled garbage collection strategy: If a message is no longer
visible to any application rule because it is not part of any relevant suffix, it can
be safely pruned from the message history. Consequentially, storage capacity can
be reclaimed in a separate garbage collection process that never conflicts with
rule evaluation.

irrelevant prefix ][ relevant suffix (require)

msg0 msg1 . . . msga . . . msgb . . . msgk

⇑ boundary

Fig. 2. Message history in a slice of size k+1
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3.3 Application Rules

For our application rules, there is a significant overlap with the capabilities of ex-
isting, declarative XML query languages, in particular with XQuery [7]. XQuery
allows for querying (sequences of) XML documents and document construction,
supports XML data types, schema validation, etc.

Building on an existing language, such as XQuery, provides significant advan-
tages. Developers can benefit from previous experience and reuse programming
tools and development infrastructure. Additionally, existing query processing
techniques can be potentially adapted to our application language. In the fol-
lowing sections, we discuss how the features required for building message-driven
applications can be integrated into XQuery.

Assigning Application Rules. Every application rule is assigned to a single
queue or slicing. Whenever a message gets inserted into this queue or slicing,
the rule is evaluated with this message as the context item. In order to allow
application developers to perform this association of rules to queues and slicings,
we extend XQuery by incorporating an additional rule definition expression. Rule
definition expressions can be used to give a unique name to an XQuery expression
and assign it to a particular queue or slicing.

Optionally, an error queue can be defined for an application rule. Whenever
a runtime error is encountered during the execution of this rule, a corresponding
notification message is sent to this queue. Thus, this error handling mechanism
allows other rules to handle this error. If no error queue is defined, error notifi-
cations are inserted into a system-provided, default error queue.

Enqueuing Messages. Every application rule describes how to react to a
message by creating new messages and enqueuing them into local or gateway
queues. While XQuery allows for the creation of arbitrary XML fragments, it
does not incorporate any primitives for performing side effects. In our model,
this is a severe restriction, as there is no possibility to modify the content of the
queues underlying our application rules.

We adopt the extensions proposed by the XQuery Update Facility [10] to
perform side effects on the message store. Every application rule is an updating
expression that produces a (possibly empty) list of messages that have to be
incorporated into the message store by enqueuing them to corresponding queues.
In order to allow application programs to both specify the XML fragment to be
enqueued as well as their target queue, we extend the XQuery Update Facility
with an additional enqueue message update primitive.

Message Access. While XQuery incorporates powerful features to query (se-
quences of) XML documents, it does not provide operations for accessing the
content of structures such as queues and slices. These read-only access operations
can be easily provided by the runtime system in the form of external functions,
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particularly without requiring changes to the syntax or semantics of XQuery. In
application rules, they are used to access the sequence of XML messages stored
in a queue or slice.

Example. The example below illustrates the key building blocks of our declar-
ative application language. First, we define two slicings that can be used to
retrieve the master data and shopping cart items for a particular customer or
transaction. These slicings are defined on the customers and shoppingCart
queues and use XPath expressions to locate the customer/transaction ID in the
respective messages. The require expressions are used to restrict the part of
the message history that is returned by these slicings. For the customer master
data, preserving the most recent item of the message history is sufficient, while
the require expression fn:false for the cart items indicates that these items
should never be removed from the message history.

In line 7, a new rule handleCheckout is defined for the incomingMessages
queue. The corresponding rule body (lines 8 to 21) is evaluated every time a
message is inserted into this queue. It mainly consists of XQuery expressions
that are used to analyze the content of the incoming message and derive a result
message. In lines 13 and 15, the slice access function qs:slice is used to access
all relevant state information from the message history. Finally, after the result
message has been created, the enqueue message expression is used to enqueue
it to the outgoingMessages queue (line 20).

In this example, we omit the queue definitions expressions for the queues
involved (e.g. incomingMessages) for reasons of brevity.

1 create slicing property masterDataForCustomer
2 queue customers value //customer/customerID require fn : count(qs:history()) eq 1;
3
4 create slicing property cartItemsForTransaction
5 queue shoppingCart value /cartItem/transaction/ID require fn : false () ;
6
7 create rule handleCheckout for incomingMessages let $request :=
8 //checkout return
9 i f ($request) then

10 let $transactionID := $request/transactionID/text()
11 let $customerID := $request/customerID/text()
12 let $customerData := qs : slice ($customerID, ”masterDataForCustomer”)[ last () ]
13 let $customerOrders := qs: slice ($transactionID , ”cartItemsForTransaction”)
14 let $result :=
15 <result>
16 <orderedItems>{$customerOrders//item}</orderedItems>
17 <delivery>{$customerData//address}</delivery>
18 </result>
19 return enqueue message $result into outgoingMessages
20 else () ;

4 Execution Model

The Demaq language provides simple, yet expressive primitives to describe de-
sired reactions to messages in terms of the message history. The use of a declar-
ative language for rule bodies allows data independence and efficient execution
using a query optimizer.
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Our objective is to create an elegant way to completely specify stateful mes-
saging applications, and not only to monitor or analyze message streams - we
not only want to read state, but to modify it. Hence, a crucial aspect of the
Demaq design is to define how state can be managed in a reliable way and - at
the same time - allow for an efficient and scalable application execution.

The design issues in this context revolve around the transactional coupling of
rule execution to the message store. It turns out that modeling both requests and
state information as messages yields novel opportunities to improve execution
performance. A major reason for this is the append-only strategy for the message
history: We never perform in-place updates. As a consequence, there is much less
need to synchronize concurrent execution threads, and there are fewer ways how
a concurrent modification of the system state can cause conflicts.

The Demaq execution model captures the typical behavior of message-driven
applications in a few simple rules and guarantees which are observed by the
runtime system. It precisely determines Demaq rule semantics, and at the same
time leaves enough freedom for an actual implementation to optimize runtime
performance, as we will see in Sec. 5.

Core Processing Loop. The fundamental behavior of messaging applications
can be described as a simple loop that (1) decides which message(s) to process
next, (2) determines the reaction to that message based on the message contents
and application state, and (3) effects the reaction by creating new messages.
Actual implementations of the Demaq model may use any form of processing
loop(s) that obeys the following constraints:

1. Each message is processed exactly once. This means that the evaluation of
all rules defined for the message’s queue and slicings are triggered once for
every message.

2. Rules are evaluated by determining the result of the rule body as defined
by XQuery (update) semantics, extended by the built-in function definitions
described in Sec. 3.3. The result is a sequence of pending update operations
in the form of messages to enqueue.

3. The overall result of rule evaluation for a message is the concatenation of
the pending actions of the individual rules in some non-deterministic order.

4. Processing the pending actions for a message is atomic, i.e. after a successful
rule evaluation all result messages are added to the message history in one
atomic transaction, which also marks the trigger message as processed.

5. All rule evaluations for the same trigger message see the same snapshot
of the message history, which contains all messages enqueued prior to the
trigger message, but none of the messages enqueued later. This is motivated
by the interpretation of each rule as an isolated statement of fact about the
system behavior – if a certain situation arises, a certain action will eventually
happen, no matter what other rules are defined for the same situation.

The above list includes strong transactional guarantees necessary to implement
reliable state-dependent applications, but still allows many alternative strategies
to couple message processing to a transactional message store.
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Note that the above model does not allow for message store transactions
that span rules. However, application developers do have some control over the
amount of decoupled, asynchronous execution: The expressive power of XQuery
allows the bundling of complex processing steps into single rules, which are exe-
cuted in a single transaction and hence allow to constrain the visibility of inter-
mediate results to concurrent transactions. Further, application developers can
isolate intermediate messages in local queues that are not accessed by conflicting
control paths.

Enqueue-Time Snapshot Isolation. To achieve a maximum of concurrency,
our message store uses a variant of snapshot isolation [5] that is made possible
by our unified message-based view of state and requests. In general, snapshot
isolation freezes the system state visible to a transaction by creating a private
version of the state. This avoids locking and improves concurrency, but requires
the retention of old state versions and conflict resolution policies.

In our programming model, guaranteeing snapshot isolation is very cheap,
because the management of old state versions is trivial. As there are no in-
place updates, we can access old versions of the system state by just ignoring
newer messages. We simplify this by using the enqueue-time of the trigger mes-
sage as begin-of-transaction (snapshot) time for our rule evaluation . Hence,
rule evaluation can see only all messages enqueued prior to the trigger mes-
sage. Concurrent rule evaluation transactions do not need to lock parts of the
history because updates by definition do not affect their visible part of the mes-
sage history. We only need to synchronize the message writing transactions to
guarantee atomic insertion of result messages. Note that deadlock handling is
simple, as the complete set of updates is known before the first update needs to
be performed. This strategy tremendously improves the concurrency and scala-
bility of our application engine because very few short-term locks are required
for synchronization.

5 System

In this section, we outline the architecture and implementation of the Demaq
system that implements our programming model.

When deploying a Demaq application, a rule compiler is used to transform
the application specification into execution plans for the runtime system. The
runtime system consists of three major components. A transactional XML queue
store provides an efficient and reliable message storage. Remote messaging and
transport protocol aspects are handled by the communication system. The rule
execution engine executes the plans generated by the rule compiler.

Rule Compiler. The purpose of the rule compiler is to transform applica-
tions into optimized execution plans for the runtime system. For this compiler,
optimization opportunities exist on several levels of an application.
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Rule-set rewriting. We can change the overall structure of an application by
modifying its set of rules. For example, the compiler merges all rules defined
on the same queue into a single, combined rule. This simplifies factorizing
common subexpressions across rules and saves the runtime system from in-
voking the rule execution component multiple times for a single message.

Rule-body rewriting. A significant part of our programming language con-
sists of the XQuery Update Facility, and many optimization techniques devel-
oped for XQuery can also be applied to our application rules. To profit from
these techniques without reimplementing all of them, the compiler can split
rule bodies into two parts, one processed by the Demaq rule execution engine,
and one processed by the message store. In case of XQuery-enabled message
stores (as is the case in our current implementation), the store-processed
part is simply rewritten into an XQuery expression without Demaq-specific
constructs, which can then be optimized by the store’s XQuery compiler.

Physical optimization. Platform-specific rewrites may be performed to speed
up application processing. For example, our runtime system incorporates a
special operation which works similar to a link in Unix file systems. This
operation avoids a full copy of the message when messages are forwarded un-
changed from one queue to another. Another example for a runtime-specific
optimization is template folding [19].

Rule Execution Engine. The rule execution engine implements our execu-
tion model described in Sec. 4. It decides when and in which order messages
from the queue store should be processed, how to incorporate updates, and
when to send or receive messages from the communication system. The main
challenge in the design of a rule execution engine is to exploit the degrees of
freedom of the execution model to provide high processing performance and
message throughput. For this purpose, our system relies on multiple concurrent
execution threads. Another issue is to find suitable garbage collection strate-
gies to achieve an optimal balance between reclaiming storage capacity and
runtime overhead.

Transactional XML Queue Store. Our message store is built on the foun-
dation of a native XML base management system. Our current implementation
alternatively uses Natix [14], a research prototype of a native XML data store,
or IBM DB/2 Version 9. While XML-enabled database systems provide efficient
and reliable XML document processing facilities, they usually manage XML
repositories as collections, which are unordered sets of XML documents. As our
programming model requires queue-based message storage, a main challenge was
to replace the existing, collection-based data handling and recovery facilities to
support a queue-based management model. We incorporated these changes into
the Natix system. They allow us to use the efficient XML storage facilities as
well as the sophisticated recovery and schema management features of Natix for
our message queues. For DB/2, we simulate queue-based storage using auxiliary
tables. Another challenge is to provide efficient access to the message history.
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For this purpose, we rely on the persistent B-Tree indexes provided by the Natix
system which we use to implement slicings. Additionally, Natix incorporates our
specialized version of Snapshot Isolation (see Sec. 4).

Communication System. The communication system provides all remote
communication facilities. It implements both asynchronous and synchronous
transfer protocols (such as HTTP and SMTP), and thus allows applications
to interact with various types of external communication endpoints.

6 Experiments

In this chapter, we provide a brief experimental evaluation of our programming
model. For this purpose, we use the Demaq runtime system introduced in the
last section to execute an exemplary online shopping application. The complete
source code of this application and additional application examples - such as
a Demaq implementation of the TPC-App Application Server benchmark - are
available at our project website http://www.demaq.net/.

We also implemented the application as a BPEL process and executed it on a
commercial, enterprise-class application server with a relational database back-
end. Unfortunately, licensing restrictions do not allow to disclose details about
the system, let alone vendor name and software version. However, we believe
that the results help to evaluate the performance of our implementation in the
light of one of the most advanced application servers available today.

Setup. All measurements were performed on a server equipped with an AMD
Athlon 64 X2 Processor 4600, 2 GB of main memory, running Opensuse Linux
10.3. This system was used to run the BPEL application server and our native
runtime system with Natix as the underlying message store. An additional client
computer was used to send messages via HTTP.

In order to get an impression of the runtime to expect during the following
measurements, we first performed an exemplary run of our online shopping appli-
cation, consisting of 24 messaging operations: The client connects to the server,
adds both 10 books and music items (each reflected by a message of 2.5 KB)
to the shopping carts, requests the total value of both music and book items,
and finally performs a checkout operation. This run was repeated 100 times to
reduce the effects of statistical outliers.

The application server required an average of 6.25 seconds in order to run
the scenario. Using our native implementation, the same run took 2.18 seconds,
which confirms that native XML data handling and avoiding a multi-tiered ar-
chitecture can help to improve application runtime.

Performance Impact of Context Size. In order to investigate the impact
of context size on the runtime performance, we subsequently add 10000 books
(each 2.5 KB in size) to the shopping cart of a single application instance. While
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a single customer buying thousands of books is rather unlikely for our online
shopping example, handling thousands of messages in a single application context
is no uncommon scenario in other application domains [4].

Figure 3 visualizes the round-trip-time (in seconds) for each request. With
growing instance size, the response times of the application server deteriorate.
This effect might be caused by performing an in-place update on the correspond-
ing data structure of the runtime context and writing it back to the database
back-end. In our runtime system, every additional book can be appended to a
queue of the system, thus leaving the response time virtually unaffected.
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Fig. 4. Effect of active instances

Parallel Application Instances. In this experiment, we investigate the im-
pact of multiple concurrent, active instances, each of them storing 100 book
orders (250 KB) and 10 music orders (25 KB). We analyze how the response
time of the systems change with an increasing number of parallel instances. For
this purpose, our client sequentially requests the server to calculate the overall
price of the music order items for each instance.

Figure 4 depicts the average response time (in seconds) for answering a client
request. An increasing number of active instances has a considerable impact
on the response times of the application server performing expensive instance
management operations. For our runtime system, there are no instances that
need to be managed. Instead, all messages that belong to a particular context
are retrieved by querying the message store. Thus, an increasing number of
parallel instances does not interfere with the response time.

7 Related Work

Application Servers Today, distributed applications are usually executed by
multi-tier application servers [2]. For XML messaging applications, these tiers
typically consist of queue-based communication facilities (e.g. [16,18]), a runtime
component executing the application logic, and a database management system
that provides persistent state storage. An additional transaction processing mon-
itor ensures that transactional semantics are preserved across tiers.
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Application servers allow for the convenient deployment of applications in
distributed and heterogeneous environments. However, their use entails several
problems which are discussed in literature. These problems include significant
functional overlap and redundancy between the different tiers [17,20], and com-
plex and brittle configuration and customization caused by multi-layer, multi-
vendor environments [2]. Further, frequent representation changes between data
formats (XML, format of the runtime component, relational database manage-
ment system) decrease the overall performance [15].

Data Stream Management Systems Data stream management systems (DSMS)
and languages (e.g. [1,12]) are targeted at analyzing, filtering and aggregating
items from a stream of input events, again producing a stream of result items.
Several stream management systems rely on declarative programming languages
to describe patterns of interest in an event or message stream. In most cases,
these languages extend SQL with primitives such as window specification, pat-
tern matching, or stream-to-relation transformation [3].

In contrast to application servers that provide reliable and transactional data
processing, stream management systems aim at low latency and high data
throughput. To achieve these goals, data processing is mainly performed in main
memory (e.g. based on automata [12] or operators [1]). Thus, in case of appli-
cation failures or system crashes, no state recovery may be performed, and data
can be lost.

XML Query and Programming Languages For an XML message processing sys-
tem, choosing a native XML query language such as XPath [6] or XQuery [7]
as a foundation for a programming language seems to be a natural choice. How-
ever, these query languages lack the capability to express application logic that
is based on the process state - they are functional query languages with (nearly)
no side effects. There are various approaches [9,11,15] to evolve XQuery into a
general-purpose programming language that can be used without an additional
host programming language.

8 Conclusion

We investigate a new programming model for distributed applications based on
XML messaging. In our system, a declarative language that directly operates on
messages and queues describes the processing logic in terms of message-driven
rules. Application state is modeled exclusively using the message history. By
treating application instance management as a data management problem best
addressed by a data management server, we get a fresh perspective on how to
optimize the architecture of application servers. A result is improved scalability
of our execution engine to large numbers of concurrent application instances: In
particular, we can avoid loading and saving the complete application state from
a database for every processing step, which tends to take up a large fraction
of conventional application servers’ processing resources. A brief performance
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evaluation of our runtime system confirms the potential of the proposed ap-
proach. It also illustrates the practical benefits of treating process instances as
data in terms of scalability and performance.
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Abstract. We present a brief description of a service integration platform 
developed by Rodan Systems as the result of the eGov-Bus project with the use 
of  the proprietary OfficeObjects® information management tool set.  

1   Introduction 

Service engineering has become a rapidly expanding field in all IT application 
domains. We are presenting a J2EE service development platform implemented in a 
JSR 286 compliant portal environment. Research and development work, effected 
with the use of the OfficeObjects® software tools [1], has partially been funded by 
the eGov-Bus project.. The subsequent product engineering and deployment has been 
fuelled by its commercial success. The principal research results underlying the 
development work have been presented in [2,3]. 

The principal design goal has been development of a complex service development 
and deployment platform featuring dynamic workflow management facility and 
advanced knowledge management tools. Generic service specifications may be 
developed to support solutions within arbitrary IT application domains. Indeed up to 
date OfficeObjects® Service Broker has been deployed as the eGovernment service 
environment as well as the B2B integration platform. 

2   OfficeObjects Service Broker Features 

OfficeObjects® Service Broker may be installed within any JSR 286 portal 
environment and its portlet-based GUI may be customized according to the 
application domain requirements. Product software components may be deployed 
within a distributed architecture of physical or virtual server clusters, thus supporting  
scalable and fault-tolerate service solutions. The principal system components 
comprise the dynamic workflow management platform (OfficeObjects® WorkFlow), 
the knowledge management subsystem (OfficeObjects® Ontology Manager), the 
electronic form subsystem (OfficeObjects® eForms) and the service information 
object repository (OfficeObjects® Intelligent Document Manager).  

                                                           
* This work has been supported by the European Commission Project eGov-Bus FP  

IST-.-2004-26727. 
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The product run-time features are represented among others by such portlets as the 
service categorisation tree,  the workflow task list, the service information object 
repository management functions, and the knowledge representation search and 
manipulation functions. The service development environment integrated within the 
system ontology model comprise the BPMN process graphic modelling tool, the 
electronic form modelling and specification tool, and the service ontology modelling 
tool. 

The adaptable workflow management features support specification and 
deployment of generic complex service processes orchestrating the underlying web 
services, legacy applications, and human workflow participants. The adaptable 
workflow process specification includes the BPMN topology model, the process rules 
defined with the use of the OfficeObject® WorkFlow BPQL  (Business Process 
Query Language), such as among others the routing rules, the workflow participant 
assignment rules, and the pre- and post-conditions, the process ontology model and 
the process meta-model application dependent extensions. The principal human 
participant interface is constituted by the process electronic documents represented by 
intelligent electronic forms featuring rule-base presentation and access control. 

The dynamic workflow adaptability has been implemented by the unique dynamic 
process modification technique featuring abstract BPQL rules bound at run-time with 
the use of decision trees and concrete BPQL  rules defines within the process 
ontology. 

The OfficeObjects® Ontology Model is based on the Topic Map notation [4] 
extended by a scripting language TMSL (Topic Maps Scripting Language) 
comprising such features as topic manipulation, TM model integrity constraint 
specification, and forward-chaining reasoning. The extensible Topic Map model 
featuring a generative GUI provides the service ontology specification tools as well as 
a generic knowledge modelling environment. 

The service design methodology presented in [3] comprises all necessary steps and 
techniques required for the complete service specification and deployment within the 
target portal environment. The current application portfolio includes solutions 
accessible via open Internet as well as the SOA integration solutions deployed within 
restricted access Intranets. 
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Abstract. The mobile software marketplace today faces several challenges, and 
companies that aspire to global success in this market must face them 
holistically or not at all.  While many companies are able to market products 
that prove to be successful in one or two isolated areas, their failure to adopt 
wide scale solutions means that however innovative their products might be, 
they are limited in their success by their lack of integration within a simple user 
experience. PSILOC has shown how innovatively created services may be 
integrated within an open–platform architecture so that mobile software 
companies can address all the needs of their increasingly demanding mobile 
phone customers within a sleek, easy–to–use interface.  

World Traveler Platform Case Study 

For software companies operating in the rapidly changing mobile software 
marketplace, keeping ahead of the competition is essential to survival. PSILOC has 
wagered that a single product, World Traveler, is the next logical step in mobile 
services integration. Beyond the scope of traditional mobile applications, World 
Traveler solves many of the problems associated with offering services to mobile 
phone customers by providing an integrated business platform within which any 
number of services may be accessed and purchased by customers. Publically released 
in June 2009 on the Symbian platform, World Traveler improves business travel 
efficiency by providing an intuitive experience to access the information and 
resources customers need to simplify their travel experience. With thousands of users 
downloading World Traveler every day and already more than 100,000 users in the 
first 30 days of availability. World Traveler offers a broad customer base for 
companies interested in offering their services to travelers. 

Usability Challenge. Mobile devices put major constraints on software interaction 
with users. Many mobile devices offer only a relatively small screen which limits the 
amount of information that can be displayed at once. Additionally, limited keyboard 
selection capabilities further complicate this challenge. PSILOC has taken its leading 
expertise with mobile applications and scrutinized competing software offerings to 
find many areas where its strength of experience on the Symbian platform could be 
leveraged to deliver a superior customer experience both in terms of intuitiveness and 
reliability. World Traveler’s graphic user interface design and user experience has 
already been applauded by trend–setting bloggers and most notably, by Nokia 
Corporation. 
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Software Distribution Challenge. Distribution (hence, ease of access to services) 
is the key to success. Most customers still find it tiresome to install applications on 
their devices. As a member of the Nokia Forum PRO, PSILOC has access to the latest 
devices and prototypes. PSILOC builds software for models prior to general release 
and early adopters and opinion leaders appreciate that PSILOC is ready with 
hardware–tested solutions for them out–of–the–box. Later, this advantage 
significantly drives widespread adoption because while competitors products remain 
in their infancy, PSILOC offers a mature, sleek interface so customers can get on with 
working with our services rather than struggling to get them to work. 

Software Engineering Challenge. When designing and building its application 
architecture, PSILOC not only had to technically address all these challenges but do 
so under strictly enforced development deadlines set by Nokia’s devices release dates. 
The solution was to deliver fully functional software with upgrades freely available as 
new services were added. The main architectural concepts include: A) extensibility 
via plug–ins available for download directly from within the application. B) automatic 
application upgrades C) a content–driven client–server application with automatically 
updated information. 

Challenge of Scale. Because of the number of devices on which World Traveler 
was to be used, PSILOC addressed performance and availability issues with special 
care taken on all aspects of the service backend. This backend is comprised of a 
geographically dispersed server network that informs the client application of which 
server to use. Such a strategy allows for not only a number of local fall–back servers 
but also provides easy load–balancing of traffic all across the globe. 

Business Model Challenge. The mobile application marketplace remains limited 
in its methods of generating revenue streams and monetizing services. There is a 
comparatively limited span of payment options with a long value chain and 
competition within the chain contributes to the current limited range of options for 
paid services. Taking this under consideration, PSILOC realizes that a single 
company may only offer travel services within its scope of expertise and for this 
reason, has invited recognized market players to participate by becoming members of 
the World Traveler platform and developing their own plug–ins for services. Third 
parties with compelling products can now benefit from a mass distribution scale 
without the delay and hassle of developing proprietary narrow–channel distribution 
systems. Third parties benefit from a sleek, integrated business platform for delivering 
services, PSILOC benefits from a growing customer base thanks to more services 
becoming available sooner which benefits everyone by making the utility of World 
Traveler continue to grow at a rapid pace impossible to any one service provider. 

Challenge of being an Alternative to the Internet as a Gateway to Services. 
Traditional services offer mobile applications as an alternative interface to the web 
front–end. PSILOC has focused on the mobile handset as a prime alternative to the 
internet because it is the natural context for travelers. Over time, it is estimated that 
for certain computing applications, mobile handsets will become the primary gateway 
to services while web front–end services will become secondary as customers 
increasingly turn to their phones —especially when on the move. 
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A Call for Contributions to the Specifications for
Self-managing Future Network Devices

The area of Autonomic/Self-Managing Networks is still faced with problems
of the lack of harmonized steps and efforts towards the establishment of com-
mon Specifications of the architectures and functionalities for Self-Management
within Future Networks such as the envisaged Future Internet. Ideally, the har-
monization can now be achieved through a newly established and well-focused
Special Working Group in ETSI – a world renowned Telecommunications Stan-
dardization body. The Special Working Group is an Industry Specification Group
(ISG) called ”Autonomic network engineering for the self-managing Future In-
ternet (AFI) [4]. The AFI aims to serve as a focal point for the development
of common Specifications and engineering frameworks that guarantee interoper-
ability of nodes/devices for Self-managing Future Networks.

In [1], [2], the authors ague that, whether an evolutionary approach or revolu-
tionary approach could be taken towards designing the Future Internet, there is
a requirement for a Generic Autonomic Network Architecture (GANA) – an ar-
chitectural Reference Model that allows for the production of ”Standardizable”
Specifications of Autonomic Behaviors, i.e. Self-* functions of context-aware,
policy-driven autonomic Decision-Making-Elements (DMEs) that potentially ex-
hibit cognitive properties, designed for the self-management of diverse network-
ing environments and nodes thereof. We believe that, from such a common,
unified architectural Reference Model, either clean-slate based architectural re-
quirements and implementations (which could be similar to the ones addressed in
[3]) or incremental evolutionary architectural requirements and implementations
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should then be derived, such that the experiences gained during the implementa-
tions can then be used for the evolution and further development of the GANA
Reference Model. In [2], authors present how a viable Evolution Path for today’s
network models, paradigms and protocols like IPv6, can be created as guided by
the GANA Reference Model.

In [2], the authors present the rationale behind the call for contributions to
the development of a Standardizable Reference Model for autonomic network
engineering that should be used as a guide for creating an Evolution Path to-
wards the Self-Managing Future Internet. In [2], different instantiations of the
GANA approach (though the GANA is still evolving and is calling for contribu-
tions from diverse stakeholders), are presented, which demonstrate its use for the
management of a wide range of functions and services, including both, basic net-
work services such as Autonomic Routing and Autonomic Monitoring, as well as
enhanced ones such as Autonomic Mobility and Quality of Service (QoS) Man-
agement. In order to further develop the GANA Specifications, Requirements
Specifications for the desired properties of the Self-Managing Future Internet
must be specified by the AFI, and should then be used as input to the devel-
opment of the GANA. Therefore, contributions to Requirements Specifications
must come from end-users, operators, content-providers, etc. We argue that the
contributions to GANA must come from the Services/Applications development
community as well as the networking community, in order to ensure that the
GANA Specifications take into account the behavior of the Services/Applications
Layer and its need to inter-work with the adaptive mechanisms of the under-
lying Network Layer. Therefore, the main motivation of this paper is to bring
about awareness to wider communities that potentially can provide input to the
activities of the AFI by contributing to the Group Specifications to be produced
by AFI in 2010, which are meant to guarantee interoperability for nodes/devices
of Self-managing Future Networks such as Future Internet.
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Abstract. Web2.0 has brought tagging at the forefront of user practises for
organizing and locating resources. Unfortunately, these tagging efforts suffer
from a main drawback: lack of interoperability. Such situation hinders tag sharing
(e.g. tags introduced at del.icio.us to be available at Flickr) and, in practice,
leads to tagging data to be locked to tagging sites. This work argues that for
tagging to reach its full potential, tag management systems should be provided
that accounts for a common way to handle tags no matter the tagging site (e.g.
del.icio.us, Flickr) that frontended the tagging. This paper introduces TAGMAS
(TAG MAnagement System) that offers a global view of your tagging data no
matter where it is located. By capitalizing on TAGMAS, tagging applications can
be built in a quicker and robust way. Using measurements and one use case, we
demonstrate the practicality and performance of TAGMAS.

Keywords: Tagging sites, Web2.0, Datasets.

1 Introduction

Tagging, i.e. the activity of associating keywords with resources, has proved to be an
effective mechanism for locating and organizing user resources [11]. Places where
tagging is conducted, i.e. tagging sites, can be numerous. Indeed, it is very common
for users to keep an account in distinct tagging sites depending on a broad range of
issues: the resource type (e.g. if bookmarks then, del.icio.us; if video then, Youtube),
the utilities offered by the site (e.g. if LATEX references need to be obtained, CiteULike
might be a better option that del.icio.us), the supporting community (e.g. if music-
related resources such as mp3, videos, lyrics are the resources to tag, lastfm.com could
be an appropriate site), confidentiality (e.g. if restrict sharing is an issue, you might
favour to use www.bookmarks2.com rather than del.icio.us where private bookmarks are
cumbersome to handle), etc. Therefore, tageable resources will most likely be scattered
throughout the Web.

Unfortunately, these tagging efforts suffer from a main drawback: lack of
interoperability (i.e. “the ability of two or more systems or components to exchange
information and to use the information that has been exchanged” [4]). Both the tagging
process and tagging description differ across tagging sites. Communication protocols,
tagging schemas, APIs or graphical-user interfaces, all exhibit considerable variations.
This causes tagging sites to become silos with at best a proprietary API. Such situation
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jeopardizes both sharing (e.g. tags introduced at del.icio.us to be available at Flickr)
and holistic viewing (e.g. posing global queries such as resources being tagged as
“Poznan” no matter which tagging site keeps them). Indeed, a tag set stands for a user’s
conceptual model about how to describe the content (e.g. tag “Ajax”), purpose (e.g. tag
“forProject1”) or quality (tag “interesting”) of resources [8,9]. Such conceptual model
is site independent. Unfortunately, there is not currently support for such a holistic view.

This paper describes a “tag management component”, TAGMAS, that allows for
a common way to handle tags no matter the tagging site (e.g. delicious, Flickr)
that frontended the tags. TAGMAS is proposed as an application for WindowsOS that
offers a global view of your tagging data. W3C-backed SPARQL [5] and SPARUL [6]
serve to query and update tagging data, respectively, and in doing so, blackboxes the
heterogeneity of the underlying tagging sites. No more need to learn either proprietary
APIs or protocol messaging.

The aim is to support tagging interoperability whereby tagging data produced in
one site can be seamlessly used in another. Even more important, global queries can
now be posed that expand all along the tagsphere. Last but not least, TAGMAS’ API
streamlines application development by abstracting the application from the location of
tagging data. As a proof of concept, one application has been implemented, tagfolio,
that provides a frontend to SPARQL query specification on top of TAGMAS.

The rest of the paper is organized as follows. Section 2 motivates this work through
an example. Section 3 describes query specification in TAGMAS by offering a global
view over tagging sites. Sections 4 and 5 go down to design and implementation details
by describing how TAGMAS query expressions are mapped to the proprietary APIs. We
evaluate the performance of TAGMAS in Section 6. Related work and some conclusions
end the paper.

2 Motivation

Consider you have to collect information about Poznan, no matter the format this
information is: a podcast, a picture or a website. Tagging sites help you by putting
the “wisdom of the crowds” into your hands: type the “Poznan” tag into your favourite
tagging sites, and you will recover a handful collection of resources. Although this
implies moving along distinct sites (e.g. del.icio.us, Youtube and Flickr), the effort could
be worth enough.

However, the difficulty frequently rests on finding the right tags to ask for. It is
not always easy to find a sensible collection of tags, more to the point if you are a
novice. But, after all, the “wisdom of the crowds” is there for novices, not for experts
which already have the background to find the right resources by themselves. Rather
than explicitly providing the tags themselves, novices can tap on someone else’s tags.
But tags do not exist independently but attached to a resource. Hence, we tap on a
given resource (e.g. the Wikipedia entry for Poznan), recover how it has been tagged in
del.icio.us (e.g. “OstrowTumski”, “OldBrewery”) and use these tags to query Youtube
or Flickr.

This approach certainly facilitates tag location for novices but it severely complicates
the procedure for resource retrieval: for each tag which characterises the resource
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Fig. 1. The Poznan tagfolio

http://en.wikipedia.org/wiki/Poznan at del.icio.us, do recover those pictures at Flickr
that have such tag. The tricky thing about the previous example is that not only does it
access two different sites (i.e. del.icio.us and Flickr) but these accesses are intertwined.
In terms of the relational algebra, the query is not just a union but a join.

If manually conducted this query is very tiresome to support. Going back and forth
between del.icio.us and Flickr is really not an option. What is needed is a declarative
query language that hides much of the distribution and diversity of the tagsphere. This
is the purpose of TAGMAS. On top of such query language, applications such as tagfolio
can be constructed.

Broadly, a tagfolio is a desktop folder that is defined through a query over the
tagsphere. When a tagfolio is opened, the query is executed, and the outcome populates
the folder. Figure 1 illustrates a tagfolio that “keeps” photos related with Poznan at
Flickr. The lower panel shows the content of the folder (initially empty). The upper
panel serves to specify a query à la Query-By-Example (QBE) [13], i.e. each row
denotes a selection on a single site, and join variables are denoted by using the same
variable name in two different rows (identified through a question mark).

Back to Figure 1, the first row states that photos from Flickr should be retrieved
(notice the tick in the first column). The condition to be fulfilled is provided by the
second row: the photo should at least share a tag (through the ?tag variable) with the
resource http://en.wikipedia.org/wiki/Poznan kept at del.icio.us. The outcome is then a
set of photo references together with the tags fulfilling the condition.

This use case illustrates tag interoperability at work. Instead of each application
having to face tag interoperability, this work advocates for a “tag management



66 O. Díaz, J. Iturrioz, and C. Arellano

Fig. 2. TagOnt ontology and a sample individual

component”, TAGMAS, that makes transparent the location of tagging data. This paper
focus on the query capability: query specification, query transformation and query
execution of disperse and heterogeneous tagging sites.

3 TAGMAS Query Specification

TAGMAS offers a global view over heterogeneous tagging sites. As known from
the database community, a key point to integrate different data sources is a formal
description of each data source that permits its automatic integration by machines,
and offers a common model for the user to express queries. This work uses RDF as
the data model, and introduces TagOnt as an ontology to integrate the distinct tagging
conventions [10].

TagOnt rests on the observation that in current tagging sites there is not semantic
formal agreement on the representation of the notion of tagging, “this means that
every system uses a different format to publish its tagging data, which prevents
interoperability and does not allow for machine-processability” [10].

Figure 2 depicts the main constructs of TagOnt together with an individual. The
central Element of the ontology is a Tagging, i.e. a tuple (resource, tag, time, tagger,
domain). The following properties are introduced: hasTaggedResource (which holds
the resource URL); hasTagLabel (i.e. the resource tags); isTaggedOn (i.e. date and time
of the tagging); hasTagger (i.e. person who did the tagging); and hasServiceDomain
that specifies the tagging site. The latter allows converting tagging data from existing
applications without losing its original context. In doing so, TagOnt allows for cross-
application tagging which is a must in our scenario.

Once the ontology is defined, operations should be available to query and populate
the knowledge base. To this end, SPARQL and SPARQL/Update Language (SPARUL)
are used. Figure 3 shows distinct examples based on TagOnt, namely:
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Fig. 3. SPARQL/SPARUL Query examples

– (A) obtain pictures at Flickr with carellano001 as the tagger, where at least one of
their tags has been used to tag also the bookmark
“http://en.wikipedia.org/wiki/Poznan” at del.icio.us,

– (B) attach tag “Poznan” to picture
“http://farm4.static.flickr.com/3299/3663279424_d73d853ceb.jpg” located at
Flickr with carellano001 as the tagger,

– (C) delete tags associated with picture
“http://farm4.static.flickr.com/3299/3663279424_d73d853ceb.jpg” which is kept
at Flickr with carellano001 as the tagger. Variables are denoted with an starting
question mark, e.g. “?tag”,

– (D) rename tag “Poznan” to “WISEVenue” with carellano001 as the tagger, so that
all resources are re-tagged (no matter the tagging site).

4 TAGMAS Query Transformation

Once the query has been created in SPARQL/SPARUL, using the TagOnt model, it is
then TAGMAS’ responsibility to transform SPARQL/SPARUL requests down to Calls to
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proprietary APIs. Next paragraphs outline the distinct steps (some of them are executed
in parallel) that TAGMAS follows to realize this process. The example query is used to
illustrate the details.

Group Triples in Datasets. First, the SPARQL query is re-arranged into Datasets
(see figure 4(1) and (2)). Datasets are a proposal for a query to expand along distinct
RDF graphs, where each graph consists of triples with subject, predicate and object.
When querying a collection of graphs, the GRAPH keyword is used to match patterns
against named graphs (i.e. a Dataset). Conceptually, the vision is like if each tagging
site was a RDF-graph provider. Unfortunately, this is not yet the case. However, we
would like to provide such an illusion since it accounts for aggregating SPARQL triples
based on its tagging site. Therefore, objects on the hasServiceDomain property become
GRAPH clauses. This GRAPH-based query is now the input to the next step.

Fig. 4. Example case of transformation: (1) SPARQL query; (2) Datasets; (3) Calls; (4) Execution
plan
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Table 1. From SPARQL triples to proprietary API operations (highlights are for our running
example)

Transform Datasets in Calls. In this step SPARQL triples belonging to the same
GRAPH (Dataset) are transformed to a single Call. Each tagging site offers a different
way to access the site resources. To isolate from this heterogeneity, a homogeneous
syntactic API has been defined. Figure 5 shows the methods of this interface, where
it can be observed that the interface is tightly coupled with TagOnt ontology, and
basically one method has been defined for each property of the TagOnt ontology. This
interface provides a site-independent way to handle resources (e.g. getTags specifies the
recovering of the resource’s tags regardless of how this operation is finally realised by
the site at hand). The transformation of these methods to the concrete API site method
has been delayed until execution step.

Table 1 summarises all possible combinations of triples that can appear in a
Dataset based on TagOnt properties. Column (a) holds predicate combinations
of the TagOnt ontology. Column (b) shows its Calls counterpart, where “?”
elements stand for variables, and upper case elements represent constants (e.g.
“URL”). Therefore, this table describes how to obtain Calls out of Datasets.
An example is given in figure 4(2) and (3): the del.icio.us Dataset becomes the
Call ?tag=getTags(“http://en.wikipedia.org/wiki/Poznan”, null) in accordance with
row6 rule (highlighted in table 1). Analogously, Flickr Dataset produces the Call
?photos=getResources(?tag, null) akin to the row11 rule, where the variable ?tag is
instantiated with tags obtained from the previous del.icio.us operation.
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Fig. 5. Site independant Call interface

Create the Execution plan. Now, it is the turn to consider dependencies among
Calls, i.e. whether output parameters of a Call become input parameters of another.
Two situations can arise:

– if no dependency exists then, a UNION expression is constructed. This means the
tagging sites are invoked concurrently and results are merged independently,

– if the output variable of a Call C1 is used as an input variable of the other Call C2
then, a JOIN expression is created with C1 and C2 as part of the outer and inner
loops, respectively.

The latter case arises in our running example: tags recovered after executing
?tag=getTags(“http://en.wikipedia.org/wiki/Poznan”, null) at del.icio.us, are used as
the input parameter for invoking ?photos=getResources(?tag, null) at Flickr (see
Figure 4(4)).

The JOIN expression implies that for each tag recovered from del.icio.us, a request
is issued to Flickr. The JOIN outputs the union of the set of Flickr pictures obtained in
each iteration. The Execution plan ends with the projection of the ?photos variable.

5 TAGMAS Query Execution

At this point, an Execution plan is available, but it can not yet be enacted since it
is described in terms of Calls which is not understood by tagging servers. "Tagging
drivers" are needed to map Calls into the specificities of each server. Each "tagging
driver" encapsulates the peculiarities of the tagging site at hand (e.g. protocol, data
format, etc). Since tagging sites do not provide such drivers, TAGMAS provides native
support for del.icio.us and Flickr.

The management of the "tagging driver" is realized by the TaggingDriverManager
component. This component hosts the drivers, and supports the interaction with the
distinct tagging sites using JTBC (Java TaggingSite Base Connectivity). JTBC mimics
JDBC specification where "tagging drivers" are used to encapsulate the specificities of
each tagging site.

This approach allows for new sites (e.g. CiteULike) to be introduced through
interface realization. If queries should now be expanded to CiteULike, interfaces
TaggingDriver, TaggingConnection and TaggingStatement should be implemented
that encapsulate the specificities of CiteULike (see Figure 6). The latter is
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Fig. 6. The structure of the Java TaggingSite Base Connectivity (JTBC)

just an implementation that realises each operation for the tagging site (e.g.
DeliciousGetTagsTaggingStatement, DeliciousGetDatesTaggingStatement). The
DeliciousGetTagsTaggingStatement class encapsulates the protocol, envelop strategy
and parameter details specific to del.icio.us getTags invocation. The figure 7 describes
how TAGMAS process previous del.icio.us Call
?tag=getTags(“http://en.wikipedia.org/wiki/Poznan”, null).

Fig. 7. Example snippet of a del.icio.us Call at execution stage

First, the driver is loaded (3) and the site’s name is used to obtain the specific
connection object that links to it (4, 5). This connection acts as a factory (software
pattern) and permits to obtain the concrete object statement related to an abstract
getTags operation (6). Finally the statement is executed (10) with the parameters
specified in sentences (7) and (8, 9).

6 Evaluation

This section evaluates TAGMAS, measuring what additional latency TAGMAS adds
compared to direct access without TAGMAS. For our measurements TAGMAS has been
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Table 2. TAGMAS overhead

Tagging Query Total Tagmas Tagmas
site (ms) (ms) %

Delicious getResources(tag) 2331 405 17.4
Flickr getResources(tag) 1032 427 41.4

Delicious getTags(resource) 3818 474 12.4
+ JOIN

Flickr getResources(tag)

deployed in an AMD Turion 64 X2 2 GHz CPU with 4GB of memory. The experiments
have been realized with a domestic 6Mbps WIFI LAN bandwidth.

We have not spent much effort to optimize TAGMAS; we have reused some general
purpose modules (i.e. Jena parser) that can be improved in next prototypes. Our main
goal was to demonstrate the viability of our experimental system. Nonetheless, our
results demonstrate that performance of our current prototype is competitive with other
remote access Web technologies and is fast enough to be usable in practice.

We measured the latency for two query types: simple selections and joins.
Table 2 shows the outcome. The first two rows correspond to a selection query (i.e.
getResources(tag)) for two remote sites, del.icio.us and Flickr. The last row amounts for
a join involving Flickr and del.icio.us (it is actually our running query). For each query,
we collected the total elapsed time in milliseconds (ms) (third column) and TAGMAS
latency removing net-time (fourth column). The last column holds the percentage
involved by TAGMAS.

The first insight is that TAGMAS latency keeps almost constant around 420ms, no
matter the query. Although the join expression takes around 50ms more to work out,
we do not think this is especially significant. Even in the presence of very efficient
servers such as Flickr, TAGMAS accounts for 41% of the total time. Not surprisingly,
network latency dominates the query time. This is specially so for joins where sites are
invoked several times. For our running example, network latency accounts for as much
as 87.6%. Even so, getting the results back for our example query is below 4 seconds, a
reasonable time assumed by any user in a prototyped tool.

7 Related Work

Starting with desktops striving to integrate resources disseminated across tagging sites,
Menagerie introduces “a framework that supports uniform naming, protection, and
access for personal objects stored by Web services” (e.g. tagging sites) [7]. It perceives
a tagging site as a file system: resources (e.g. Flickr photos) are files, and folders are
obtained after the local structures of the server (e.g. albums for Flickr, bundles for
del.icio.us). The rationales are similar to TAGMAS. The main differences stem from
how tagging sites are perceived. Somehow Menagerie replicates the tagging server
structure in the desktop filesystem. By contrast, TAGMAS perceives tagging sites as
sources of resources, and folders as views, i.e. queries over these tagging sites. This
has two important implications. First, the very same resource, e.g. a picture, can be
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virtually located at different tagfolios. You are not longer confined to locate a picture
in an album. And second, tagfolios are based on tags: if photos are recovered through
tags when directly accessing Flickr, the user will likely also use tags when accessing
Flickr from the desktop rather than forcing him to remember the album where photos
are kept. These two important advantages rest on the existence of a global schema for
tagging data.

Moving to the Web, ActiveRDF [12] is an object-oriented API for managing RDF
data that offers full manipulation and querying of RDF data. The aim is to embed
Semantic Web data into object-oriented languages. Here, resources and their description
are conceived as an RDF graph that, with the help of ActiveRDF, can be integrated
into OO languages. The integration is programmatic (i.e. through an API to manipulate
RDF structures). Unfortunately, tagging sites do not offer their data as RDF graphs but
through their own proprietary APIs. This is precisely one of the endeavours of TAGMAS,
i.e. to abstract away from this heterogeneity, and to provide an RDF integrated view
of the tagging data, no matter where it is located. ActiveRDF applications can then
capitalize on TAGMAS as a supplier of RDF graphs for tagging data. Therefore, the role
of ActiveRDF in our architecture would be at the application layer.

Keotag [1] is a tag-based metasearch web site that permits to search resources
annotated with tags in fourteen different tagging sites (del.icio.us, Technorati, Youtube,
Digg etc.). The user introduces a tag, clicks on the corresponding tagging-site icon,
and related resources are displayed. Queries are then single-site and multi-tag. By
contrast Xoocle [3] permits to search in some predefined tagging sites (del.icio.us,
Flickr, Technorati) based on the tags you kept at you Stumbleupon account. The user
enters his Stumbleupon username, and Xoocle displays a list of all his Stumbleupon
tags [2]. Next the user selects one tag, and Xoocle obtains all del.icio.us’, Flickr’s and
Technorati’s resources annotated with this tag. Xoocle is limited to single-tag queries
that always expand along the same tagging sites. TAGMAS expands Xoocle’s efforts by
providing an integrated and extensible architecture that allows for multi-tag, multi-site
queries... and updates.

8 Conclusions

This paper describes TAGMAS, an application for WindowsOS that encapsulates
heterogeneity of tagging site through SPARQL and SPARUL. The final aim is to
streamline the development of tagging-aware desktop applications that now do not have
to face such diversity. This will hopefully promote a new crop of tagging tooling that
capitalize on tags as the main conduit for localizing and organizing user resources in a
holistic way. As a proof of concept, an application, tagfolio, has been developed on top
of TAGMAS (i.e. using TAGMAS’ API).

Design decisions were taken to facilitate incorporation of additional tagging sites
into TAGMAS. Finally, our measurements demonstrate the practicality of our approach
for medium-scale environments.

Future work includes building drivers for other popular tagging sites (e.g. Youtube,
CiteULike), and providing cache strategies to speed up TAGMAS query processing. For
instance, the set of user tags tends to consolidate as time goes by. This makes this set a
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good candidate for caching. Depending on the query patterns, some caching strategies
can be envisaged for materializing fractions of the tagging data in a similar way to those
available for datawarehousing.
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Abstract. Under Social Tagging Systems, a typical Web 2.0 applica-
tion, users label digital data sources by using freely chosen textual de-
scriptions (tags). Mining tag information reveals the topic-domain of
users interests and significantly contributes in a profile construction pro-
cess. In this paper we propose a clustering framework which groups users
according to their preferred topics and the time locality of their tagging
activity. Experimental results demonstrate the efficiency of the proposed
approach which results in more enriched time-aware users profiles.

Keywords: Social Tagging Systems, user clustering, time, topic.

1 Introduction

Social Tagging Systems (STSs) constitute a Web 2.0 application and an emerging
trend where web users are allowed to manage and share online resources through
annotations. This user-driven approach of information creation and organization
is called folksonomy [1] and its strength lies in the fact that its structure and
dynamics are similar to those of a complex system, yielding in stable and knowl-
edge rich patterns after a specific usage period. In an STS, users are allowed to
use tags in the form of freely chosen keywords to describe publicly available Web
resources. They are not restricted by any pre-defined navigational or conceptual
hierarchies contributing, thus, in a knowledge space that is built incrementally
(by many users) in an evolutionary and decentralized manner.

In an STS, the resources that users share and the people they connect to
reveal their preferences. Moreover, the keywords they use to describe resources
reveal their viewpoint for the specific topic-domain that these resources refer
to [3]. However, despite the abundant user-provided data that has been aggre-
gated by STS and offer valuable information about their interests, only a few
studies in the literature take advantage of tagging systems for the purpose of
user profile extraction. A current research trend to extract patterns of users’ tag-
ging behavior is to employ clustering [7,2,9] for the analysis of the information
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contained in personomies [4]. Personomies refer to the set of tags and resources
that are associated with a particular user and contribute to the identification
of their multiple interests and to the extraction of more enriched and accurate
user profiles. Existing approaches are based on related tags included in different
personomies to identify users with similar interests [5,8]. Thus, users profiles are
modeled according to their relation with the different tag clusters [2,6]. However,
as tagging communities grow the added content and metadata become harder to
manage due to the increased content diversity, hence tags become less effective
in characterizing users preferences.

In this paper we propose a framework that groups STS users according to two
criteria: i) the topic-domain and ii) the time locality of users tagging activity.
Our work was inspired by [10] where the authors show that a time-aware clus-
tering approach results in a particularly enriched user clustering process. To this
context, the consideration of time aspect along with the topic of tags used by
STS users can characterize better and more accurately users interests. Moreover,
studying the time aspect of users activity can result in important conclusions
about the occasional and more regular users and could help in the evaluation
of users credibility. In STS, users rating process is significant because it can
contribute to more efficient tag recommendation mechanisms. Furthermore, an-
alyzing users activity over time is crucial in prediction applications which in turn
can affect load balancing application and improve the STS’s performance. In the
proposed approach time is considered by measuring users’ similarity in terms of
their tagging activity over a specific time period. The main contributions of our
work can be summarized as follows:

– We propose a framework to measure similarity between users of an STS, in
terms of both the topic and time aspect of their tagging activity.

– We apply a time-aware clustering algorithm that tunes the former criteria
according to a weight factor α

– We carry out experiments to evaluate the proposed framework’s perfor-
mance.

The rest of the paper is organized as follows: Section 2 presents the basic notation
and problem formulation. Section 3 describes the way we capture similarities be-
tween users and the proposed time-aware clustering algorithm. Section 4 presents
the experimentation while conclusions are discussed in Section 5.

2 Problem Formulation

As is has been described in Section 1, a Social Tagging System is a web-based
application, where users assign tags (i.e. arbitrary textual descriptions) to digital
resources. The digital resources are either uploaded by users or, are, already,
available in the web. The users are either “isolated” or, more commonly, members
of web communities (i.e. social networks) and their main motivation (for tagging)
is information organization and sharing. Let U denote the set of users, R the
set of resources, T a set of tags and A the set of user annotations (i.e. tag
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Fig. 1. A web-based social tagging system

assignments). Figure 1 depicts the basic structure of a web-based social tagging
system while Table 1 summarizes the basic symbols notation used in this paper.

Table 1. Basic Symbols Notation

Symbol Definition

m,n, l, p, d Number of users, resources, tags, user’s annotations and timeframes
(respectively)

U Users’ set {u1, . . . , um}
R Resources’ set {r1, . . . , rn}
T Tags’ set {t1, . . . , tl}
A User’s annotation set {a1, . . . , ap}
UTi The set of tags {tx, . . . , ty} which have been assigned by user ui

Definition 1 (Folksonomy of an STS). Given a Social Tagging System
(STS), its derived folksonomy F is defined as the tuple F = (U, R, T, A), where
A ⊆ U × R × T i.e. the users’ annotation set A is modeled as a triadic relation
between the other sets.

The above definition was initially introduced in [4] and is also adopted in our
approach.

We consider a particular time period P = {1, . . . , d} of d timeframes (i.e.
time intervals), during which we record users tagging activity. Two vectors Up

and Tp are used to capture the temporal activity of users and tags, respectively.
Specifically, for each user ui ∈ U , we define the vector Up(i, :) to track his
activity:

Up(i, :) = (Up(i, 1), . . . , Up(i, d))
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where Up(i, j), j = 1, . . . , d indicates the number of tags user ui has assigned
during the timeframe j. All the Up(i, :) vectors are organized in the m× d table
Up. For the set of tags T , we similarly define the Tp two dimensional l × d
table which consists of l Tp multidimensional vectors that describe each ti ∈ T ,
i = 1, . . . , l.
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� � �

	

�

�
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(a) Users (Up)
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(b) Tags (Tp)

Fig. 2. Temporal activity structures

Example 1. In Figure 2(a), which depicts the table Up, the fact that Up(2, 1) = 4
means that the user identified as 2 has assigned 4 tags during the first timeframe.
Similarly, in case of Figure 2(b), which describes Tp the fact that Tp(2, 2) = 6
indicates that the tag identified as 2 has been assigned 6 times during the second
timeframe.

Moreover, for each user ui we define a set UTi = {tx, . . . , ty} which includes the
tags that user ui has used in his annotations during a specific time period. For
example if the third user has assigned the tags “cat”, “dog” and “animal”, then
his annotation set will be UT3 = {cat, dog, animal}.

2.1 Capturing Similarities

The proposed framework performs users clustering considering their similarity
in terms of how related the topics of their interest are and whether their tagging
activity coincides in time. We consider that two users have common interests if
they share common annotations at the same time periods. Users’ annotations
reveal the topic of their interest. For example a user who tagged a set of photos
depicting sports, is considered to be interested in sports. However, if his tagging
activity took place during the Olympic games it means that the users’ interests
mainly focus on the Olympic games and that he is not a regular fan of sports.
Another user presenting similar tagging activity is considered to have common
interest and should therefore be assigned, by the clustering algorithm, to the
same cluster with the first one.

To measure distance between users with respect to the topic of their interests
we estimate their relation with the various tags. Specifically, we define that the
relation between a user ui and a tag tj corresponds to the maximum similarity
between the tags that have been assigned by user ui and the tag tj .
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Definition 2 (Users-Tags Similarity). The similarity SS(ui, tj) between a
user ui and a tag tj is defined as follows:

SS(ui, tj) = max(SemSim(tf , tj)), 1 ≤ f ≤ l, tf ∈ UTi (1)

For the estimation of the Semantic Similarity between two tags, we need to use
external resources (i.e. web ontologies, thesauri, etc) and a mapping technique
between tags and the resource’s concepts. In our work, we adopted the approach
described in [11], due to its straightforward application to our data, according
to which the semantic distance between two concepts is proportional to the path
distance between them. For example, let tx and ty be two tags for which we
want to find the semantic similarity and −→

tx , −→ty be their corresponding mapping
concepts via an ontology. Then, their Semantic Similarity SemSim is calculated
as:

SemSim(tx, ty) =
2 × depth(LCS)

[depth(−→tx) + depth(−→ty )]
(2)

where depth(−→tx) is the maximum path length from the root to −→
tx and LCS is the

least common subsumer of −→tx and −→
ty . Thus, from equations 1 and 2 we capture

the topic of interest of user ui expressed on the basis of the various tags. It
should be noted, that our approach is more advantageous compared to the one
that would consider a user to be related with a tag in case he has used it in his
annotation. According to the proposed approach a user is related to a tag in case
he has assigned one or more tags which are semantically close to the specific tag,
providing, thus, a more global perspective.

A common measure to capture similarity between two (same dimension) vec-
tors is the Cosine Coefficient which calculates the cosine of the angle between
them. In the proposed approach we use cosine similarity to compute time simi-
larity between a user ui and a tag tj . The calculated similarity is higher in case
that tags and users present activity at the same timeframes. Moreover, users
that present high similarity with the same set of tags are expected to have a
similar tagging activity over time.

Definition 3. The time similarity TS(ui, tj) between a user ui and a tag tj is
defined as follows:

TS(ui, tj) =
Up(i, :) · Tp(j, :)

|Up(i, :)| · |Tp(j, :)|
=

∑d
r=1 Up(i, r) · Tp(j, r)√∑d

r=1 Up(i, r)2 ·
∑d

r=1 Tp(j, r)2
(3)

Values of both SS and TS similarities fluctuate in the interval [0, 1], i.e. they
are of the same scale. Since vectors Up and Tp capture users preferences in terms
of topic domain and time, we can employ the squared Euclidean distance to
compute their between distances. Then, the evaluation of dissimilarity between
two users may be expressed by their distance that can be based either on the
topic or the time locality of their preferences.
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When only the topic of their interests is taken into account, the distance
between two users is calculated considering their relation to each of the involved
tags. Their distance is then defined as:

dtopic(ux, uy) = ||SS(ux, :) − SS(uy, :)||2

When only the time locality of their activity is considered, the distance between
two users is calculated over each of the d timeframes. In this case, the distance
between two users ux and uy is defined as follows:

dtime(ux, uy) = ||TS(ux, :) − TS(uy, :)||2

Let Uj denote one of the k user clusters obtained from the clustering process.
Membership of a user ui, where i = 1, . . . , n to a cluster Uj , where j = 1, . . . , k
is defined by the function f as follows:

f(ui, Uj) =
{

1 if ui ∈ Uj

0 otherwise

Considering the cluster Uj , we can define its center in the topic and time feature
spaces as follows:

Ctopic(j, :) =
∑n

i=1 f(ui, Uj) · SS(ui, :)
|Uj |

Ctime(j, :) =
∑n

i=1 f(ui, Uj) · TS(ui, :)
|Uj |

Then, the respective topic and time objective functions are calculated according
to the following equations:

Etopic =
k∑

j=1

∑
ui∈Uj

dtopic(ui, ctopic(j, :))

Etime =
k∑

j=1

∑
ui∈Uj

dtime(ui, ctime(j, :))

The coupling of the two objective functions can be treated as a multi-objective
optimization problem where the objective function is formulated as a weighted
sum of the Etopic and Etime objective functions. We define the objective function
E to capture the properties of the desired clustering solution:

E = α ∗ Etopic + (1 − α) ∗ Etime (4)

The weight factor α fluctuates in the interval [0, . . . , 1]. Then, at the one end,
when α = 1, E = Etopic, i.e. our solution proposes an assignment based only
on users’ topic of interest and completely discards the time aspect. At the other
end, when α = 0, E = Etime and the solution is based only on time locality
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of users’ preferences. For any other value of α the clustering solution considers
both criteria at balanced weights.

Based on the above, we define the Topic & Time aware Clustering prob-
lem as follows:

Problem 1 (Topic & Time aware Clustering). Given a set U of m users, a
set T of l tags, a set P of d timeframes, an integer value k, and the objective
function E, find a CL clustering of U into k clusters such that the E is minimized.

3 The Clustering Algorithm

The proposed clustering framework is a two-step process. In the preprocessing
step from the U , T and A datasets the SS and TS similarities are computed
which constitute the input to the main clustering process. The clustering process,
which is also completed in two steps, assigns users to clusters giving initially
priority to the topic of their interests and then refines clusters according to time
information. The overall process is depicted in Figure 3.
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Fig. 3. The clustering framework

In the initialization step, the K-means clustering is employed to produce the k
users’ clusters based on their preferences about the resources topic-domain. Next,
the reassignment step begins with the former k clusters and proceeds iteratively.
During each iteration, the algorithm computes the fluctuation of the objective
function E caused by moving each user ui to one of the rest k − 1 clusters.
If there exist some moves that lead to an improvement in the overall value of
the objective function, then ui is moved to the cluster that leads to the highest
improvement. If no such cluster exists, ui remains in his original cluster. The
reassignment phase follows K-means idea for its convergence, ending either after
a number of iterations or when the objective function improvement between two
consecutive iterations is less than a minimum amount of improvement specified.



82 V. Koutsonikola et al.

4 Experimentation

To carry out the experimentation phase and the evaluation of the proposed clus-
tering framework, a dataset from Flickr1 was used which consists of about 1200
users who assigned about 2500 tags to describe a set of 6764 images that referred
to four topic domains (ancient Greece, Olympics, earthquake and weddings). The
time period that the tagging activity was recorded is one year (September 2007-
August 2008). As a source of semantic information for tag concepts, we employed
the lexicon WordNet [12], which stores english words organized in hierarchies,
depending on their cognitive meaning. During the preprocessing phase, we have
removed tags that were not included in the wordnet database and were consid-
ered as noise. Moreover, users with very little tagging activity have been removed
because there were not sufficient evidence about their interests. Thus, we have
resulted in a time period of 210 days, that the remaing users have annotated
images.

In the first section of our experimentation our purpose is to evaluate how
effective the proposed clustering framework is in terms of obtaining more time-
aware users clusters. We have experimented for different values of parameter α
which indicates the gravity given to topic or time aspect according to Equa-
tion 4. Specifically, we have experimented with α values equal to 0.2, 0.5, 0.8
and number of clusters k = 4, 8, 12. Moreover, we studied clustering results alter-
ing the definition of timeframe, i.e. the time period on whose basis we examine
the users’ actions. For example, if we divide the overall time period (210 days)
in 7 intervals, then the timeframe’s duration is 30 days. In our work we have
experimented defining the timeframe’s duration equal to 1, 10 and 30 days.

To evaluate the performance of the proposed approach we initially depict
graphically users’ temporal tagging activity according to the clustering assigne-
ment. Our goal is to examine whether the proposed clustering framework man-
ages to identify users similarities over time and result in more accurate clusters,
in terms of their preferences’ time locality. We indicatively present the results for
k = 4 and timeframe’s duration equal to 10 days (i.e. we divide the overall time
period into 21 intervals). In Figure 4 we can see the tagging activity over time of
the members of each of the four obtained clusters at the end of the initialization
step of the clustering algorithm, where only the topic domain has been consid-
ered. As it is expected, there is no convention regarding the timeframe that the
users of each cluster assign the tags. This holds regardless of the α parameter
value since in the initialization step only the topic aspect is considered.

In Figures 5, 6 and 7 we present clusters after the reassignment step for
α = 0.8, 0.5 and 0.2. For α = 0.8 where more gravity is given to the topic
aspects, the reassignment step does not include that many users moves since
during the initialization step users are assigned in a way that the criterion of
topic domain is optimized. Setting the value of α equal to 0.5 the time and topic
aspects are equally considered. Thus, we expect that since the algorithm takes
time parameter into account, there will not be as much diversity, in terms of time,

1 http://www.flickr.com/
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Fig. 4. Users clusters at the end of the initialization step (α = 0.5)
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Fig. 5. Users clusters at the end of the reassignment step (α = 0.8)
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Fig. 6. Users clusters at the end of the reassignment step (α = 0.5)
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Fig. 7. Users clusters at the end of the reassignment step (α = 0.2)
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as there was in clusters obtained at the initialization step. Indeed, as depicted in
Figure 6 in two of the four obtained clusters we observe that users activity takes
place at the same timeframes (10 − 12 for the third cluster and 18 − 21 for the
fourth). For α = 0.2 where more gravity is given to the time aspect, we can see
that, as depicted in Figure 7, the algorithm results in three clusters that contain
users with identical temporal preferences. Users with different preferences in time
have been assigned to the third cluster. Experimenting with a higher number
of clusters we have concluded that users of the third cluster can be furthermore
divided and assigned to clusters where no such diversity in their behavior exists.

Table 2. Objective function improvements

α = 0.2 Number of clusters

Timeframe duration 4 8 12

1 9.25% 30.57% 47.37%

10 41.6% 62.82% 74.56%

30 53.68% 91.6% 92.27%

α = 0.5

1 0.06% 3.31% 25.02%

10 25.68% 42.06% 50.77%

30 38.1% 72.92% 75.42%

α = 0.5

1 0.06% 3.31% 25.02%

10 25.68% 42.06% 50.77%

30 38.1% 72.92% 75.42%

Next, we proceed in a quantitative analysis of the clustering results. Since we
do not apriory know how users of our dataset should be clustered, we do not have
any ground truth values of the dataset and therefore, we cannot use quantities
such as precision, recall and F-measure to evaluate the clustering results. Thus,
we use objective function values to evaluate clustering results for the different α
values and different timeframe definitions. In general, the objective function ex-
presses the sum of distances of each user belonging to a cluster from the cluster’s
centre and thus lower values of it indicate a better clustering scheme. Table 2
presents the improvements percentages (due to the decrease of objective func-
tion) for different values of α and timeframe’s duration. According to the results,
we can see that in all cases, lower values of α result in higher improvements since
in that case more gravity is given to the time aspect. Thus, the initial clusters
that were created according to the topic domain of users preferences will be con-
siderably refined to achieve optimization in terms of time criterion. Moreover,
we observe that an increase in timeframe’s duration results in higher improve-
ments. This is due to the sparseness that our dataset presents, i.e. during the
time period of 210 days, both users and tags do not present frequent tagging
activity. Thus when we create more compact time structures, tables Up and Tp

become less sparse resulting in higher values of similarity between users and
tags (calculated using Cosine Coefficient). Consequently, the TS table carries
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information that diversify users more, causing more reassignments and higher
improvements in objective function values. The appropriate definition of time-
frame differentiates according to the dataset nature and significantly affects the
clustering results.

5 Conclusions and Future Work

This paper proposes a framework to incorporate time aspect while clustering
users of a Social Tagging System. According to the presented approach an initial
set of users clusters is created where users are assigned to clusters according to
the topic-domain of their interests as indicated by the tags they have assigned to
describe resources. Then, users clusters are refined according to the time locality
of their tagging activity resulting in more enriched and time-aware clustering re-
sults. The degree that the topic and time aspects are considered varies according
to the value of a parameter α. Taking both topic and time aspects into account
results in more enriched users’ clusters whose members present resemblance on
the topics of their interest and the time locality of their tagging activity. The
results of the proposed approach can be beneficial for the identification of regular
and non regular users, tagging recommendation systems (e.g. identifying a user’s
summer interests), prediction mechanisms and load balancing applications e.t.c.

In the future, we plan to extend our work so as to provide a framework that
will incrementally check clusters validity at later time points and it will be able
to reassign users membership to clusters. This is important since users interests
as well as their tendency to use a social tagging system may change over time.
For example users that used to be non regular users of an STS may be very
interested in a topic and thus present significant tagging activity and become
regular users for a specific period. Thus, our work can be extended so as to
operate in a more incremental way. Moreover, we plan to address the issue of
leveraging the tuning parameters (i.e. parameter α and timeframe’s duration)
by studying their affect on the obtained clusters and providing mechanisms that
will automatically detect their values that result in more knowledge enriched
clusters.
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Abstract. Social tagging is an increasingly popular phenomenon with
substantial impact on the way we perceive and understand the Web. For
the many Web resources that are not self-descriptive, such as images,
tagging is the sole way of associating them with concepts explicitly ex-
pressed in text. Consequently, users are encouraged to assign tags to Web
resources, and tag recommenders are being developed to stimulate the
re-use of existing tags in a consistent way. However, a tag still and in-
evitably expresses the personal perspective of each user upon the tagged
resource. This personal perspective should be taken into account when
assessing the similarity of resources with help of tags. In this paper, we
focus on similarity-based clustering of tagged items, which can support
several applications in social-tagging systems, like information retrieval,
providing recommendations, or the establishment of user profiles and the
discovery of topics. We show that it is necessary to capture and exploit
the multiple values of similarity reflected in the tags assigned to the
same item by different users. We model the items, the tags on them and
the users who assigned the tags in a multigraph structure. To discover
clusters of similar items, we extend spectral clustering, an approach suc-
cessfully used for the clustering of complex data, into a method that
captures multiple values of similarity between any two items. Our exper-
iments with two real social-tagging data sets show that our new method
is superior to conventional spectral clustering that ignores the existence
of multiple values of similarity among the items.

1 Introduction

Social tagging is the process of saving bookmarks to a public Web site and tag-
ging them with free-text keywords. With social tagging, a user expresses the own
perspective on items, i.e. Web resources like images, videos, scientific papers, thus
allowing other like-minded users to find the same information. The success of
social tagging resulted to the proliferation of sites like Delicious, Citeulike, Digg,
or Flickr. Such sites contain large amounts of tagged data that can be clustered
on similarity and then used in information retrieval in social-tagging systems,
for the formulation of recommendations in them [8,11], or for the establishment
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of user profiles and the discovery of topics, among other applications. However,
similarity-based clustering of socially tagged items calls for methods that take
account of the personalized perspectives posed by the users upon the items they
tag. In this study, we deal with this challenge by proposing an innovative model
for socially tagged items, in which we allow for multiple similarities per item.
For this model, we use spectral clustering with tensor factorization. The clus-
ters consist of items that are deemed similar by multiple users, even if each one
considers them similar for different reasons!

The need for a new model emerges from the very nature of social tagging: data
in a social-tagging system have three dimensions - the items, the users annotating
them and the tags used for annotations. There is a 3-way relationship among
these three dimensions; in classic database terminology, this means that the
data cannot be brought into third normal form. Since conventional clustering
algorithms model data in two-dimensional arrays (the rows are the items, the
columns stand for the features), the 3-way relationship is solved by projecting
away the third dimension: clustering is performed over items-users or items-tags
arrays. Obviously, this incurs the loss of valuable information contained in the
3-way relationships.

Nevertheless, even when projecting one dimension away, the clustering of so-
cially tagged items is challenging. The main reasons are the size of the feature
space (large number of users or tags) and the complex cluster shapes. Spectral
clustering algorithms lend themselves for such data. They capture similarity by
spanning a graph structure, in which each item is connected to the k items most
similar to it. By concentrating on the k nearest neighbors of each item, spec-
tral clustering methods effectively project the data into a smaller, transformed
feature space, in which they can detect complex clusters and suppress noise
[13]. We exploit these properties by extending, however, spectral clustering to
deal with all three dimensions of socially-tagged data without projecting any
dimension.

In particular, we propose the computation of multiple similarity values for
each pair of items to account for the fact that when all three dimensions are
considered, the similarity between two items depends both on the users who
tagged them and on the tags they used. To perform spectral clustering with
multiple similarity values, we generalize the idea of a similarity graph into a
similarity multigraph that has multiple edges between any two nodes. Similarity
values on a graph would have been recorded on a conventional similarity matrix;
for a multigraph, we must use a tensor, i.e. a multi-dimensional matrix. Spectral
clustering on a matrix corresponds to matrix factorization with Singular Value
Decomposition (SVD); accordingly, we perform tensor factorization.

The rest of the paper is organized as follows. Section 2 reviews related work.
In Section 3 we give an overview of the proposed approach. Then, in Section 4
we describe our data model in detail and in Section 5 we present our clustering
algorithm. In Section 6 we report on our comparison against a conventional
spectral clustering method that only captures two-way relationships between
items and users and between items and tags. We conclude in Section 7.
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2 Related Work

The problem of clustering social data has recently started to attract attention.
Giannakidou et al. [3] propose a co-clustering scheme that exploits joint groups
of related tags and social data sources, in which both social and semantic aspects
of tags are considered simultaneously. Their objective is to improve the retrieval
of resources by exploiting their relation to tags. We also exploit the relation of
items to tags, but not only: we capture also the relation of tags to users. Instead
of co-clustering items with tags, we build solely clusters of items. For building
these clusters, both the relation of items to tags and of tags to users are exploited
to induce multiple similarities between items.

The need to cluster data with multiple similarity measures has been recog-
nized only recently, as applications with very complex data structures started to
proliferate. Seele et al have studied the problem of clustering bibliographic data
with multiple similarity values [9]. They examined six different similarities on a
collection of journal articles by considering, among others, similarities between
words in abstracts, between names of authors co-citations etc. These similarities
are predefined. In contrast, we induce multiple similarities from the tags, i.e.
make no a priori assumptions as to their nature and number.

Shashua et al. [10] proposed the use of tensor factorization to cluster data that
exhibit n-wise similarities, i.e. the definition of similarity involves more than two
objects. Our problem specification is different: we consider pairwise similarity
between objects, i.e. n = 2, but we take account of many pairwise similarities
between any two objects.

Banerjee et al. [1] propose a method for multi-way clustering on tensors, thus
extending co-clustering from matrices to tensors. However, their objective is to
cluster different types of entities that are connected with relation graphs, rather
than clustering items with multiple similarities.

3 Overview of Proposed Approach

Existing spectral clustering algorithms [13] first compute the k-NN similarity
graph, which connects every item with its k-NN. Next, the Laplacian graph of
the k-NN similarity graph is used instead, because of the benefits it offers, i.e.,
it is always positive-semidefinite (allowing its eigenvector decomposition) and
the number of times 0 appears as its eigenvalue is the number of connected
components in the k-NN similarity graph. Due to these convenient properties,
if c clusters are required to be found, spectral clustering algorithms proceed by
computing the c eigenvectors that correspond to the c smallest eigenvalues, and
represent each original item with as a c-dimensional vector whose coordinates
are the corresponding values within the c eigenvectors. With this representation,
they can finally cluster the c-dimensional vectors using simple algorithms, like
k-means or hierarchical agglomerative.

As described in Introduction, differently from conventional spectral clustering
algorithms, our proposed approach considers multiple similarity values between
each pair of items. In particular, let U be the set of all users. For a given tag t,
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let U1 ⊆ U be the set of users that tagged an item i1 with t, whereas U2 ⊆ U
be the set of users that tagged an item i2 with t too. We can define a similarity
value between i1 and i2 as follows. We form two vectors v1 and v2, both with |U |
elements that are set to 1 at positions that correspond to the users contained
U1 and U2, respectively, whereas all rest positions are set to 0. Therefore, the
similarity between i1 and i2 is given by the cosine measure between the two
vectors v1 and v2. Since the above process can be repeated for all tags, the
result is several similarity values between each pair of items i1 and i2. The set
of all multiple similarity values are tag-aware and reflect the personalized aspect
of similarity perceived by the users (e.g., two users may tag the same item but
using entirely different tags).

To account for the various similarity values between each pair of items, we
extend (Section 4) the k-NN similarity graph to a k-NN multidigraph that is the
union of multiple simple k-NN graphs, one for each distinct tag. The adjacency
matrix of a k-NN multidigraph forms a tensor, i.e., a multidimensional array.
In order to attain the aforementioned advantages of the Laplacian, we propose
a method (Section 5.1) to extend towards the construction of the Laplacian
multidigraph, whose adjacency matrix is again represented as a tensor. To map
each item to a feature space comprised from spectral information extracted from
the Laplacian tensor, we describe (Section 5.2) how to use tensor factorization
that extends SVD to multidimensional arrays. Finally, based on the computed
features, we describe (Section 5.3) how the clustering is performed. To help
comprehension, throughout the rest of the article we use a running example
with the following data.

Example 1 (Data representation). We assume 3 users, U1, U2, and U3, who assign
tags to 4 items (henceforth ‘items’ for simplicity), I1, . . . , I4, from a tag-set with
3 tags, T1, . . . , T3. Each assignment comprises a triple of the form (user, item,
tag). The 9 triples of the example are given in Figure 1a, whereas we additionally
denote (in the first column) the ID of the triple. The corresponding view of the
data as tripartite graph is depicted in Figure 1b. In this figure, the numbered
labels on the edges correspond to the triple IDs in Figure 1a. For instance, the
first triple (ID = 1) is: U1 tagged I1 with T1. In Figure 1b this corresponds
to the path consisting of all edges labelled as 1. To avoid cluttering the figure,
parallel edges (i.e., edges between the same two nodes) with different labels are
depicted as one with different labels separated by comma. In this example, we
assume that items I1 and I2 form one cluster, whereas items I3 and I4 form a
second cluster. This follows by observing in Figure 1b that, although users tag
items from both clusters, they assign different tags to the first cluster than the
second. Therefore, the relationships between items-users alone are not able to
determine a clustering structure among the items. In contrast, when considering
the 3-way relationships between items-users-tags, we are able to better detect
the clustering of items.1 �
1 Although this example focuses on the comparison between items-users-tags and

items-users relationships, we have to note that we have also verified experimentally
that the former are preferable against items-tags relationships, as well.
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ID User Item Tag

1 U1 I1 T1

2 U2 I2 T1

3 U2 I1 T1

4 U2 I3 T2

5 U3 I3 T2

6 U3 I4 T2

7 U1 I3 T3

8 U3 I3 T3

9 U3 I4 T3

(a)
(b)

Fig. 1. Running example: (a)Input data. (b) Illustration of the tripartite graph.

4 Modelling the Multiple Similarity Values

In this section, we describe the modelling of multiple similarity values with a
k-nearest-neighbor multidigraph. A multidigraph is a directed graph permitted
to have multiple directed edges (henceforth, simply called edges), i.e., edges with
the same source and target nodes.

The input tripartite graph (like in the example of Figure 1b) can be parti-
tioned according to the tags. For each tag t, we get the corresponding underlying
subgraph Bt, by keeping users and items that participate in triples with this
tag.

Example 2 (Partitioning of tripartite graph). For the example of Figure 1, the
partitioning results to 3 (due to the existence of 3 tags) bipartite subgraphs,
which are depicted in Figure 2: Figures 2a, b, and c correspond to the subgraphs
BT1 , BT2 , BT3 , for the tags T1, T2, and T3, respectively. �

Each bipartite subgraph is represented with its adjacency matrix Bt (1 ≤ t ≤
|T |), whose size is |I|× |U |; that is, its rows correspond to items and its columns
to users. (Henceforth, wherever there is no ambiguity, we use interchangeably
the same symbol for a graph and its adjacency matrix.) Each element Bt(i, u)
is equal to 1, if there is an edge between the item i and user u, or 0 other-
wise. Therefore, from each adjacency matrix Bt we can compute between every
pair of items i, j (1 ≤ i, j ≤ |I|), a similarity measure according to the values
in their corresponding rows Bt(i, :) and Bt(j, :). Following the widely used ap-
proach for 2 dimensional matrices (like document-term in information retrieval
or user-item in CF), we consider the cosine similarity measure between every pair
of items.
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Fig. 2. Partitioning of the tripartite graph of the running example

Having defined a similarity measure, from each subgraph Bt (1 ≤ t ≤ |T |), we
can compute the corresponding k-nearest neighbor (k-NN) graph, Nt, which is
a labelled and directed graph (digraph). The node set of each Nt corresponds to
the set of items (i.e., each item has a corresponding node). The edge set consists
of ordered pair of nodes. There is an edge between items i and j (1 ≤ i, j ≤
|I|), if j is among the k nearest neighbors of i. Each edge is labelled with the
corresponding similarity value.

By considering all k-NN digraphs together, we form the k-NN labelled mul-
tidigraph, N . The node set of N corresponds to the set of items (i.e., each item
has a corresponding node). The labelled edges of N is a multiset resulting from
the union of the labelled edges of all Nt for 1 ≤ t ≤ |T |. N summarizes the
information about multiple similarities, according to the different tags between
all items.

Example 3 (k-NN multidigraph). For the 3 subgraphs in Figure 2, the resulting
k-NN multidigraph N , for k = 1, is depicted in Figure 3a. The multiple edges
between the nodes of N denote the different similarities between the items, ac-
cording to the different tags. In Figure 3a, the edges representing similarities
according to tag Ti (1 ≤ i ≤ 3) are annotated with Ti and then follows the
corresponding similarity value.2 Notice that N correctly captures the clustering
structure: edges exist only between items of the same cluster, i.e., between I1, I2
for the first cluster and between I3, I4 for the second. Conversely, in Figure 3b,
which depicts the k-NN digraph (not a multidigraph) when only user-item rela-
tionships are considered, the separation of clusters is not clear. �

2 In this small example, to avoid numerical problems, we assign similarity equal to
0 when at least one item has no edge at all in the corresponding bipartite graphs.
Moreover, to avoid cluttering the graph, only the non-zero similarities are depicted.
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Fig. 3. The k-NN multidigraph for the running example

5 The Proposed Clustering Algorithm

5.1 Constructing the Laplacian Tensor

For each k-NN digraph Nt (1 ≤ t ≤ |T |) of N , compute Dt as a diagonal matrix
whose diagonal elements are defined as follows:

Dt(i, i) =
|I|∑

j=1

Nt(i, j) (1)

The Laplacian matrix, Lt, of each Nt is computed as follows [7]:

Lt = 1I − D
−1/2
t NtD

−1/2
t (2)

where 1I is the identity matrix.
The Laplacian tensor of N is, therefore defined as L ∈ R

|I|×|I|×|T |, whose
elements are given as follows:

L(i, j, t) = Lt(i, j) (3)

Thus, each matrix Lt, for 1 ≤ t ≤ |T |, comprises a frontal slice in L.

Example 4 (Laplacian tensor). For the k-NN multidigraph of Figure 3, the re-
sulting 3-mode Laplacian tensor is depicted in Figure 4, having as frontal slices
the 3 Lt matrices (1 ≤ t ≤ 3). �

The Laplacian tensor L has 3 modes (illustrated with red arrows in Figure 4):
the first mode corresponds to the items, the second mode to the neighboring
items, and the third mode to the tags. To perform spectral clustering, we are
interested in extracting the spectrum of L for the first mode. This procecure is
explained in the following.
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Fig. 4. The Laplacian tensor of the running example

5.2 Factorizing the Laplacian Tensor

In this subsection, we summarize the factorization of the Laplacian tensor using
Tucker decomposition [5], which is the high-order analogue of the Singular Value
Decomposition (SVD) for tensors. The factorization of the Laplacian tensor will
produce the required spectrum of its first (corresponding to items) mode.

First, we have to define the n-mode product T ×n M between a general N -
order tensor T ∈ R

I1×...×IN and a matrix M ∈ R
Jn×In . The result is an (I1 ×

I2× . . .×In−1×Jn×In+1× . . .×IN)-tensor, whose entries are defined as follows
(elements are denoted through their subscript indexes):

(T ×n M)i1i2...in−1jnin+1...iN =
∑
in

Ti1i2...in−1inin+1...iN Mjnin (4)

Since L is a 3-order tensor, we henceforth focus only on 1-mode, 2-mode, and
3-mode products.

The Tucker decomposition of the 3-order tensor L can be written as follows [6]:

L ≈ C ×1 P1 ×2 P2 ×3 P3 (5)

The P1 ∈ R
|I|×|I|, P2 ∈ R

|I|×|I|, P3 ∈ R
|T |×|T | are called the mode-1 (items),

mode-2 (neighboring items), and mode-3 (tags) projection matrices, respectively.
The 3 projection matrices contain the orthonormal vectors for each mode, called
the mode-1, mode-2 and mode-3 singular vectors, respectively. C is called the
core tensor and has the property of all orthogonality. Nevertheless, unlike SVD
for matrices, C is not diagonal. Recently, several algorithms have been proposed
to efficiently compute the components of the Tucker decomposition. Due to lack
of space, more details about the algorithms and their complexity can be found
in a recent survey on tensor factorization [5].
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Having performed the Tucker decomposition of the Laplacian tensor L, we
are interested in the mode-1 singular vectors that are stored in P1. A frequently
followed approach in spectral clustering, when c clusters are required, is to select
the c eigenvectors associated to the c smallest eigenvalues [13]. Similarly, we
select the c mode-1 singular vectors in P1 associated to the smallest singular
values in the core tensor C.

Example 5 (Selection of the mode-1 singular vectors). By performing the Tucker
decomposition of the Laplacian tensor of the running example (Figure 4), the
two selected mode-1 singular vectors from P1 (recall that in the running example
we have two clusters of items) are the following:

[0, 0, 0.71, 0.71]T and [0.71, 0.71, 0, 0]T �

5.3 Performing the Spectral Clustering

To find c clusters of items using the c mode-1 singular vectors that where com-
puted and selected during the factorization of the Laplacian tensor, we apply
the following steps: (1) Normalize the c selected mode-1 singular vectors to have
norm equal to 1. (2) Form a matrix X ∈ R

|I|×k, whose columns are the normal-
ized c selected mode-1 singular vectors. (3) Associate each item i to a point xi

whose coordinates are the contents of the i-th row of X . (4) Choose a distance
metric for the (xi)i=1,...,|I| points. (5) Cluster the points (xi)i=1,...,|I| into c clus-
ters using a clustering algorithm, according to the chosen distance metric. (6)
Assign each item to the cluster of its associated point.

Due to the properties of the Laplacian tensor, in practice (and similarly to
conventional spectral clustering on Laplacian graphs), the points in X can be
easily clustered (Step 5) using simple and well known algorithms. In the se-
quel we consider hierarchical agglomerative algorithms for this purpose based
on Euclidean distance (Step 4).

Example 6 (Clustering of items). After normalizing the vectors selected in Ex-
ample 5, we get the X matrix depicted in Figure 5a. A simple hierarchical
clustering algorithm, based on Euclidean distance, can easily detect two clus-
ters, the first consisting of the first two points, whereas the second of the latter
two points. This result is in accordance to the clusters assumed in the running
example, i.e., the first one with the items I1, I2 and the second with the items
I3, I4. To exemplify the effectiveness of the proposed representation, we can con-
trast the aforementioned result with the one obtained when performing spectral
clustering without taking into account the information of tags. In this case, the
corresponding X matrix is computed by taking the Laplacian matrix based only
on items-users relationships, that is, originally we have a matrix where a user-
item combination is set to 1 when the user tagged at least once the item. In
this case, the resulting X matrix is depicted in Figure 5b. Evidently, in the lat-
ter case a clustering algorithm is not able to correctly detect the two clusters,
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X =

⎛
⎜⎜⎝

0 1
0 1
1 0
1 0

⎞
⎟⎟⎠

(a)

X =

⎛
⎜⎜⎝

0 0
1 0
0 0
0 1

⎞
⎟⎟⎠

(b)

Fig. 5. The mapping when considering (a) items-users-tags (b) items-users

because items I1 and I4 will be incorrectly assigned to the same cluster (due to
their identical coordinates), whereas either I2 or I3 will join the cluster of I1, I4,
as their distance from each other is higher than their distance from I1, I4. �

Therefore, the proposed approach can better detect the clustering, because it
fully exploits all items-users-tags relationships. This is verified with the experi-
mental results in the following section.

6 Experimental Evaluation

6.1 Experimental Configuration

We experimentally tested the proposed method, denoted as Tensor-based Spec-
tral Clustering (TSC). The baseline method is the Spectral Clustering (denoted
as SC), which applies spectral clustering on the item-user 2 dimensional matrix
with elements set to 1 when the corresponding item has been tagged at least
once (no matter the tag) by the corresponding user.3 Both TSC and SC have
been implemented in Matlab using the same components. Tensor factorization
was computed using the Tensor toolbox4.

We consider two real social-tagging data sets. The first one is Movielens
(downloaded from www.grouplens.org/node/73), which contains tags provided
by users on movies. Associated information is available for movies. In our ex-
periments we selected the genre (e.g., comedy, drama, etc.), where notice that
each movie can belong to more than 1 out of 18 total genres. The second data
set is Bibsonomy (provided by the authors of the paper [4]), which contains tags
provided by users on Web resources (we excluded the tags of this data set that
were given to scientific articles).

Social-tagging data present problems like tag polysemy and sparsity. To ad-
dress them, we applied the widely used technique of Latent Semantic Indexing
(LSI) [2] and reduced the number of dimensions in the modes of users and tags,
by maintaining a percentage of them. This reduction was performed by modelling
the original triples as a 3-mode tensor and applying Tucker decomposition [5].

3 We have to note that we performed the same comparison against spectral clustering
on a item-tag 2 dimensional matrix and found that it is outperformed by TSC as
well. We omit the presentation of these results due to lack of space.

4 http://csmr.ca.sandia.gov/∼tgkolda/TensorToolbox/
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The item mode is left unchanged, whereas the number of maintained users and
tags after this process is expressed as a percentage (default value 30%) of the
original number of users and tags (for simplicity we use the same percentage
for both). SC also utilize this technique by maintaining the same percentage for
users or tags.

For the fifth step of the spectral clustering algorithm, we examined the Un-
weighted Pair Group Method with Arithmetic mean (UPGMA) hierarchical al-
gorithm that defines the distance between two clusters as the average of the
distances of all object pairs, selecting one object per cluster. We considered
further hierarchical algorithms, but found that UPGMA performed best.

To measure the quality of the clustering results, we have used the measures of
entropy (the lower the better) and Jaccard coefficient (the higher the better) to
evaluate a clustering against the explicit class labels of Movielens. To measure the
quality of one clustering (both Movielens and Bibsonomy) we used the silhouette
coefficient (the higher the better). These measures are defined as follows [12].

Let ζ be a clustering and ξ be the set of classes. JaccardCoeff(ζ, ξ) =
f11

f11+f01+f10 , where f11 is the number of records of the same class that were
put in the same cluster of ζ, f10 is the number of records that were put in the
same cluster of ζ but belong to distinct classes, and f01 is the number of records
that belong to the same class but appear in different clusters. The entropy mea-
sures the degree to which a cluster contains tuples belonging to a single class:
entropy(ζ, ξ) =

∑
Cu∈ζ |Cu|e(Cu)
|∪Cv∈ζCv| , where the probability that a tuple in C belongs

to Lv is puv = |Cu∩Lv|
|Cu| and The entropy of Cu is e(Cu, ξ) =

∑
Lv∈ξ puvlog2puv.

To compute the silhouette coefficient of a tuple x in cluster C ∈ ζ, we calculate
its average distance ax from all other tuples in C and from the t uples in the
clusters of ζ \ {C}, say bx. Then s(x) = (bx−ax)

max(ax,bx) . The silhouette of C is the
average silhouette of its members. The silhouette for the clustering silhouette(ζ)
is the average over the cluster silhouettes, weighted with cluster cardinalities.

6.2 Experimental Results

We experimentally compare TSC and SC and examine sensitivity against the
following parameters: the number of neighbors, k (default value 10) and the per-
centage of maintained users/items (default value 10%). We examine a varying
number of clusters c that, following the approach of conventional spectral clus-
tering algorithms [13], we considered it as a user-defined parameter. Therefore,
the number of clusters vary up to 18 for Movielens (which is the number of
distinct genres) and up to 20 for Bibsonomy.

Figures 6a–c present the results for the Movielens data set against varying
number of clusters. The measures are Jaccard coefficient, Entropy, and Silhou-
ette coefficient. In all cases, TSC performs favorably against SC. Analogous
conclusion is drawn for the Bibsonomy data set, the results for which (only Sil-
houette coefficient is applicable) are presented in Figures 6d.
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Fig. 6. Experimental results for Movielens and Bibsonomy data set

We tested the sensitivity against the number of nearest neighbors, k, that is
used during the creation of the k-NN multidigraph. Figures 7a and b present the
results for Movielens and Bibsonomy, respectively. In both cases we require the
maximum number of clusters that were examined in the previous experiments
(for brevity, for Movielens we present only Silhouette coefficient). When k is very
low, the performance of TSC can be negatively affected, because not enough sim-
ilarity information is captured. For k values in the range between 10 and 20, best
performance is attained. Then, as k increases, performance deteriorates, because
noise incurs (TSC considers items that are not truly neighbors). Analogous re-
sults hold for SC, although deterioration is less pronounced. Nevertheless, in all
cases TSC is superior to SC.

Next, we measured the impact of the percentage of maintained users/tags.
Figures 8 a and b present the results for Movielens and Bibsonomy, respectively.
Again, we required the maximum number of clusters, whereas k is set to 10.
As expected, for both TSC and SC, as the percentage of maintained users/tags
increases, performance is reduced due to the problems described in Section 6.1.
However, TSC is able to attain much better performance than SC even for
higher percentage of maintained users/tags, which means that TSC can better
cope with these problems.
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Fig. 7. Experimental results on sensitivity to the number of nearest neighbors, k
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Fig. 8. Experimental results on sensitivity to the percentage of maintained users/tags

7 Conclusions

We have considered the data mining task of clustering items (e.g., Web resources,
images, scientific papers, etc.) stored in social-tagging systems. To overcome the
problems of existing approaches and avoid breaking the original 3-way relation-
ships that are present in social-tagged data, we proposed the extension of the
popular spectral clustering algorithms to directly handle all dimensions without
suppressing them with 2-way relationships. The proposed approach consists of
the following contributions: (i) We provided the insight that it is necessary to
capture and exploit the multiple similarity values reflected in the tags assigned
to the same item by different users. (ii) To support multiple similarity values, we
extended the modeling based on k-NN similarity graphs by using k-NN similarity
multigraphs, which allow the existence of multiple edges between two nodes. (iii)
We modeled the multigraph structures as tensors (i.e., multidimensional arrays)
and extended the popular spectral-clustering algorithms by developing a method
to construct their corresponding Laplacian tensors. (iv) We described the use of
tensor factorization, which extends the Singular Value Decomposition (SVD)
to multi-dimensional arrays, to extract spectral features from the Laplacian
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tensors. (v) Our experimental results with real data indicate the clear advan-
tage, in terms of quality of the final clustering, of the proposed method against
conventional spectral clustering that suppresses the original data by considering
only 2-way relationships.

As future work, we will extend the proposed clustering method in other kind
of data, like documents. Also, we plan to develop model-based CF algorithms
that will exploit the proposed clustering method.
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Abstract. An Aspect-oriented Programming (AOP) based approach is
proposed to perform context-aware service composition on the fly. It re-
alises context-aware composition by semantically weaving context into
static Web service composition. A context weaver is implemented based
on the proposed approach. The proposed semantic weaving allows ser-
vices to be composed in a systematic way with changing context.

1 Introduction

In recent years, Web service composition has attracted increasing attention in
the research community. However, it is far from trivial [1,2]. In addition to func-
tional and nonfunctional requirements, a fully workable context-aware service
composition requires the context to be taken into account.

Context is any information (e.g., location and time information), which can be
used to characterise the situation to which the Web service is being applied. In-
formation such as location and time may change over time. Context is recognised
as important and has been widely studied in the field of Mobile and Pervasive
Computing [3,4]. It needs to be explicitly described and managed in Web ser-
vice composition so that different participating Web services can be connected
correctly. Several papers [4,5,6] have identified different context dimensions for
different types of Web services, and various attempts have been made to cope
with the utilisation of the context. However, they provide little guideline on how
to use dynamically changing context in service composition.

Achieving context-aware service composition is challenging [7]. Some methods
include hard-coding context and the use of Aspect-oriented programming. Hard-
coding context approaches assume that context remains unchanged throughout
the service life cycle. In fact, the context of a Web service changes as the state of
a predefined environment evolves. Take the popular travel package for example.
Assuming a user sends a request to the composer to book a travel package to
the Gold Coast in Australia. The user also requires tickets to the Gold Coast
Theme Parks (e.g., the Dreamworld, Movie World, and Sea World). This ex-
ample involves Web services that manage booking the flight, hotel, car rental
and ticket (e.g., flightBooking, hotelBooking, carRental, and ticketBooking). Con-
sider now the user is based in a non-English speaking country. The challenge is
to take this contextual information into service composition efficiently without
reconstructing the entire composition from scratch.

G. Vossen, D.D.E. Long, and J.X. Yu (Eds.): WISE 2009, LNCS 5802, pp. 101–114, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Aspect-oriented programming (AOP) [8] is an effective module mechanism
used in software engineering for separating crosscutting concerns from primary
concerns. For example, logging the execution results of some Java methods for
debugging is a crosscutting concern since the logging operation may need to
appear in multiple classes and methods. In AOP, the logging operation is en-
capsulated by an aspect as a separate module, so the logging operation can be
easily removed after debugging is over. This feature of AOP is very desirable for
context-aware service composition. The context services as crosscutting concerns
can be represented by aspects to be woven into the primary services determined
by the business logic. We can thus separate context services from main services
clearly and context services can be updated independently into new contexts
without changing the main services. AOP is well suited to context-aware service
composition because it provides support for runtime contexts updating.

Charfi et al. [9] present an aspect-oriented extension to BPEL (AO4BEPL) to
deal with crosscuts in Web service composition. Our work shares similarities with
AO4BPEL. Both approaches use AOP technology. However, the discussion in
this paper is aimed at introducing semantic weaving instead of syntactic weaving
as used in AO4BPEL. We treat context as an aspect. Thus the context can be
semantically woven into composition at runtime.

There are several properties commonly regarded as context attributes, but
there exists no universal context model that applies to all applications [10]. In
this paper, the term context relates to the collection of assumptions that are
required to perform correct composition of Web services.

Several issues pointed out by Satyanarayanan in Pervasive Computing [3] are
applicable to Web services. Typical issues include how context is structured, ac-
tivated and woven into Web service composition, and how context-aware service
composition is achieved. They are the driving force of this paper. Unlike most of
the current work, this paper takes a different view that focuses on AOP-based
context-aware service composition.

Our main contributions in this paper are summarised as follows:
– We propose to use AOP technology to cope with context-aware Web service

composition. We show that AOP can treat context composition in a more
systematic way.

– We propose a method of describing context as an aspect to reflect the nature
of context. The proposed method is generic to be able to cope with different
contexts of Web services.

– We define context configuration based on semantic weaving and implement
the context weaver. The novelty of our semantic weaving algorithm is that
it enables quick and dynamic adaptation by the composer in a systematic
way.

The proposed approach can work independently or together with existing com-
position strategies.

The rest of the paper is organised as follows. Section 2 presents how to use
aspect to describe context. Section 3 discusses semantic context weaving algo-
rithm in service composition. Section 4 provides an overview of related work.
Finally, Section 5 is the conclusion.
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2 Context as Aspect

Current Web service composition techniques can hardly cope with dynamic
changes. Usually, whenever a new context is available, most current composi-
tion techniques have to reconsider the whole composition. This is because they
are essentially static. Aspect-oriented programming (AOP) [8] is a programming
paradigm that allows the composition system to adopt new characteristics as
contexts change. In what follows we first briefly introduce AOP. We then discuss
how the context is structured to allow context-aware composition with the AOP
technology.

2.1 Aspect-Oriented Programming

We expect relevant context services to be invoked automatically whenever a
change takes place. Usually, a context service may be applied to a class of ser-
vice composition scenarios in differen parts. For example, language translation
context may be needed by services hotelBooking and ticketBooking separately.
This is also referred to as crosscutting concern in AOP terminology. Below is a
brief introduction to AOP terminology with a focus on Web service composition
scenarios [8,11].

– join points : Join points are well-defined points in the execution of a program.
These are points in an automaton, used to depict a Web service.

– pointcut : A pointcut is a way of detecting a join point by a means of config-
uration. A dedicated context service will be applied whenever a pointcut is
reached.

The pointcut can be checked in different ways. Type checking is a popular
one. Essentially, type checking considers syntactics such as the type of pa-
rameters and matching patterns in the names. With the presence of context,
semantic checking is necessary to complement type checking. More detail is
given in Section 3.

– advice: An advice is a context service which deals with context. It can be
executed before, after, or around the joint point at hand. Figure 1 demon-
strates three advices in the travel example. The original composition schema
is on the left hand side (Figure 1) with an advice “cut” at hotelBooking. On
the right hand side (Figure 1) are three schemata in accordance with three
different actions.

– aspect : An aspect is the combination of the pointcut and advice. In the travel
example, we add a context service to service composition as recommended
by pointcut.

2.2 Context Structure

As previously stated, AOP allows the changing context to be handled by weav-
ing it into the main services for a new requirement. The context structure is
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Fig. 1. Before, after, and around advice

important to realise it. The following are two considerations in defining context
structure for context weaving in AOP.

The first one is about the syntax of context structure. The following definitions
are in BNF with “::=” standing for “is defined as”, and “|” for “or”.

ctx ::= pos des serv
pos ::= before |after |around
des ::= isMsg (C ) |C op val |des∧des |des∨des
C ::= concept of an ontology
val := numbers|alphanumeric strings
op ::= < |= |>
serv ::= automaton

We use a dotted style notation to address context structure in semantic weaving.
The representation ctx.pos is used to refer to one of the positions (e.g., before,
after, and around). Similarly, ctx.serv stands for an automaton, whilst ctx.des
for a descriptor.

The second one is about the semantic definition of context. We describe context
as a concept of an ontology. Generally, an ontology [12] can be described as a tuple
in a form (C, Rel, Axiom) with C denoting Concepts, Rel is an n-ary predicate
Rel(x1, x2, ..., xn), where x1, x2, ..., xn ∈ Concepts, and Axiom is a set of axioms
specifying the intended interpretation of concepts in some domains. As our focus
is on context-aware composition, only standard semantic relations (i.e., equivalent
and containment semantic relations) will be considered in this paper. A consid-
eration of other semantic relations will be deferred to a later study. The ontology
formalism definition is as follows: (C, Rel, ∅), or simply (C, Rel) when Rel ∈ {=
, �, �}. For example, if C = {C1, C2, C3} with C1 is the superclass of C2 and C3,
then the ontology would be: ({C1, C2, C3}, {C2 � C1, C3 � C1, C1 = C2 � C3}).
Uppercase characters such as C1, C2, and C3 are used to represent contexts in the
following discussion.
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3 Context Weaving for Composition

In this section, we explain context weaving that is implemented as a context
weaver.With context weaving, a service is instrumented with the context ser-
vices to generate a new service that is thus context-aware. The syntactic weav-
ing method adopted by aspect-oriented programming [11,8] is not suitable for
context weaving. Our approach implements weaving based on the semantics of
join points (i.e., service messages in this work). Our semantic weaving method
is expected to contribute to AOP in the future.

3.1 Automata-Based Service Model

For our context weaving purpose, services are modeled by automata. An au-
tomaton is a tuple (Q, s, F, δ), where Q is a set of states, s ∈ Q the start state,
F ⊆ Q a set of final states, and δ contains the transition rules. A transition
rule has the forms either (q, c, ?m, q′) or (q, c, !m, q′), meaning that the state
can change from q to q′ after reading or transmitting message m if the con-
dition c holds (lowercase letter c standing for the condition). In the future,
transitions concerning messages are represented by prefixing the message with
? (reading/receiving) or ! (transmitting/sending), respectively. A message has
the structure mn(v1 : ty1, ..., vn : tyn), where mn is the message name, vi a
message variable and tyi its type. We assume that all variables are different in a
message. The types can be described in XML Schema. The details of types are
not required here. There is a special message called null, which means there is
no message to receive or send for an (internal) transition of service automata.
A condition c in transition rules is defined on message variables. For example,
if there is a message ?getPrice(p : double) before the message !order(), then
we define the condition p < 10 to guard the second message so as to determine
whether an order message should be sent or not. For a service automaton S, we
use S.Q to represent its states set, and similarly S.s for the start state, S.F final
states, and S.δ transition rules. For service automata with context services, we
require that the automata have only one final state.

A service automaton for the example in Section 1 is depicted in Figure 2. For
brevity, all transition conditions are true. The state set Q is {q1, q2, q3, q4, qf},
in which q1 is the start state, and qf is the final state. There are six transition
rules in total. For example, the state transition from q1 to q2 when receiving the
message flightRes, which contains the user’s name Name, the departure airport
Airport1, the departure data Date1, the destination airport Airport2 and the
return date Date2.

3.2 Context Configuration

Messages defined in the service model are syntactic. Syntactic messages do not
explicitly express what context these messages involve. Different services may
use different message names, variables and types even if they are related to the
same contexts. For example, the message b(n : string, p : double) does not tell
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?flightRes(Name : String, 
Airport1 : String,Date1 : String, 

Airport2 : String, Date2 : String)

!flightResOk(Name : String, Airport1 : String, 
Date1 : String, Time1 : String,

Airport2 : String, Date2 : String, 
Time2 : String, FlightNo : String, Class : String)

!flightResFail(Name : String, 
Airport1 : String, Date1 : String, 
Airport2 : String, Date2 : String)

q1

q2

q3

?hotelRes(Name : String, 
Date1 : String,  
Date2 : String)

q4

?hotelResFail(Name : String, 
Date1 : String,  
Date2 : String)

?hotelResOk(Name : String, 
Date1 : String,  Date2 : String,

HName : String, HAddres : String)qf

Fig. 2. Services in an automaton

anything about the context applicable to this message. As done in semantic
web services [13,14,15], we address this problem by configuring messages with
semantic context information.

A context configuration is a mapping from messages to its relevant context.
Given a message mn(v1 : ty1, ..., vn : tyn), its context is described by a configu-
ration in the following form:

mn(v1 : ty1, ..., vn : tyn) �→ (C0, {(v1, C1), ..., (vn, Cn)})

It means that the message mn is supposed to be run in the context C0 with each
message vi related to the context Ci. In this context description, the context C0
is the major context for the whole message, and the contexts Ci are specific ones
for each message variable. Specific contexts can be interpreted more accurately
when combined with their major contexts. For example, a time context may be
concerned when combined with the major context for flight reservation, while
not when combined with the major context for ordering books.

Specific contexts have values at run time, which are the values of the cor-
responding message variables. For example, if a variable vi is associated with
the context Location and it has the value Australia at runtime, then this
Location context also has the value Australia. For a message, its configured
contexts on variables are required to be not overlapped. That is, if a variable vi is
configured with a context Ci, then any other variable vj must not be configured
with a context Cj where Ci = Cj , Ci � Cj or Cj � Ci. Otherwise, we cannot
determine the value of context Ci since its value is not unique in one message.

We do not annotate services with context information directly. Thus, a service
can be deployed to other contexts by using different context configurations. And
we also can configure only those messages concerned in a specific context.

3.3 Semantic Weaving

To implement context weaving, we need to define the join points in the service
model, which are the possible points where context services can be brought in. As
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next(q, ∅) = ∅
next(q, {(q1, c, ?m, q2)} ∪ δ) = {(m, q2)} ∪ next(q, δ), if q = q1

next(q, {(q1, c, !m, q2)} ∪ δ) = {(m, q2)} ∪ next(q, δ), if q = q1

next(q, {(q1, c, ?m, q2)} ∪ δ) = next(q, δ), if q �= q1

next(q, {(q1, c, !m, q2)} ∪ δ) = next(q, δ), if q �= q1

Fig. 3. The next Operator

the method calls in AspectJ [11], service invocations in BPEL has been chosen as
the main joint points in AO4BPEL [9]. In our service model, service invocations
are embodied by message transmission !m or message reception ?m. Thus, we
use messages as the join points in our work. With the context configuration,
context services can thus be woven into main services based on the semantics
of service messages. For the example in Figure 2, there are six messages and for
each message we will determine whether there is possibility to invoke context
services either before, after or around this message.

select(smsg , ∅) = ∅
select(smsg , {ctx} ∪ Ctx ) = {(ctx, cond)} ∪ select(smsg , if smsg � ctx .des ⇒ cond)
select(smsg , {ctx} ∪ Ctx ) = select(smsg ,Ctx ), if smsg �� ctx .des

Fig. 4. The select Operator

3.3.1 Two Operators: next and select
The operators next and select are two auxiliary operators used by the semantic
weaving algorithm in the next section.

The operator next is defined in Figure 3. This operator takes as inputs a state
q and a set δ of transition rules in a service automaton, and returns a set of pairs
(m, q′) with either (q, c, ?m, q′) ∈ δ or (q, c, !m, q′) ∈ δ for a certain condition c.
By using this operator, we can know what the join-point messages and successor
states are at the state q. For example, given the state q2 and the transition relation
δ in Figure 3, the operation next(q, δ) returns the following set.

{(!flightResFail(Name:String, ...),q3),
(!flightResOk(Name:String, ...), qf ) }

The operator select is defined in Figure 4. Given a message configuration smsg,
defined as (C0, {(v1, C1), ..., (vn, Cn)}), and a set of contexts Ctx, the operation
select(smsg ,Ctx) returns a set of pairs (ctx, cond), which means that if the
condition cond holds, then the context service described in ctx can be applied.
This operator depends on the validity check of a context descriptor against the
configuration of a message. The validity check is defined in Figure 5. A de-
scriptor isMsg(C) holds on a message if the major context of this message is
subsumed under C. This descriptor can be checked statically, so the condition
to guard this context is trivially true. For the descriptor C op val , if there is a
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context Ci (1 ≤ i ≤ n) in the message configuration (C0, {(v1, C1), ..., (vn, Cn)}),
then this descriptor is valid together the condition vi op val , which will be
checked at runtime, where op ∈ {<, =, >}. Recall that vi is the value of Ci at
runtime. The descriptors des ∧ des ′ and des ∨ des ′ are checked based on the
validity of their sub-descriptors des and des ′.

let smsg = (C0, {(v1, C1), ..., (vn, Cn)})
R1 : smsg � isMsg(C) ⇒ true, if C0 � C
R2 : smsg � C op val ⇒ vi op val ,

if ∃i : 1≤ i≤n.Ci op C, where op ∈ {<, =, >}
R3 : smsg � des ∧ des ′ ⇒ cond ∧ cond ′,

if smsg � des ⇒ cond and smsg � des ′ ⇒ cond ′

R4 : smsg � des ∨ des ′ ⇒ cond ∨ cond ′,
if smsg � des ⇒ cond or smsg � des ′ ⇒ cond ′

Fig. 5. The Validity of context descriptors

3.3.2 Semantic Weaving Algorithm
The semantic weaving algorithm is defined in Figure 6. The inputs of this algo-
rithm include a service automaton S, a set of contexts Ctx and a context configu-
ration Conf . The algorithm returns a new service automaton S′ that is obtained
by weaving applicable contexts from Ctx into the input service automaton S.

This algorithm consists of two parts. The first part includes the code from
line (08) to line (26). This part generates for each transition rule a set of pairs of
context and applicable condition. Concretely, a tuple of the form (q, m, q′, pCtx)
is generated from the transition rule (q, c, !m, q′) or (q, c, ?m, q′), where pCtx is a
set of pairs of context and applicable condition computed by using select. The
code in this part traverses the automaton states following the transitions rules,
and after a state is processed, it is recorded in O and it will not be processed
again even if there are transition loops. Hence, the first part must terminate
after processing all reachable states.

The code from line (27) to line (48) is the second part of the weaving algo-
rithm. This part will insert context services into the service automaton. For a
tuple (q, m, q′, pCtx ), there must be a transition either (q, c, !m, q′) or (q, c, ?m, q′)
in the service automaton according to the first part algorithm. After weaving,
the transition (q, c, !m, q′) or (q, c, ?m, q′) is removed at line (47) and new transi-
tions are created by calling the function createtran and the code at lines (35),
(39) and (46). The function createtran is shown in Figure 7. The new transi-
tions connect the context service automata with the original service automaton.
Below, we demonstrate the newly generated transitions following the algorithm
shown in Figure 6.

Example 1: suppose pCtx includes two applicable contexts (ctx1, cond1) and
(ctx2, cond2) for (q, c, !m, q′). The ctx1 and ctx2 has the following forms (see
Section 2.2 for detail):

ctx 1 = before des1 serv1, where serv1 = (Q1, s1, {q1}, δ1)
ctx 2 = after des2 serv2, where serv2 = (Q2, s2, {q2}, δ2)
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(01) Input:
(02) S : a service automaton
(03) Ctx : a set of contexts
(04) Conf : a context configuration
(05) Output:
(06) S ′: a service automaton that is context-aware
(07) Code:
(08) W = {S.s}; //the set of states to be processed
(09) O = ∅; //the set of processed states
(10) cserv = ∅;
(11) while(W is not empty)
(12) assume q ∈ W and W ′ = W \ {q};
(13) O = O ∪ {q};
(14) N = next(q,S.δ);
(15) for each (m, q′) ∈ N do
(16) smsg = Conf(m); //get the semantic of of m
(17) pCtx = select(smsg ,Ctx );
(18) //select applicable contexts for m from Ctx
(19) cserv = cserv ∪ {(q, m, q′, pCtx )};
(20) //applicable contexts recorded in cserv
(21) if q′ �∈ O then //q′ not processed yet
(22) W ′ = W ′ ∪ {q′};
(23) endif
(24) endfor
(25) W = W ′;
(26) endwhile
(27) for each (q, m, q′, pCtx ) ∈ cserv do
(28) //weave for each rule that has applicable contexts
(29) (q′′, S′′) = createtran(q, pCtx , S, before);
(30) (q′′′, S′′′) = createtran(q′′, pCtx , S′′, around);
(31) if q′′′ = q′′ then // no around contexts
(32) let q1 be a fresh state;
(33) S ′′.Q = S ′′.Q ∪ {q1};
(34) if (q, c, !m, q′) ∈ S′′.δ then
(35) S′′.δ = S′′.δ ∪ {(q′′, c, !m, q1)};
(36) q′′′ = q1;
(37) S′′′ = S′′;
(38) else
(39) S′′.δ = S′′.δ ∪ {(q′′, c, ?m, q1)};
(40) q′′′ = q1;
(41) S′′′ = S′′;
(42) endif
(43) endif
(44) (q′′, S′′) = createtran(q′′′, pCtx , S′′′, after);
(45) S = S′′;
(46) S.δ = S.δ ∪ {q′′, true, null, q′};
(47) S.δ = S.δ \ {(q, c, !m, q′), (q, c, ?m, q′)};
(48) endfor
(49) S′ = S;
(50) return S′;

Fig. 6. Semantic weaving algorithm
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(01) Input:
(02) q : an entry state for creating transitions
(03) pCtx : a set of contexts
(04) S : a service automaton
(05) pos : the concerned position of contexts
(06) Output:
(07) q ′: an exit state after creating transitions
(08) S′: a set of states
(09) Code:
(10) q′ = q;
(11) S′ = S;
(12) for each (ctx , cond) ∈ pCtx do
(13) if ctx .pos = pos then
(14) let q1 be a fresh state;
(15) S′.Q = S′.Q ∪ ctx .serv .Q ∪ {q1};
(16) let ctx .serv .F = {q′′};
(17) S′.δ = S′.δ ∪ ctx .serv .δ;
(18) S′.δ = S′.δ ∪ {(q′, cond , null, ctx .serv .s )};
(19) S′.δ = S′δ ∪ {(q′,¬cond , null, q1)};
(20) S′.δ = S′.δ ∪ {(q′′, true, null, q1)};
(21) q′ = q1;
(22) endif
(23) endfor
(24) return (q′, S′);

Fig. 7. The createtran algorithm

After weaving, the new transitions include those in δ1 and δ2, and also the
following connecting transitions:

(q, cond1, null, s1), (q,¬cond1, null, q′′), (q1, true, null, q′′),
(q′′, c, !m, q′′′), (q′′′, cond2, null, s2), (q′′′,¬cond2, null, q′′′′),
(q2, true, null, q′′′′), (q′′′′, true, null, q′), where q′′, q′′′ and q′′′′ are all new

states.

Example 2: Consider pCtx including one more applicable context service (ctx3,
cond3), which has the form:

ctx 3 = around des3 serv3, where serv3 = (Q3, s3, {q3}, δ3)
For this example, the new transitions also include those in δ1, δ2 and δ2, and

the connecting transitions become:
(q, cond1, null, s1), (q,¬cond1, null, q′′), (q1, true, null, q′′),
(q′′, cond3, null, s3), (q′′,¬cond3, null, q

′′′), (q3, true, null, q
′′′),

(q′′′, cond2, null, s2), (q′′′,¬cond2, null, q′′′′), (q2, true, null, q′′′′),
(q′′′′, true, null, q′), where q′′, q′′′ and q′′′′ are all fresh states.

For demonstration purpose, the above examples include only one context service
at the positions before, around and after, respectively. Our algorithm allows
any number of context services at any positions. Moreover, there is no limit to
the number of final states. Our algorithm can be applied easily in both situations.
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4 Related Work

A significant amount of research has been done in the areas of Web services com-
position [16,17,18,19]. A good survey on context-aware frameworks and middle-
ware can be found in [20]. Various attempts have been made to cope with Web
service contexts since then. The following is an overview of some recent work in
two categories.

4.1 Semantic Context Model

Medjahed et al. [21] introduced a generic definition of Web service context
through an ontology-based categorisation of contextual information. The rule-
based service matchmaking was proposed to consider the relevant context. Sim-
ilarly, we construct an ontology (context ontology) to facilitate the detection of
join point semantically. However, we are more concerned about the support of
changing context as we treat the context as aspect in AOP. In our view, their
work is more on context categorisation.

Gu et al. [22] proposed a Service-Oriented Context-Aware Middleware (SO-
CAM) architecture for the building and rapid prototyping of context-aware ser-
vices, but with focus on infrastructure support to context-aware systems. We
are interested in providing a systematical approach to cope with context-aware
composition on the fly.

Mrissa et al. [23] proposed a context-based approach for semantic Web services
composition. The approach enables developers to annotate WSDL descriptions
to describe contextual details; to deploy a context-based mediation architecture
to allow explicit assumptions on data flow; to automatically generate and in-
voke Web service mediator to handle data heterogeneities during Web service
composition. The context ontology was defined to make context explicit for each
concept of a domain ontology. Unlike ours, the approach presented in [23] re-
stricts to data interpretation in Web service composition. It has little support to
other heterogeneities such as heterogeneities at the process-level. As such, the
proposed approach works at instance level, and are thus not very suitable for
coping with some context changes which required substitutions taking place at
not only the nonfunctional-level but also the functional-level.

Maamar et al. [24] proposed an approach for context-oriented Web service
composition by using agents. The context model presented in [7,24] comprises
four types of context: W -context deals with Web services’ definitions and ca-
pabilities; C-context addresses how Web services are discovered and combined;
S-context handles the semantic heterogeneity that arise between Web services;
and R-context focuses on the performance of Web services. After identified these
different types of context in Web service composition, the authors presented a
policy-based approach for developing context-oriented Web services. Three types
of policies were introduced to support transitions between the four context levels.
They are engagement, mediation and deployment. While the proposed context
model is advantageous in terms of context categorisation, it is less generic than
the one defined in [21].
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4.2 AOP in Web Service and Web Service Composition

The aspect-oriented programming (AOP) paradigm [8] has been mostly applied
to object-oriented programming to date. AOP introduces a new concept called
aspect aiming at concerns in complex systems by using join points, crosscuts,
and advices.

Dynamic AOP [25,26] is widely recognised as a powerful technique for dynamic
programming adaptation. Using AOP to increase the flexibility of workflows are
discussed in [27,28]. Baumeister et al. [29] examined the use of aspect-oriented
modelling techniques in the design of adaptive Web applications to achieve sys-
tematic separation of general system functionality and context adaptation. Per-
haps Courbis and Finkelstein [30] are the first few authors who used dynamic
AOP to adapt Web service composition. However, their work did not address
the issues of crosscutting concerns, and of course, no semantic context weaving
mechanism is discussed.

Few work discussed the applications of AOP in Web service or Web service
composition. WSML [31] realises dynamic service selection and integration of
Web services through WSML, with a management layer placed in between the
application and the Web services. The main motivation of WSML is to provide
management support to achieve high modularity, whereas our main motivation
is to deal with context by semantic context weaver to achieve context-aware
Web service composition. Ortiz et al. [32] use AspectJ [11] to modularise and
add nonfunctional properties to Java Web services. Unfortunately, this approach
provides very limited support to Web service composition as it mainly works for
Java. The AOP for process-oriented Web service composition (AO4BPEL) is pre-
sented by Charfi et al. [9] to address the issue of crosscutting concerns in Web
service composition and how to modularise them using aspects. It is an aspect-
oriented extension to BPEL to support dynamic adaptation of composition at
runtime. However, its syntactic weaving method did not suitable for contexts
weaving. It lacks the semantic weaving mechanism as discussed in our paper.
Moreover, the focus of AO4BPEL aims at using AOP to improve the modular-
ity and increases the flexibility of Web service composition, whereas the main
focus of our work is supporting automatic service composition with a systematic
approach. In saying so, we study how to efficiently generate a new automaton
given an automaton and the context.

5 Conclusion

We proposed the use of Aspect-oriented programming to cope with context-aware
Web service composition. Technically, we discussed how to detect the context
and how to semantically weave it into composition. The focus of our work is on
composing Web services with context on the fly. The most interesting feature
of our approach is that it provides a systematic way to compose context-aware
Web services.
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Abstract. Semantic wikis have opened an interesting way to mix Web
2.0 advantages with the Semantic Web approach. However, compared
to other collaborative tools, wikis do not support all collaborative edit-
ing mode such as offline work or multi-synchronous editing. The lack of
multi-synchronous supports in wikis is a problematic, especially, when
working with semantic wikis. In these systems, it is often important to
change multiple pages simultaneous in order to refactor the semantic
wiki structure. In this paper, we present a new model of semantic wiki
called Multi-Synchronous Semantic Wiki (MS2W). This model extends
semantic wikis with multi-synchronous support that allows to create a
P2P network of semantic wikis. Semantic wiki pages can be replicated on
several semantic servers. The MS2W ensures CCI consistency on these
pages relying on the Logoot algorithm.

1 Introduction

Wikis have demonstrated how it is possible to convert a community of strangers
into a community of collaborators producing all together valuable contents. Se-
mantic wikis [7,14,15,3] by introducing semantic annotations within wiki pages,
have opened an interesting way to mix Web 2.0 advantages with the Semantic
Web approach. However, compared to other collaborative tools, wikis do not
support all collaborative editing mode such as offline work or multi-synchronous
editing [5,10]. It is not possible to work with a wiki as it is possible to work
with popular distributed version control systems (DVCS) [1] such as Git and
Mercurial. The lack of multi-synchronous support in wikis is a problematic,
especially, when working with semantic wikis. In these systems, it is often im-
portant to change multiple pages simultaneous in order to refactor the semantic
wiki structure. Without multi-synchronous support all incremental changes will
be visible to both end users and semantic request engines. Therefore, they can
observe inconsistent states of the wiki as in a database system without trans-
actional support. We can say that existing wikis do not support transactional
changes. Moreover, the lack of multi-synchronous support prevents users to work
insulated [6] and also prevents semantic wikis to support dataflow oriented work-
flow. One approach to solve this problem is to synchronize a network of semantic
wikis using distributed version control systems. Unfortunately, DVCS do not sup-
port data types used in semantic wikis and do not ensure the CCI consistency
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model [16] required for distributed collaborative environment. Another approach
is to integrate the DVCS collaboration model into a semantic wikis and manage
synchronization of wikis using a CCI preserving algorithm. This can be achieved
by deploying a network of semantic wikis. Every node of the network replicates
a subset of semantic wiki pages. Any node of the network can be connected to
another using a publish/subscribe model. A node that publishes changes just
push operations representing these changes in a feed. A node that subscribed
to this feed can pull operations at any time and re-execute remote operations
locally. In this paper, we present a new model of semantic wikis called Multi-
Synchronous Semantic Wiki (MS2W). This model extends semantic wikis with
multi-synchronous support that allows to create a P2P network of semantic wikis
based on declarative collaborative community. Semantic wiki pages can be repli-
cated on several semantic servers. The MS2W ensures CCI consistency on these
pages relying on the Logoot algorithm [18]. In this paper, we define a MS2W
ontology and algorithms. This ontology can be used to compute awareness met-
rics for working in multi-synchronous environment [11]. Finally, we demonstrate
that combining these algorithms with the Logoot algorithm allow to preserve
the CCI consistency model.

The paper is organized as follows. Section 2 presents background and related
works. Section 3 gives an overview of the multi-synchronouns semantic wikis
(MS2W) and shows scenarios of new collaboration mode in semantic wikis. Sec-
tion 4 develops the data model, the algorithms for MS2W and presents the cor-
rection of our algorithms. Section 5 presents the implementation of the MS2W.
The last section concludes the paper and points to some directions for future
works.

2 Background and Related Work

This section gives a brief overview of semantic wikis and shows their drawbacks.
Then, it presents the definition and the principals of multi-synchronous collab-
oration. Finally, it presents the CCI consistency model.

2.1 Semantic Wikis

Semantic wikis such as Sematic MediaWiki [7], IkeWiki [14], SweetWiki [3] and
SWooki [15] are a new generation of collaborative editing tools, they allow users
to add semantic annotations in the wiki pages. These semantic annotations can
then be used to find pertinent answers to complex queries. Semantic wikis can
be viewed as an efficient way to better structure wikis by providing a means to
navigate and answer questions or reason, based on annotations. Semantic wikis
are an extension of wiki systems that preserve the same principles of wikis such as
simplicity in creating and editing wikis pages. Semantic wikis embed semantic
annotations in the wiki content by using Semantic Web technologies such as
RDF and SPARQL. In semantic wikis, users collaborate not only for writing the
wiki pages but also for writing semantic annotations. Traditionally, authoring
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semantics and creation ontologies has mainly been in the hand of “ontologists”
and knowledge management experts. Semantic wikis allow mass collaboration
for creating and emerging ontologies. Some existing semantic wikis allows the
emergence of the ontology, MediaWiki(SMW) [7] and SweetWiki [3]. Others
use the wikis as a collaborative ontologies editors. IkeWiki [14] aims to create an
instance of existing ontologies, while OntoWiki [2] aims the creation of ontology
schema. In a semantic wiki, users add semantic annotations to wiki page text to
represent relations and properties on this page. In SMW users choose their own
vocabularies to type links. For instance, a link between the wiki pages “France”
and “Paris” may be annotated by a user as “capital”.

Content of wiki page of “France” Content of semantic wiki page of “France”

France is located in [Europe] France is located in [locatedIn::Europe]
The capital of France is [Paris] The capital of France is [hasCapital:: Paris]

These annotations express semantic relationships between wikis pages. Semantic
annotations are usually written in a formal syntax so they are processed auto-
matically by machines and they are exploited by semantic queries. In spite of
their success, semantic wikis do not support a multi-synchronous work mode.
Their current model provides only one copy of a semantic wiki page. The state
of a semantic wiki page is always the current visible one on the server, interme-
diate inconsistent states are always visible. Consequently, transactional changes
are not be supported neither the isolated work mode nor off-line editing mode.
In previous work, we proposed SWooki [15] the first P2P semantic wiki. It com-
bines the advantages of P2P wikis and semantic wikis. It is based on an optimistic
replication algorithm that ensures the CCI consistency model. It supports the
off-line work mode and transactional changes. Its main limitations are the total
replication and the collaboration model. Every peer of the network hosts a replica
of wiki pages and a replica of the semantic store. Users cannot choose the pages
that they want to replicate neither the period of synchronization. Modifications
are propagated on page saving. The collaborative community is implicit. Users
cannot choose to whom propagate modifications. Changes propagation is under
the control of system and not the users. All connected peers receive and inte-
grate changes. A disconnected peer will receive the modifications of the others
at reconnection thanks to the anti-entropy algorithm.

2.2 Multi-synchronouns Collaboration

Dourish wrote [5], “The notion of multiple, parallel streams of activity, is a nat-
ural approach to supporting this familiar pattern of collaborative work. Working
activities proceed in parallel (multiple streams of activity), during which time the
participants are disconnected (divergence occurs); and periodically their individ-
ual efforts will be integrated (synchronization) in order to achieve a consistent
state and progress the activity of the group”.

Multi-synchronous applications are different from synchronous and asyn-
chronous ones by managing multiple streams of activities instead of giving the
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illusion of one stream. In standard collaborative applications, when a modifica-
tion is made by one user, it is immediately visible by others. However, in multi-
synchronous applications, modifications made by one user is not visible by
others. It becomes visible only when a user validates his modifications (commits
his changes). A visible change does not imply immediate integration by other ac-
tivities streams. Concurrent modifications will be integrated only when users will
decide it. Allowing deferred validation of changes and divergence have several im-
portant advantages and impacts [11]: Parallelization of activities, privacy, invisi-
bility of partial changes and experimental changes. Multi-synchronous authoring
tools [5,10] allow simultaneous work in isolation and later integration of the contri-
butions. They are characterized by their abilities to support divergence i.e parallel
steam of activities on replicated data. SAMS [12] allows team members to work
in synchronous, asynchronous or multi-synchronous mode while ensuring the co-
herence of the shared data. It uses an operational transformation algorithm to
maintain the consistency of the shared data. Although it is independent of shared
objects types, SAMS requires the design of transformation functions that depend
on the type of the shared object. Design of transformation functions is a hard task
and errors prone. Currently, there are no transformation functions designed for se-
mantic wiki pages. Distributed Version Control Systems[1] such Git manage files
and directories. They are not used to track changes in semantic wiki pages. They
ensure causal consistency, this implies that concurrent write operations can be
seen in a different order on different machines. In this case, if two sites observe 2
write operations in different order then copies on both sites can diverge. DVCS
systems are aware of this problem and delegate the problem to external merge
algorithms for managing concurrent operations. However, as existing merge algo-
rithms are not intrinsically deterministic, commutative and associative so conver-
gence cannot be ensured in all cases.

2.3 CCI Consistency Model

A distributed collaborative system is composed of unbounded set of peers P .
Objects modified by the system are replicated into a set of replicas R (with 0 <
|R| ≤ |P |). Every replica has the same role and hosted on one peer. A peer can
host replicas of different objects. Peers can enter and leave the network arbitrary.
Every peer has a unique comparable identifier. The modifications applied on a
replica are eventually delivered to all other replicas, then, they are applied locally.
According to [16], the system is correct if it ensures the CCI consistency model.

– Causality: This criterion ensures that all operations ordered by a prece-
dence relation, in the sense of the Lamport’s happened-before relation [8] will be
executed in same order on every site.

– Convergence: The system converges if all replicas are identical when the
system is idle (eventual consistency).

– Intention and Intention preservation: The intention of an operation is
the effects observed on the state when the operation was generated. The effects of
executing an operation at all sites are the same as the intention of the operation.
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Many algorithms that verify the CCI model have been developed by the Op-
erational Transformation community [16] such as SOCT2, GOTO, COT etc.
But only few of them (MOT2 [4]) support the join and leave constraint of P2P
network. However, MOT2 algorithm suffers from a high communication com-
plexity. WOOT [13] is the first synchronization algorithm that ensures the CCI
consistency and respects the P2P constraints. WOOT is used in Wooki [17] a
peer-to-peer wiki and an modified version of WOOT that takes in consideration
semantic data is implemented in SWooki [15]. Recently, an optimized version of
WOOT called Logoot is published in [18], it ensures convergence and preserves
the intentions, if the causality is preserved.

3 Multi-synchronous Semantic Wiki Approach

Multi-synchronous semantic wikis allow users to build their own cooperation
networks. The construction of the collaborative community is declarative, in the
sense, every user declares explicitly with whom he would like to cooperate. Every
user can have a multi-synchronous semantic wiki server installed on her machine.
She can create and edit her own semantic wiki pages as in a normal semantic
wiki system. Later, she can decide to share or not these semantic wiki pages and
decide with whom to share.

3.1 Multi-synchronous Collaboration Model

The replication of data and the communication between servers is made through
channels (feeds). The channel usage is restricted to few servers with simple secu-
rity mechanisms that requires no login and complex access control. Capabilities
fit perfectly these requirements [9]. The key point is that channels are read-only
for consumers and can be hosted on hardware of users. When a semantic wiki
page is updated on a multi-synchronous semantic wiki server, it generates a cor-
responding operation. This operation is processed in four steps: (1) It is executed
immediately against page, (2) it is published to the corresponding channels, (3)
it is pulled by the authorized servers, and (4) it is integrated to their local
replica of the page. If needed, the integration process merges this modification
with concurrent ones, generated either locally or received from a remote server.

The system is correct if it ensures the CCI (Causality, Convergence and In-
tention Preservation) consistency model. Multi-synchronous semantic wikis use
the Logoot synchronization algorithm [18] to integrate modifications. Logoot
ensures the CCI consistency model. More precisely, Logoot ensures convergence
and preserves the intentions of operations if the causality of the operations is
preserved.

3.2 Collaboration Scenarios

This section presents two scenarios of collaboration in multi-synchronouns se-
mantic wikis. We suppose several professors collaborate together through a
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semantic wiki to prepare lectures, exercises and exams. Later, they want to make
lectures available for students and they want to integrate relevant feedbacks from
students.

Fig. 1. Multi-synchronous semantic wikis scenario

Scenario 1: Collaboration among professors For simplicity, we suppose there are
two professors prof1 and prof2 (see figure 1). Every professor has her own multi-
synchronous semantic wiki, site1 for prof1 and site2 for prof2, respectively.

1. prof1 edits three semantic wiki pages lesson1, exercises1 and exam1 on her
site site1. For instance, the page lesson1 edited by prof1 has three lines:

Introduction:

In "multi-synchronous" work, parties work independently in parallel.

[Category::Lesson] [forYear:2009]

2. prof1 wants to publish her modifications on lesson1 to prof2. Therefore, she
creates a feed url1 that contains change set. Finally, she communicates the
address of the feed to prof2.

3. prof2 subscribes to this channel and creates a feed url2 to pull modifications.
The result is a local semantic wiki page lesson1 that has the same content
as lesson1 of prof1.

4. prof2 edits his local copy of the lesson1 page. lesson1 has now five lines:

Introduction:

In "multi-synchronous" work mode, parties work independently in parallel.

[Category::Lesson] [forYear:2009]. This mode is based on divergence and

synchronization phases.

5. In her turn, prof2 shares his modifications on lesson1 with prof1. He creates
a feed and publishes his modifications. prof1 subscribes to the feed and pulls
the modifications published by prof2 and finally integrates these modifica-
tions on her local copy of lesson1. The integration process merges the remote
modifications with concurrent ones, if any, generated locally by prof1. The
integration process has to ensure the convergence of all copies on lesson1 if
all generated operations on site1 and site2 are integrated on both sites.
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Table 1. Multi-synchronous collaboration scenario

Site1 Site2

Edit(lesson1)

Edit(exercises1)

Edit(exam1)

CreatePushFeed(f1,q1)

CreatePullFeed(f1, f2)

Edit( lesson1) Edit( lesson1)

Push(f1)

CreatePushFeed(f3,q2)

The advantages of this collaboration model are, on the one hand, there is no need
for centralized server to cooperate. On the other hand, every professor works on
her or his own copy in isolation, publishes and pulls changes whenever she wants,
i.e. the changes propagation is under the control of the user. This collaboration
process is not supported in classical semantic wikis. The table 1 represents a
part of the scenario.

Scenario 2: Collaboration among professors and students In this scenario, prof1
wants to make lesson1 available for her students while she continues to make
corrections and minor modifications on lesson1. In order to provide her students
with the courses, prof1 publishes them on a public site pubSite that can be either
her proper public wiki site or the site of the university. pubSite is accessible by
the students for read only to maintain the courses consistency. However, prof1
manages to integrate relevant feedbacks from students provided by the students
sites.

Professor can make continuous improvement of the lessons and can make
continuous integration of the modifications and make only consistent modifica-
tions visible. Without multi-synchronous support all incremental changes will
be visible to both end users and to semantic request engines. Every participant
professor and student want to control the visibility of their modifications and
want to control the integration of others’ modifications.

4 Multi-synchronous Semantic Wiki System

This section presents the data model and the algorithms for multi-synchronous
Semantic Wiki systems (M2SW). The data model is defined an ontology. There-
fore, it is possible to querying and reasoning on the model itself and make future
extension. For instance, it is possible to make queries like: (1)“list all unpublished
changes”, (2) “list all published changes on a given channel”, (3) “list unpub-
lished change set of a given semantic wiki page”, (4) ”list all pulled change sets”,
etc.
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4.1 MS2W Ontology

The M2SW ontology is defined as an extension of existing ontologies of semantic
wikis [3]. In this section, we present the M2SW ontology and detail only its new
vocabulary and their properties.

Fig. 2. Multi-synchronous ontology

– WikiSite: this concept corresponds to a semantic wiki server. A site has the
following properties:
• siteID : this attribute contains the URL of the site.
• logicalClock : this attribute has a numeric value. Every semantic wiki

server maintains a logical clock, this clock is used to identify patches and
operations in an unique way in the whole network.

• hasPush, hasPull and hasPage : the range of these properties are re-
spectively a push feed, a pull feed and a semantic wiki page. A wiki site
has several push feeds, pull feeds and several pages .

– SemanticWikiPage: this concept corresponds to a normal semantic wiki
page. It has the following properties:
• pageID : this attribute contains the URL of the page.
• hasContent the range of this property is a String, it contains text and

the semantic data embedded in the semantic wiki page.
• head : this property points to the last patch applied to the page.



Multi-synchronous Collaborative Semantic Wikis 123

– Operation: this concept represents a change in a line of a wiki page. In
our model, there are two editing operations : insert and delete. An update
is considered as a delete of old value followed by an insert of a new value.
An operation has the following properties:
• operationID: this attribute contains the unique identifier of the opera-

tion. operationID is calculated by: operationID = concat(Site.siteID,
Site.logicalClock + +), the concat function concatenates two strings.

• opType: this attribute contains the type of the operation, it can be either
an insert or a delete.

• positionID: denotes the position of the line in the wiki page. This iden-
tifier is calculated by the Logoot algorithm[18].

• lineContent: is a string representing text and the semantic data embed-
ded in the line.

– Patch: a patch is a set of operations. A patch is calculated during the save
of the modified semantic wiki page using the Logoot algorithm. A patch has
the following properties:
• patchID: is a unique identifier of the patch. Its value is calculated by :

patchID = concat(Site.siteID, Site.logicalClock + +)
• onPage: the range of this property is the page where the patch was

applied.
• hasOperation: this property points to the operations generated during

the save of the page.
• previous: points to the precedent patch.

– ChangeSet: a change set contains a set of patches. This concept is impor-
tant in order to support transactional changes. It allows to regroup patches
generated on multiple semantic wiki pages. Therefore, it is possible to push
modifications on multiple pages. ChangeSet has the following properties:
• changSetID: is a unique identifier of a change set. Its value is calculated

as : changeSetID = concat(Site.siteID,Site.logicalClock + +)
• hasPatch property points to the patches generated since the last push.
• previousChangeSet: points to the precedent change set.
• inPushFeed: the range of this property is PushFeed. This property

indicates the PushFeed that publishes a ChangeSet.
• inPullFeed: the range of this property is PullFeed . This property in-

dicates the PullFeed that pulls a ChangeSet.
– PushFeed: this concept is used to publish changes of a WikiSite. It is a spe-

cial semantic wiki page. It inherits the properties of the SemanticWikiPage
concept and defines its own properties:
• hasPushHead : this property points to the last published changeSet.
• hasSemanticQuery: this property contains a semantic query. This query

determines the content of the push feed. For instance, the query can be
“find all Lessons”, this will return all the pages in the class (category)
Lessons. To answer hasSemanticQuery, reasoning and querying capa-
bilities of semantic wikis are used.
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– Pull Feed: this concept is used to pull changes from a remote WikiSite.
A pull feed is related to one push feed. In the sense that it is impossible to
pull unpublished data. A pull feed is also a special semantic wiki page. It
inherits the properties of the Semantic Wiki Page concepts and defines it
own properties:

• hasPullHead: this property points to the last pulled change set pulled.
• relatedPushFeed: this property relates a pull feed to the URL of its

associated push feed.

We can extend and build on MS2W ontology. The MS2W ontology is main-
tained by the MS2W developers. It is defined in OWL DL allowing to querying
and reasoning on the patches, ChangeSet, PushFeed, etc. SPARQL can be used
to query the MS2W data. For instance, it is possible to list all published patches
on a push feed:

Published ≡ ∃(hasPatch−1).∃(inPushFeed−1).PushFeed

4.2 Algorithms

As any semantic wiki server, a multi-synchronous semantic wiki server defines
a Save operation which describes what happens when a semantic wiki page is
saved. In addition, we define special operations : CreatePushFeed, Push, Cre-
atePullFeed, Pull and Integrate for the multi-synchronous semantic wiki. We use
the Logoot algorithm [18] for the generation and the integration of the insert
and delete operations. In the following, detail these operations for a semantic
wiki server called site.

Save Operation. During the saving a wiki page, the Logoot algorithm com-
putes the difference between the saved and the previous version of the page and
generates a patch. A patch is a set of delete and insert operations on the page
(Op = (opType, operationID, positionID, lineContent)). Logoot calculates the
positionID, lineContent and the opType of the operation. These operations are
integrated locally and then eventually published on a push feed.

On Save(page : String, page:String) :
Patch(pid=concat(site.siteID, site . logicalClock + +))
foreach op ∈ Logoot(page, page) do

Operation(opid=concat(site.siteID,site . logicalClock+ +))
hasOperation(pid,opid)

endfor;
previous(pid,page.head)
head(page,pid)
onPage(pid,page)
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CreatePushFeed Operation. The communication between multi-sync-
hronouns semantic wiki servers is made through feeds. The CreatePushFeed op-
eration creates of a push feed. A push feed is a special semantic wiki page that
contains a query that specifies the pushed data. It is used to publish changes of
a wiki server. Authorized sites can access the published data. CreatePushFeed
operation calls the Push operation.

On CreatePushFeed(name:String,request:String):
PushFeed(name)
hasSemanticQuery(name,request)
hasPush(site,name)
call Push(name)

Push Operation. This operation creates a change set corresponding to the
pages returned by the semantic query and adds it to the push feed. Firstly, the
semantic query is executed, then the patches of the pages returned by the query
are extracted. These patches are added to the change set if they have not been
published on this push feed yet.

On Push(name:String):
ChangeSet(csid=concat(site.siteID,site . logicalClock++))
inPushFeed(csid, name)
let published ← { ∃x ∃y ∧ inPushFeed(y,name) ∧ hasPatch(y,x) }
let patches ← { ∃x ∀p ∈ execQuery(name.hasSemanticQuery) ∧ onPage(x,p)}
foreach patch ∈ {patches − published} do

hasPatch(csid, patch)
endfor
previousChangeSet(csid, name.hasPushHead)
hasPushHead(name,csid)

CreatePullFeed Operation. As the replication of data and the communica-
tion between multi-synchronouns semantic wiki servers are made through feeds,
pull feeds are created to pull changes from push feeds on remote peers to the
local peer (cf figure 3). A pull feed is related to a push feed. In the sense that it
is impossible to pull unpublished data.

On CreatePullFeed(name:String, url:URL)
PullFeed(name);
relatedPushFeed(name,url)
call Pull(name);

Fig. 3. CreatePullFeed operation

On ChangeSet get(cs : ChangeSetId ,url)
if ∃x previousChangeSet(cs,x)

return x
else return null;

Fig. 4. get a ChangeSet operation

Pull Operation. This operation fetches for published change sets that have not
pulled yet (cf figure5). It adds these change sets to the pull feed and integrate
them to the concerned pages on the pulled site.
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get Function. This function allows to retreive a ChangeSet (cf figure 4).

Integration Operation. The integration of a change set is processed as follows
(cf figure 6). First all the patches of the change set are extracted. Every operation
in the patch is integrated in the corresponding semantic wiki page thanks to the
Logoot algorithm.

On Pull(name:String):
while ((cs ← get(name.headPullFeed,

name.relatedPushFeed) �= null)
let p ← {∃x ∧ inPushFeed(x,name)}
if cs /∈ {p} then

inPullFeed(cs,name)
call Integrate(cs)

endif
hasPullHead(name,cs)

endwhile

Fig. 5. Pull Operation

Integrate(cs :ChangeSet):
foreach patch ∈ cs do

previous(patch,patch.onPage.head)
head(patch.onPage,patch)
foreach op ∈ hasOperation.patch

do call logootIntegrate(op)
endfor

endfor

Fig. 6. IntegrateOperation

4.3 Correction Model

Theorem 1. Our algorithms ensure the causality.

proof. A site always respects the causality of its own operations since it gen-
erates these operations alone, so these operations placed in the push feed are
causal. In the following, we take an hypothesis that a site S pulls from N sites
that ensure the causality and we want to prove that the site itself ensures the
causality. We will prove that the site S cannot violate the causality through the
contradiction proof. Let us consider that the site S violates the causality, i.e.
in the content of its push feed there is an operation op2 that depends causally
(Lamport dependence) on an operation op1 and op2 is placed before op1 in that
feed. The operations in a push feed has two different sources either they are local
generated by the site itself or the site had received them from other sites. Let
us study both cases (1) local operations : the local operations always respect the
causality, so a site is not going to violate the causality. (2) remote operations:
In order to get the operation op2 placed at the position N in the push feed of
site S, S must pull, i.e. copy all the operations that precedes op2. Getting op2
without having op1 means that op1 was not among the N − 1 operations that
precedes op2 in the push feed which violates the hypothesis that the site S pulls
only from N sites that respect the causality. Consequently, it is not possible to
find op2 before op1. Therefore, a site always respects the causality alone. If this
site pulls from N sites that ensure the causality, it ensures the causality itself. In
recurrence, all site ensure the causality for any N , where N is an integer. Hence,
our algorithm ensures the causality for all the sites in the network.



Multi-synchronous Collaborative Semantic Wikis 127

Theorem 2. Our algorithms ensure the CCI model (Causality, Convergence,
Intention).

proof. Our algorithm is based on Logoot algorithm for the generation and the
integration of the operations. It is proved in [18], that the Logoot algorithm
ensures the convergence and preserves the intentions, if the causality is preserved.
Since our algorithms ensure the causality (theorem 1), hence it ensures also the
convergence and preserves the intentions.

5 Implementation

We are currently implementing the MS2W model as an extension of Seman-
tic MediaWiki [7]. Feeds, ChangeSets and Patches are represented as special
semantic wiki pages. They stored in a special namespace to prevent user modi-
fication. The Logoot algorithm has been implemented in PHP and integrated in
Mediawiki relying on the hook mechanism. The push, pull, createPushFeed and
createPullFeed operations are available in special administration pages of Medi-
aWiki as shown in figure 7. This extension is designed to respect the simplicity
of the wikis while supporting the MS2W model and the result is an easy way to
construct a P2P network of semantic wikis based on Semantic MediaWiki.

Fig. 7. MS2W Administration page

6 Conclusion and Future Work

In this paper, we propose a new model of semantic wikis called Multi-Synchronous
Semantic Wiki (MS2W). MS2W extends a semantic wiki with multi-synchronous
capabilities. Multi-synchronous semantic wikis allow users to build their own co-
operation networks. The construction of the collaborative community is declar-
ative. Every user declares explicitly with whom he would like to cooperate. The
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replication of the wiki pages on semantic wikis servers and the synchronization
periods are variant and under the control of the users. The MS2W model en-
hances the existing semantic wikis by supporting transactional changes and the
off-line work mode. Hence, multiple dataflow oriented workflows can be sup-
ported. In addition, the model takes natural advantages of a P2P network, i.e.
faults-tolerance, better scalability, infrastructure cost sharing and better per-
formance. In the paper, we develop an ontology for MS2W. Each ontological
element in this wiki is exploitable, consequently advanced reasoning and query-
ing capabilities are provided. We develop also a set of algorithms for the creation
and the replication of semantic wiki pages and for the propagation and the syn-
chronization of changes between the peers. The MS2W algorithm ensures the
CCI consistency on the pages. We are currently implementing the MS2W model
as an extension of Semantic MediaWiki. As for future works, we want to sup-
port the MS2W with two crucial features: (1) an undo mechanism to facilitate
the undo of undesired merge results, (2) an advanced mechanism for divergence
metrics based on querying the semantic annotations.
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Abstract. One of the main reasons for the success of Web 2.0 is the 
improvement in user experience. This improvement is a consequence of the 
evolution from HTML User Interfaces (UI) to more usable and richer UI. The 
most popular Web 2.0 applications have selected the Rich Internet Application 
(RIA) paradigm to achieve this goal. However, the current Web Engineering 
methods do not provide the expressivity required to produce RIA interfaces. 
This work presents a RIA Metamodel to deal with the new technological 
challenges that have arisen with Web 2.0 development. This metamodel 
supports two main perspectives: 1) the definition of the UI as a combination of 
widgets from a selected RIA technology; and 2) the specification of the UI 
interaction as a consequence of the events produced by the user. In order to 
illustrate how this RIA Metamodel can be used in a Model-driven Engineering 
(MDE) method, this work also presents the integration of the RIA Metamodel 
with the OOWS method.  

Keywords: Rich Internet Applications, Model-driven Development, Web User 
Interfaces. 

1   Introduction 

Nowadays, Web 2.0 is a topic that has significant influence in the Web Development 
community. However, Web 2.0 is still an imprecise concept because it has been 
defined [18] in comparison with the common practices of “Web 1.0” that were 
unsuccessful. From the authors’ point of view, Web 2.0 can be defined from two 
complementary perspectives: a social one and a technological one. 

From the social perspective, in “Web 1.0” websites, the end-user was a passive 
consumer of information that had been defined by the Webmaster. This situation has 
changed considerably with the arrival of Web 2.0. Today end-users not only define 
the website content (news, reviews, images, etc.), but they also decide which content 
is the most interesting. The first consequence of this role reversal has been an 
exponential growth of the content created by end-users on the Web.  

From the technological perspective, the evolution of Web development 
technologies has been decisive in encouraging the end-user involvement. When the 
UI from the most popular Web 2.0 sites are analyzed, a high level of usability is 
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detected. To achieve this improvement in usability, the evolution of Web technologies 
has played an essential role. This technological evolution has defined a new 
application paradigm called Rich Internet Applications (RIA) [5]: a Web application 
in which the UI is processed on the client side and the Business logic is defined by a 
services backend. Examples of technologies for developing RIA are Javascript 
frameworks, which use AJAX calls to perform functionality requests on-demand; and 
specific RIA platforms such as Microsoft Silverlight or Adobe Flex [1], which 
introduce their own languages to define complex UI. This new application paradigm 
has also led to new research discussions. One of the most interesting topics that have 
been raised is the possibility of developing RIA from a Model-driven Engineering 
(MDE) approach. Since several Web 2.0 applications are currently being developed 
using RIA technologies, providing methods, models and tools to deal with these 
complex technologies has become an attractive research area. 

In recent years, the Web Engineering community has defined several methods with 
the goal of improving the development of Web applications. These methods have 
mainly focused on the most common domains from the early part of this decade: e-
commerce and data-intensive applications. To develop “Web 1.0” interfaces, several 
Web Engineering methods such as WebML [5], OOHDM [23], WSDM [26], OOWS 
[12], and others [22] have proposed conceptual models to deal with the Web UI 
specification. These models have provided interesting results for defining traditional 
HTML interfaces in which navigation and data retrieval are the main interactions 
between the user and the system. However as some authors have already addressed, 
these methods must be extended in order to provide the new required expressivity in 
the RIA domain [21][7]. 

Even though the models proposed by these methods are essential, UI models that 
address more complex UI are still required. First, RIA technologies provide a wide 
array of UI components to define complex interaction. Also, current UI models are 
limited to defining the static view (layout and aesthetic properties), while Web 2.0 
also requires the specification of the reactions to user events, i.e. the dynamic view. 
Another issue to address is the technological heterogeneity that surrounds Web 2.0 
because of the different RIA technologies that are currently available. For these 
reasons is not a viable task to defining an all-encompassing model that covers all the 
available technologies. 

The main contribution of this paper is to establish the foundations for supporting 
the UI technological perspective of the Web 2.0 in a MDE scenario. Applying the 
MDE principles, the technological complexity of RIA development is abstracted to 
the analysts. To achieve this goal the first step is the definition of a RIA Metamodel to 
support the new expressivity required: 1) the definition of a UI as the composition of 
richer widgets; and 2) the definition of the reactions of the UI as a consequence of the 
events triggered by end-users. The strategy for defining this metamodel is based on 
the analysis of different Web 2.0 applications. The most frequently used widgets and 
interactions (those cannot be defined using the traditional methods) have been 
selected. The metamodel that has been defined is generic enough to be extended and 
related to different MDE methods. Furthermore, it can be used as a basis to define 
concrete UI metamodels to address the UI modeling for different RIA technologies. 
To illustrate how this RIA metamodel can be applied, the integration with the OOWS 
Web Engineering method is also discussed.  
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The paper is organized as follows: Section 2 introduces the RIA Metamodel by 
presenting both the static view, which specifies the UI layout and composition, and 
the dynamic view, which defines the UI interaction. Section 3 explains the integration 
of the RIA Metamodel with the OOWS Web Engineering method. Section 4 presents 
several related works that also deal with the Model-driven development of RIA. 
Finally, section 5 presents conclusions and future work. 

2   Defining a RIA Metamodel for Supporting Web 2.0 Applications 

As stated in the introduction, there is a close relationship between Web 2.0 and the 
RIA domain. RIA technologies have mainly introduced changes to develop richer UI. 
Since the usability of the UI is a key requirement, many Web 2.0 applications have 
used RIA technologies to improve it. RIA technologies have introduced two main 
concerns that must be supported at the UI modeling level: 

1. Richer UI widgets: The main difference between the UI produced using HTML 
and RIA technologies is the set of available UI widgets. Traditionally, the HTML 
language is constrained to a small set of elements that can be used to build an UI. 
This is because HTML was designed to show and to hyperlink documents rather 
than as an UI language. Due to the evolution of Web interfaces, HTML has 
become obsolete for designing UI. RIA technologies have solved this issue by 
migrating a lot of UI widgets (such as Datagrids or Menu Controls) from Desktop 
environments. RIA technologies also include specific UI widgets for multimedia 
visualization (images and videos) and rich editors to create the content for Web 2.0 
applications. 

2. Event-driven interaction: RIA technologies provide highly interactive UI in order to 
improve user experience. This interaction is triggered by the events that are 
performed by the end-user over the UI widgets (for instance, a mouse click). The 
possible responses or reactions to these events range from a change in the UI to the 
request for data from the Business Logic. This event-driven paradigm is not 
completely original because it has already been widely applied in Desktop 
environments. However, it has not been adopted on the Web due to the small number 
of events that are supported by the HTML language. RIA technologies can provide a 
wide set of UI events and specific programming languages to solve this issue. 

Following sections present, a RIA Metamodel to support the above-mentioned 
concerns: the modeling of the UI as a composition of richer widgets, and the 
definition of the response to the UI events. 

2.1   Modeling the RIA Interface 

A common agreement is to define a UI as a composition of widgets: visual 
components of the UI to provide the data and to hold the interaction with the user 
[15][30]. From the analysis of several Web 2.0 applications that use RIA 
technologies, widgets can be categorized into five non-excluding groups according to 
their interactive function: 
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1. Dataview widgets: these widgets are used to show a set of structured data 
retrieved from the system. The Table widget is the most common widget used 
for this task. In the RIA domain, widgets of this kind of widgets have evolved 
considerably to show multimedia data and to provide advanced data 
manipulation or retrieval. 

2. Input widgets: these widgets handle the input of the data. Depending on the 
analysis performed, there is a strong relationship between the type of the data 
and the input widget. For instance, string values are input using the Text Input 
widget, while boolean values are introduced using the Checkbox widget. In Web 
2.0 applications like wikis or blogs, the Rich Text Editor widget is widely used 
to introduce formatted text. 

3. Navigation widgets: these widgets are used to change the point from which the 
UI is perceived. The Link is the most common navigation widget on the Web, 
but RIA has introduced alternatives such as Tab Navigations. 

4. Service widgets: these widgets start the execution of a service from the Business 
Logic. The Button is the default widget of this category. RIA technologies have 
introduced several widgets for this task such as Icons or Contextual Menus. 

5. Layout widgets: these widgets are useful for arranging other widgets, even 
though they do not provide any direct interaction with the user. Layout widgets 
are also required to group ‘child’ widgets in order to perform interaction over the 
whole group (e.g. to hide the widgets at the same time). Examples of these 
widgets are Form, Panel or Vertical Box. 

These are the most common functions but there are also widgets that match two or 
more categories. One example is the Editable Datagrid, which can be used for 
visualization, input of data and invocation of an update service. From the analysis 
performed in this study, two main ideas are pointed out for the definition of a UI 
using a RIA technology: 

• The UI has been extended mainly by using widgets that are common in desktop 
environments. However, specific RIA widgets have also been provided to 
visualize multimedia data and to simplify the creation of content.  

• The UI is highly coupled to the target RIA technology. For instance, JavaScript 
frameworks do not provide the same set of widgets as Adobe Flex. 

The first idea implies the extension of the Web Engineering method models, using the 
set of widgets that is required. However, that extension should not be defined in the 
models that address the navigation of the Web application in order not to mix 
different concerns. In recent years, the HCI community has addressed UI modeling 
defining two levels of abstraction [4]: an Abstract level, in which the UI is defined 
without taking into account any technological details; and a Concrete level, in which 
the Abstract level is extended using the information related to the target technology. 
This approach can be applied in current Web Engineering methods. As a matter of 
fact, the navigation and presentation models proposed by the Web Engineering 
methods can be reused to define some of the expressivity of the Abstract UI level. 
This can be mainly justified since these models are not tightly coupled to a specific 
technology even though they are Web-oriented. Thus by including a Concrete UI 
level, the new technological requirements can be addressed and these models can be 
preserved without mixing different concerns. 
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Fig. 1. The RIA Metamodel: UI view 

The second idea implies the definition of a Concrete UI metamodel for each RIA 
technology. This set of technological-specific metamodels will define the Concrete UI 
models, so the advanced UI features of each technology can be introduced into the 
development process. Summarizing, a suitable solution requires: 1) the definition of 
the UI modeling at two levels of abstraction (Abstract and Concrete); and 2) the 
definition of one metamodel for each technology introduced into the code generation 
process. 

Our approach proposes a RIA Metamodel to define the models of the Concrete UI 
level and their relationships with the models of the Abstract level (see Fig. 1). This 
metamodel is made up of a set of abstract modeling entities (depicted in white) from 
which the technological modeling entities (depicted in gray) can be defined by means 
of specialization relationships. This approach resembles how the UI frameworks have 
traditionally been developed. These abstract modeling entities are the parent entities 
used to create a metamodel for each specific RIA technology. Afterwards, these 
technology-specific metamodels are used to model the UI of the Web application for a 
specific RIA technology, so he analyst can define models to address all the features 
that a specific RIA technology can provide.  

The main advantage of this approach is that the link between the Abstract level, 
which is made up of the Navigational Models, and Concrete level is performed using 
those abstract modeling entities that are common to all the technological metamodels. 
A suitable relationship is created between each modeling entity, which is used for 
defining the UI, from the Abstract level, and an abstract modeling entity from the RIA 
metamodel. Therefore the links between the Abstract and the Concrete levels can be 
reused among different technologies.  

The main entity of the RIA Metamodel is a UI Model that is made up of Widgets 
that abstract a specific UI component. A Widget is defined by a set of Properties, 
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which are specified in the metamodel as meta-attributes. For instance, two properties 
that are common to any Widget are visible (to show or hide a specific widget in the 
UI) and enabled (to allow or disable the interaction with the user). The interactions 
that users can perform over a widget are described as Events. Widgets are divided into 
two types depending on whether or not they can receive Events: Layout Widgets 
(WLayout entity), which are used to arrange and to contain other widgets; and 
Control Widgets (WControl entity), which can be associated to Events in order to 
define reactions to the user interaction. The entity WControl is also specialized into 
four abstract modeling entities: WDataview, WInput, WService, and WNavigation. 
Each entity represents the widgets that can perform one of the specific interactive 
functions described above. Events are related to the UI Model entity because they are 
reused among the different control widgets by means of association relationships.  

A technology-specific metamodel must be defined using these abstract modeling 
entities. For instance, if the Adobe Flex platform [1] is selected as RIA technology, a 
Flex UI metamodel must be defined. In order to create this new metamodel, each 
widget provided by Flex is defined as a child entity from one or more entities of the 
RIA Metamodel. Flex provides a rich UI framework that enables the implementation 
of complex RIA. Since this framework is built around two main concepts very close 
to the RIA Metamodel (interface components and containers), the specialization 
relationships are straightforward. The different containers are defined as 
specializations from the WLayout entity whereas the interface components are 
specialized from a suitable WControl entity depending on their function.  

For example, Figure 1 (bottom) shows a brief view of the Flex UI metamodel. The 
Accordion widget is a child entity of WLayout, and TileList or Hslider are child 
entities of WDataview and WInput, respectively. Another example is the LinkButton 
that can be used for both navigation and service execution purposes. From these 
technological widget entities the Events and the Properties are created. For example, 
in the Hslider widget, the property snapInterval defines the increment of the slider 
bar, whereas the thumbDrag event is triggered when the user moves the slider to a 
new position. The final result of this process is a metamodel from which a UI for the 
Flex platform can be modeled. 

2.2   Modeling the Event-Driven Interaction 

In section 2.1, a metamodel to specify the static view of a UI has been defined. 
However, the UI is not only a static entity because it reacts according to the 
interaction with the user. This interaction is perceived as events that occur over a 
specific widget. This dynamic view must also be included in order to develop 
interactive Web 2.0 applications. To define this dynamic view, several Web 2.0 
applications have been analyzed by the authors, in order to select the most common 
reactions to events. The selected reactions are classified as follows:  

1. Changes to the UI: a common reaction to events is a change of the UI properties 
perceived by the user. For example, when the user clicks on tab a new group of 
widgets is shown. 

2. Request for data on-demand: the result of this reaction is a request for 
information from the server. Usually, only the data that has not been previously 
retrieved and stored is requested. 
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3. Functionality execution: this reaction implies a request-response communication 
with the Business Logic. When the response is received, a feedback message is 
presented to the user to inform about the result.  

4. Input Validation: this reaction informs the user about mistakes and suggests a 
solution. When the end-user introduces a value, mistakes are common: from 
syntactic errors (e.g. a date with an incorrect format), to more complex ones that 
involves the Business Logic (e.g. to check whether or not the login provided has 
already been created).  

5. Navigation: A navigation changes the current point from which the application 
UI is perceived by the user and the interactions available. RIA has included 
animation effects to highlight this reaction. 

The event rule concept is introduced to describe this dynamic view made up of 
reactions. An event rule is defined by an Event from a source widget that triggers a 
Reaction associated with a target widget. This approach resembles the definition of 
Event-Condition-Action (ECA) rules proposed by the HCI community to perform the 
same goal [14]. The modeling entities to define the event rules are defined in the RIA 
Metamodel as Figure 2 illustrates. 

 

Fig. 2. The RIA Metamodel: Dynamic View 

Event rules are defined over the widgets from a technological UI model specialized 
from the RIA Metamodel. The scope of the event rules is the layout container where 
are defined the widget that triggers the event and the widget that receives the reaction. 
Hence, an event rule can generate a reaction to several widgets as long as they are 
defined in the same parent layout. Additionally, the widget that produces the event 
and the target widget that performs the reaction can be the same. Optionally, events 
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can include parameters with additional information to configure the reaction. Each 
event rule is also associated to at least one reaction of the five described above. Each 
reaction is represented by a modeling entity in the RIA metamodel, and it is also 
linked to the specific type of widget that supports the expected behavior. These five 
reaction entities are described below: 

• Property change: this entity represents a change of the current value of any 
property of the target widget. By applying this reaction the state of a widget can 
be controlled according to the triggered events. Since all widgets are described 
using properties, this reaction can be associated to any widget.  

• Data Request: this entity represent a request of data from the Business Logic in 
order to populate a Dataview widget. This reaction can be parameterized by 
means of the following attributes: the cacheable attribute, which provides a 
mechanism to avoid having to request previously retrieved data; the max 
instances attribute, which defines the maximum number of instances to be 
retrieved; and the filter condition attribute, which selects the data depending on 
a logic formula. 

• Invocation: this entity represents an asynchronous service execution from the 
Business Logic. The user can interact with the rest of the UI while the service is 
being executed. This reaction is always linked to a Service widget. Moreover, 
this reaction triggers by default an event to inform whether or not the service has 
been successfully executed. That event can be used to trigger new event rules 
that take into account the service results.    

• Validation: this reaction verifies whether or not the data introduced by the user 
is correct. The validation can be defined using a regular expression to be 
satisfied by the input or a Boolean service that receives the input as an 
argument. If the regular expression or the service result is evaluated as false, an 
error message is shown to the user. 

• UI Transition: this reaction represents a transition that is associated with a 
Navigation widget. Additionally, a visual effect to highlight the transition can be 
defined. 

As an example to illustrate how an event rule can be defined the suggestion pattern is 
used: when inputting new data, (event) the client-side automatically retrieves (without 
refreshing the UI) the values that match the input text. In this pattern, two Flex 
widgets are required to define the UI:  a Text Input, and a List widget to show the 
suggestions. A Data request entity is associated to the List widget and the filter 
condition of this entity is changed as the user inputs a new text value. This event rule 
is defined below using a textual notation (for exemplification purposes) that conforms 
to the metamodel entities presented: 
 

SET  RequestReacton TO List:  
RequestReaction.cacheable = true;  

ON:  
    TextInput.dataChange(newValue)  
DO:  
 RequestReaction.filterCondition = “LIKE ” + newValue; 

List.Request(); 
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3   RIA Modeling in the OOWS Web Engineering Method 

The RIA metamodel proposed in Section 2 has been defined without taking into 
account a specific method. Therefore, the main issue is how the new RIA models are 
introduced and linked with the previous models of the method. This section presents a 
strategy to deal with this integration. As a proof of concept, this strategy has been 
applied to the OOWS Web Engineering method [12]. 

OO-Method [19] is an automatic code generation method that produces an 
equivalent software product from a system conceptual specification. OOWS was 
defined to extend OO-Method with the principles proposed by the Web Engineering 
community. To achieve this goal, OOWS introduces a new set of models for 
supporting the interaction concern between the user and a Web application (See 
Figure 3). These models are: 

• User Model: This model is a user diagram to specify the types of users that can 
interact with the system. 

• Navigational Model: This model defines the system navigational structure for 
each type of user by means of a Navigational Map. This map is depicted by 
means of a directed graph whose nodes represent Navigational Contexts and 
whose arcs represent navigational links that define the valid navigational paths. 
The different Navigational Contexts are described as an aggregation of one or 
more Abstract Interaction Patterns (AIP). An AIP defines the interaction in 
terms of two main communication flows between the user and the system: a) a 
population retrieval flow, which provides information from the system to the 
user; and b) a service execution flow started by the user, which performs a 
change of the state of the Information System. Two main AIP, Population and 
Service, are defined. These AIP are linked to the data and functionality 
represented by the OO-Method models. In order to constrain the behavior and/or 
to refine these two main interactions more accurately, auxiliary interaction 
mechanisms are also introduced. 

Currently OOWS generates the Web Application code from these abstract models 
Further details about the OOWS models and the code generation process can be 
consulted in [28] and [29] respectively. In order to extend OOWS with the RIA 
Metamodel, the modeling phase is divided in two levels: an Abstract level made up of 
the current OOWS models and a new Concrete UI level. This new level adds a new 
methodological step that is highlighted in Fig. 3. In this new step (Concrete UI 
modeling), the analyst can choose between the modeling of a traditional HTML 
interface or a Flex UI. The following subsection explains how the link between the 
models of the two levels is established. 

3.1   Integrating the RIA Metamodel with the OOWS Method 

Current abstract models proposed by Web Engineering methods provide information 
that must be taken into account when the final UI code is generated. For instance, 
these models provide the data structures that must be shown using a Dataview widget. 
Since in the approach presented, the UI is defined using the RIA Metamodel, the 
integration with the previous OOWS models must also be addressed.  
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Fig. 3. The extended OOWS MDE development process 

A common strategy in a MDE environment is to define a model-to-model (M2M) 
transformation from an abstract model to a more technological one. Hence, the 
technological model replaces the previous one and provides the additional 
expressivity required. However, the use of M2M transformations has two main 
disadvantages: 1) since the technological models must include all the expressivity 
from the abstract model they are complex to define; and, 2) since in practice, each 
abstract modeling entity can be represented in the UI using different RIA widgets, the 
number of M2M transformations to be defined is high.  

To overcome these issues, the solution proposed in this work is to create 
relationships instead of transformations between the method metamodel and the RIA 
metamodel. To capture relationships of this type, weaving models have been applied 
in other works [6]. A weaving model [11] establishes the relationship between the 
modeling entities of two models that are not directly related. Weaving models are 
defined conforming to a weaving metamodel that defines the two metamodels to be 
connected and the set of relationships between the modeling entities. Therefore, 
neither of the two metamodels is modified because all the knowledge about the 
relationships between them is defined in the weaving metamodel. 

For this work, a weaving metamodel has been defined between the RIA metamodel 
and the OOWS method metamodel. First the two metamodels were defined using the 
Eclipse Modelling Framework [3] because Eclipse tools such as the Atlas Model 
Weaver [8] and the Epsilon plug-in [10] can be used to implement the weaving 
metamodel. Figure 4 shows a set of relationships defined in the OOWS weaving 
metamodel. The main function of these relationships is to establish which widget type 
is going to represent an OOWS modeling entity. For instance, in OOWS the 
Population AIP defines the set of data to be shown to the user in a web page. Each 
Population AIP defined in an OOWS model must be related to a Dataview widget. 
When the analyst creates the weaving model, a Flex widget, which is specialized from  
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Fig. 4. Weaving relationships between the OOWS Metamodel and the RIA Metamodel 

the DataView entity, must be selected for each Population AIP. The same line of 
reasoning is applied to the rest of the OOWS modeling entities that must be reflected 
in the UI. 

The main advantage of this approach is that the weaving metamodel is defined 
between the specific method and the abstract entities of the RIA metamodel. 
Therefore, if another RIA technology is selected, the weaving metamodel does not 
need to be modified because the relationships are established with the abstract entities 
instead of the Flex technological entities. Furthermore, it is easier to create and 
maintain several weaving models than different sets of M2M transformation rules.  

Once the analyst has defined the RIA model, event rules are specified using the 
dynamic view of the metamodel presented in section 2. In order to support the 
definition of these rules in the OOWS method, the XText framework has been used 
[17]. This framework creates an Eclipse metamodel to support the definition of a 
given textual grammar. Therefore, that metamodel has been included in the RIA 
Metamodel and related with the correspondent Event and Reaction entities.  

Finally, the OOWS model compiler must be redefined because the new input 
models are: 1) an OOWS model that describes the interaction of the user with the 
system; 2) a RIA model that specifies the UI and the event rules; and, 3) a weaving 
model that establishes the relationships between these two models. Taking these three 
models as input, the final code (for instance, a Flex UI) is generated by means of 
model-to-code transformations. The specification of this code generation process is 
out of the scope of this paper. 

4   Related Work 

Several works in the Web Engineering field have proposed methodological extensions 
to support RIA development. First, Bozzon and Comai [5] have extended the WebML 
method to support RIA modeling. The proposed extension determines the definition at 
the modeling level which data, operations, hypertext links, and page contents must be 
processed by the client side. Additionally, this work proposes a code generation 
process to obtain the final application using a RIA technology. In the context of the 
OOHDM method, Urbieta et al. [27] propose an approach for designing RIA 
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interfaces, taking into account the separation of the interface structure from the 
behavior. That work proposes an aspect-oriented perspective to combine different 
concerns related to the UI composition. Hence, the UI is defined as a composition of 
several interface atoms. They also propose [24] a set of refactorings to transform 
conventional Web interfaces to RIAs. 

The OOH method has also been extended defining the OOH4RIA approach [15] in 
which two models are defined: a Presentation Model and an Orchestration Model. The 
Presentation Model has been defined using the Google Web Toolkit (GWT) as the 
technological framework to define the metamodel entities. The Orchestration Model 
[20] defines the interaction dependencies between widgets and how these widgets 
should be grouped to improve the requests to the server. The need for better 
interaction models has also been pointed out by Dolog and Stage [9]. They propose 
the use of UML statechart diagrams to support the synchronization between the client 
side and the server side of a RIA as well as between widgets. 

The common agreement in the works mentioned above is that the current Web 
Engineering methods must be extended at the conceptual level in order to deal with Web 
2.0 development. Our work proposes a generic RIA metamodel that has been specifically 
defined to be method-independent. This metamodel combines both the static and 
dynamic view of the RIA UI that previous works have addressed using different method-
specific models. Furthermore, the previous works have mainly focus on how to model 
the logic and data persistence on the client side of a RIA application. Even though this 
issue is relevant, in our view the main advantage of RIA is the improvement in the UI 
usability. Our approach also considers that the methodological extension required cannot 
be achieved only by extending the current method models. A new methodological phase 
must be included in order to deal with the Concrete UI specification. 

Furthermore, several works have addressed the RIA development from a HCI 
perspective. A metamodel is proposed by Ruiz [25] for defining a RIA UI from an 
Abstract Interface Model. In that work, a clear relationship is established between the 
abstract and the concrete UI that represents the interaction. Another interesting 
approach is the RUX-method [13]. This method proposes how to define at the 
concrete level the time-related behaviors (Temporal Presentation) and the event-
response actions (Interaction Presentation) in order to define RIA interface 
components. The main difference between our proposal and these works is the 
expressivity provided by the concrete UI level. Their concrete models are defined 
with a set of widgets that are common to different RIA technologies. As a 
consequence, is not possible to take full advantage of the advanced features of a 
specific RIA technology.  

5   Concluding Remarks 

In this paper, a model-driven UI development approach for Web 2.0 has been 
presented. Because RIA technologies are very common in the Web 2.0 development, 
a metamodel for dealing with the UI of this application paradigm has been proposed. 
Several lessons have been learned during the development of this approach: The first 
lesson is that Web Engineering methods provide suitable models that can also be 
reused for Web 2.0 development. However, problems arise when specific 
technological details must be introduced. Therefore, a UI model-driven development 



 Facing the Technological Challenges of Web 2.0 143 

process for Web 2.0 must consider the target technology. The second lesson is that the 
clear separation of abstraction levels proposed by HCI approaches can be easily 
adopted. Finally, the third lesson is that defining a single UI model to support every 
technology in Web 2.0 is an unfeasible task. The approaches to support RIA 
development must be flexible enough to be easily adapted to different technologies.  

It should be pointed out that the manual definition of the weaving model might be 
a tedious and error-prone task, if the number of entities in the model is very large. A 
potential solution to this issue is the use of patterns. These patterns can abstract 
several best practices in an understandable way and be reused to avoid the full 
definition of the weaving model. 

Further work will address full tool support of the Web 2.0 development process 
presented in this work. Currently, the RIA Metamodel and several model-to-code 
transformation rules for the Adobe Flex platform have been defined for validation 
purposes. A Web 2.0 application for research management is being developed using 
the ideas presented in this paper. However, the final goal is to apply these ideas in an 
industrial tool. Finally, integration with other Web Engineering methods besides 
OOWS must be analyzed in order to validate the flexibility of the RIA Metamodel. 
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Abstract. User intent is defined as a user’s information need. Detecting intent 
in Web search helps users to obtain relevant content, thus improving their 
satisfaction. We propose a novel approach to instantiating intent by using 
adaptive categorization producing predicted intent probabilities. For this, we 
attempt to detect factors by which intent is formed, called intent features, by 
using a Web Q&A corpus. Our approach was motivated by the observation that 
questions related to queries are effective for finding intent features. We extract 
set of categories and their intent features automatically by analyzing questions 
within Web Q&A corpus, and categorize search results using these features. 
The advantages of our intent-based categorization are twofold, (1) presenting 
the most probable intent categories to help users clarify and choose starting 
points for Web searches, and (2) adapting sets of intent categories for each 
query. Experimental results show that distilled intent features can efficiently 
describe intent categories, and search results can be efficiently categorized 
without any human supervision.  

Keywords: User intent detection, Intent-based categorization. 

1   Introduction 

The continuous growth of the Web has made it increasingly important in our lives, yet 
it is still difficult to find appropriate information we intend to seek. Search engines are 
the most frequently used ‘gateways’ for entering the territory of the Web, and 
conventional search engines return pages that are most relevant to queries issued 
under the practical assumption that users’ search needs have been explicitly 
represented by the search queries. However, queries are generally insufficient to fully 
describe a user’s information needs as they contain very short keyword phrases [7], 
which may be ambiguous. Moreover, users modify their search needs frequently on 
viewing the search results or browsing Web pages.  

A user’s information need is defined as intent [1]. The Intent Detection on Web 
searching is a kind of ‘holy grail’ for search engines as it promises better user 
experience and improved satisfaction. There were several studies for detecting intent 
within queries by analyzing query logs [1,8,10]. However, detecting the complete user 
intent is not easy and is actually often impossible, because the user’s search intent is 
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generally very subjective and ambiguous. The precise intent may even be difficult for 
the users themselves to determine. 

As an alternative, conventional approaches focused on categorizing search results 
using external knowledge and click-through data [2,9]. However, as shown in Fig. 
1(a), these techniques prejudge the fixed number of intent-category pairs, rather than 
generate a set of exhaustive intent possibilities using the query. Moreover, they 
attempt to detect the statistically dominant intent of each search result, which means 
they overlook the fact that queries can represent many variations of intent. 

 

       
 

 (a) Conventional approach                             (b) Our approach 

Fig. 1. Comparison of search results’ categorization 

Different to the conventional approaches, we propose a novel method of 
representing the most probable intent possibilities for users to improve their Web 
experience. Our method relies on extracting factors through which intent is formed, 
called intent features, using Web Q&A corpus, since the questions contain useful and 
typical expressions that reveal the questioner’s intent. 

In the proposed approach depicted in Fig. 1(b), intent features of queries are 
extracted using question phrases and their categories1 appearing in Web Q&A corpus. 
Next, using common categories of such questions, we can determine the candidate 
intent features of a user query represented by a set of categories, called intent 
categories, without any human supervision. Moreover, these intent categories are 
adaptively changed according to the query, because there are numerous kinds of 
categories in Web Q&A corpus2. Finally, we categorize search results into one or 
more intent categories by calculating their matches with intent features of the query. 
We present such categorized search results to the users in real time as an alternative to 
a conventional ranking of search results returned by current search engines. 

The advantages of our intent-based categorization of Web search results are that 
users should be able to more easily determine their own search needs and satisfy their 
search goals by seeing the categorized search results. More precisely, the advantages 
are two-fold: (1) presenting the most probable intent categories to help users clarify 

                                                           
1 For example, for the query ‘Kyoto’ there are many question phrases related to this query in 

Web Q&A corpus such as ‘Where is the cheapest hotel in Kyoto?’, ‘How to go to Kyoto?’ or 
‘When will United-States sign the Kyoto Protocol?’. These question phrases are manually 
assigned within Web Q&A corpus to their corresponding categories such as ‘Travel’, ‘Japan’ 
or ‘Health’ for the above examples, respectively.  

2 For example, Yahoo! Answers (http://answers.yahoo.com), one of useful Web Q&A corpora, 
contains 26 top level categories and 1,640 sub-categories. 
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and choose starting points for Web searches, and (2) adapting sets of intent categories 
for each query. 

Our main contribution is as follows: (a) we propose intent-based categorization of 
Web search results by using Web Q&A corpus to the problem of intent detection and 
(b) we show the method for such categorization based on linguistic analysis of 
questions and (c) we evaluate it through experiments. 

The reminder of this paper is organized as follows. Related work and the 
background are presented in Section 2. We explain our methodology in Section 3 and 
present the experimental results and a discussion in Section 4. The conclusion and 
future research directions are given in Section 5. 

2   Related Research 

2.1   Intent Discovery 

Research on search intent discovery originated from the analysis of click-through data 
and query-intent categorization. Following the well-known query classification first 
proposed by Broder [1], Jansen et al. [8] stated that user intent can be categorized into 
three general intent classes: navigational, transactional and informational intent. The 
characteristics of user intent have been conventionally defined by analyzing click-
through data [1,8,10]. Using large amounts of data containing evidence of user 
search-related activities made it possible to not only understand user needs, but also to 
depict user behavior in browsing Web search results [6] or support non-informational 
search intent on the Web [11]. 

However, the usefulness of these categorizations is limited by the data sets used 
and the efficiency of post-processing. There is a risk of the over-generalization being 
reflected in mismatches in classification between automatic and manual 
categorization. This is because the above researches were based on their own rigid 
classification schemes, and biased by the data sets they used. Furthermore, the 
previously proposed methods often have failed to represent the actual user intent as 
the scope of possible intents may simply be too large and too heterogeneous to be 
accurately reflected in any fixed taxonomy. Moreover, one should realize that the 
information needs of Web users are constantly changing and so does the Web itself.  

In this study, we take a different approach. Rather than conjecturing likely user 
search intent with fixed categorization choices, we allow users themselves to choose 
the search categories that they may be interested in. To achieve this, we use Web 
Q&A corpus that reflect typical needs of users in Web searches. With this kind of 
data at hand we categorize search results returned by conventional search engines 
allowing pages to be assigned to multiple categories. As a result, users receive 
categorized search results that can serve as starting points to continue search 
processes. We think that this kind of presentation of search results should help users 
to better organize their search intent space and to more effectively reach search results 
that truly reflect their search needs.  

Our method is somewhat similar to the notion of Navigation-Aided Retrieval 
(NAR) proposed by Pandit and Olson [14] as a kind of post-query user navigation. 
They presented starting points for Web navigation using the information scent model 



148 S. Yoon, A. Jatowt, and K. Tanaka 

based on a hyperlink structure within the neighborhoods of returned search results and 
an original query. We do not employ a link structure analysis in our work but rather 
focus on query semantics and possible intent categories (distilled from Web Q&A 
corpus) that Web users may have in relation to their queries. 

2.2   Feature Extraction and Categorization of Web Search Results  

Feature extraction is an essential task for categorizing texts and is, in fact, the basis of 
its efficiency. Detecting salient features may however be sometimes very difficult 
especially for short documents. Therefore, previous approaches to feature extraction 
from documents have sometimes also employed additional resources. Such extensions 
have involved acquiring lexical meanings from dictionaries or using external 
knowledge bases like WordNet 3  [13], Open Directory Project (ODP) 4  [4] and 
Wikipedia5 [3]. 

Manual classification of Web pages such as the one done in ODP and Yahoo! 
Directory6 is another simple solution that depends on human intervention. Although 
manual classification guarantees a high precision, it cannot be scaled to accommodate 
the Web. Therefore, automatic classification has been proposed. Clusty.org is an 
example of a clustering-based search engine that groups related Web search results 
based on their content. Other information can also be utilized to automatically group 
pages. For example, Chaker and Ounelli [2] used URLs and logical and hyperlink 
structure to capture various genres – the content, form and functionality – of Web 
pages, and Hu et al. [7] used a concept graph based on distilled concepts from 
Wikipedia and its link structures. 

In this work, we use Web Q&A corpus as a training set, because questions 
concerned with query terms are effective expressions of the potential user intent that 
is hidden behind these terms. Web Q&A corpus also supports quick matching of 
terms and provides ready categories for questions, which enables very efficient 
adaptive categorization. 

3   Find Intent Features and Categorize Search Results 

There is an overview of our approach shown in Fig. 2. First, a user issues a query to a 
conventional search engine for which search results are obtained. The same query is 
also sent to Web Q&A corpus. Our system receives questions relevant to the query 
and their categories, and characterizes each category with its associated questions by 
head noun extraction and term scoring using the well-known term frequency–inverse 
document frequency (TFIDF) weighting scheme. Next, the returned search results are 
compared against the categories using intent features. Finally, a user receives categor-
ized search results that s/he can browse and utilize to modify subsequent queries. 

                                                           
3 WordNet, a lexical database for English language. Princeton University, http://wordnet.princeton.edu 
4 http://dmoz.org 
5 http://www.wikipedia.org 
6 http://dir.yahoo.com 
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Fig. 2. Overview of our proposed system 

3.1   Multiple User-Intent Model 

Intent is linguistically defined as a ‘purpose’ or ‘aim.’ These meanings in the Web-
search environment are restricted by the constraint ‘user,’ such as ‘the perceived need 
for information that leads to someone using an information retrieval system in the 
first place’ [1], ‘user goals in Web search’ [10], or ‘the type of resource desired in the 
user’s expression to the system’ [8]. 

With the above definitions we can assume that user intent in a query can be formed 
with words and sentences. In other words, a user can form his/her intent using words 
and sentences on the Web. Even though there may be many possible implicit 
directions, the best explicit form of intent is the query itself, which gives strength to 
the general assumption of the query’s importance.  

Suppose that there are numerous, but limited kinds of intent in a query. In the 
simplest case, the dominant search need of a user is the same as the query itself. 
However, we often face the situation when there is implicit intent hidden behind the 
query that cannot be directly deduced. For example, we can easily guess that the 
dominant intent of the query ‘kyoto travel’ is some kind of ‘general information about 
travel to Kyoto city.’ However, the implicit user intent may actually be more complex 
such as the need for ‘the cheapest way to travel to Kyoto city,’ or for more specific 
information on Kyoto such as ‘hotels in Kyoto.’ We regard these differences in the 
starting points of the same query as the Multiple User-Intent Model. Even though the 
query is the same, the user’s starting points of Web search can be different (varying 
intent for the same query). To use our model, we made two assumptions. 

 

• Assumption 1. User has always some intent behind issued query 7 . S/he can 
express her/his search intent by using text. We assume that users have intent in all 
queries, which means that their queries contain explicit intent expressions 
described directly by query terms, as well as implicit expressions that can be 
represented by query synonyms or coordinated terms.  
 

• Assumption 2. The Web is sufficient to discover user intent. We assume that when 
the user browses information on the entire Web, s/he can find intended search 
results, because the Web is the largest corpus of knowledge.8 

                                                           
7 Exceptional cases such as input mistakes, confusion, or spelling corrections are omitted. 
8 This assumption has been used implicitly in all intent researches, such as ones based on 

utilizing user click histories or using words and phrases in language models. 
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If the user already has a certain amount of knowledge, the query may contain 
his/her actual intent and the probability of finding meaningful Web information 
increases. However, when the user is a novice or has no idea about the query, s/he 
may want to realize her/his actual information need or its clue(s) by browsing search 
results. 

3.2   Extracting Intent Features 

The main problem is how to efficiently estimate set of possible intent choices for a 
given query. Conventional search engines deduce a user’s intent by using additional 
information on the query such as the context of search results or its log data. They 
then present search results after having conducted prior preprocessing steps such as 
query expansions or spell corrections. The returned search results are not, however, 
grouped according to their meaning or potential intent-based categories. They are 
only arranged by ranking the search results according to pages’ relevance scores.  

We have chosen Web Q&A corpus in our research as a reference knowledge base. 
Aggregated user questions related to the query are strong evidence of typical search 
intentions behind the query and can be effectively used for analyzing possible intent. 
By sending a query to Web Q&A corpus, we can receive useful hints and topics 
connected to questions that are basis of our intent prediction process.  

 

 

Fig. 3. Example of sending a query to Yahoo! Answers 

 

In the example in Fig. 3 we show results obtained for the query ‘kyoto travel’ from 
Yahoo! Answers. The question ‘What is the cheapest way to go to Kyoto?’ is 
included in the category ‘Japan’. It is an example of a particular possible intent that 
users interested in travelling to Kyoto may have. We can then use not only the 
category ‘Japan’ but also the expression ‘cheapest way,’ which is the core meaning of 
the question and is directly connected with category ‘Travel’ for describing this 
particular user intent. 

Using a query, questions Q = [q1’, q2’,... qn’] with their matched categories 
extracted from Web Q&A corpus, C’ = [c1’, c2’,... cn’], are collected. Next, we filter a 
set of unique categories appearing in C’ expressed as C = {c1, c2,... cn}, as well as 
distilled sets of questions by category, S = {s1, s2,... sn} with n ≤n’. Here si denotes the 
set of questions included in category ci. From now on we will call categories C = {c1, 
c2,... cn} as intent categories. 
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We propose two methods of extracting the features for each intent category. 
 

• Head-noun set of questions: The main noun phrase of a sentence contains the 
focus of the sentence, and the headword can be thought of as the ‘important’ noun 
within the phrase [12]. In our study, a question is an ordinary sentence and the 
head noun of a question within a certain intent category is regarded as a key factor 
of intent feature of that category. We extend the methodology of Metzler et al. [12] 
to extract the meanings of head nouns as the main foci of questions, called head-
noun sets, as follows.  

Pseudo code for extracting head-noun set of question q in question set sj of category cj 

Foreach q in sj 
POS tagging q to q[1],q[2],… q[o] 
Foreach q[i] where 1 ≤i ≤o 
If (q[i] is Noun) 
If (q[i+1] is Noun)        hnq = q[i] + q[i+1] 
Else                          hnq = q[i] 
End If 
If (q[i-1] is Adjective)  hnq = q[i-1] + hnq 

End If 
End If 

Break Foreach 
Stemming hnq to hnq’  
Insert hnq’ into HNcj with count 

End Foreach 
 

We assume the first noun or noun phrase is the head-noun phrase for each question 
and extract the adjective of that phrase if there is any. The collected head-noun 
phrases are assumed to be head-noun sets after stemming. For example, head-noun 
phrases ‘cheap way’ in the topic ‘Travel’ and ‘cheap ways’ or ‘cheapest way’ are 
treated the same. Finally, the jth intent category has l head-noun sets HNcj = {hncj,1, 
hncj,2,... hncj,l}. These head noun sets are later used for computing their inclusion 
within the Web search results. 
 

• TFIDF vector of a question set: We distill nouns by POS tagging and calculate 
TFIDF vectors of the question set for each intent category. As each question in an 
intent category is treated as a document in the traditional TFIDF scheme, the total 
number of documents corresponds to the total number of questions in this category. 
We call this adaptation of traditional TFIDF weighting scheme, a question-TFIDF. 
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where qtfidfcj,m is the question-TFIDF value for the mth noun of the jth intent category, tj’,m is 
mth noun in the j’th question, nj’,m is the number of occurrences of tj’,m, sj’ is the j’th question 
and cj is the j’th intent category.  

The question-TFIDF vectors of jth intent category qTFIDFcj = [qtfidfcj,1, qtfidfcj,2,... 
qtfidfcj,m] are later used to compute their similarity with the Web search results. 
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3.3   Intent Score 

For search results R = [r1, r2,..., rk] of a given query, the set of intent scores of each ith 
search result Ii = [Ii(c1), Ii(c2),..., Ii(cn)] is calculated using either head noun inclusion 
or cosine similarity between TFIDF weighted vectors. Here the intent score Ii(cj) of a 
given search result i and intent category j defines the correspondence of that search 
result to the particular intent category. We use two methods for intent score 
calculation:  

 

• Counting the exact matches of head-noun sets in the jth intent category with the ith 
search result using HNsj and normalizing by the number of head-noun sets in the jth 
intent category. 
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where termi’,ri is the i’ th noun term in ith search result. 
 

• Measuring the cosine similarity between the term vector of ri and jth intent category 
vector qTFIDFcj. 
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Finally, the intent score is represented by a weighted sum of HN and qTFIDF scores. 
It indicates the inclusion strength of the ith result in the jth intent category. Parameter α 
is used to control the influence of HN and qTFIDF factors.  

),()1(),()( jiTFIDFjiHNji crScorecrScorecI ⋅−+⋅= αα  (4)
 

The ith search result can be included in multiple intent categories by using intent score 
Ii(cj). Search results are categorized according to their intent scores and head-noun 
sets. For example in Fig.4(a), suppose we have 4 search results returned for query 
‘kyoto travel’. Using questions of Web Q&A corpus, we find out two intent 
categories, ‘Japan’ and ‘Hotels’, and distill HNJapan / HNHotels sets and qTFIDFJapan / 
qTFIDFHotels vectors. In Fig. 4(b), each search result is categorized by its intent score, 
and both ‘Japan’ and ‘Hotels’ category include 1st search result. 

 
(a) Search results                                (b) Search result categorization 

Fig. 4. Categorization example 
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4   Experiments 

To collect questions, we use Yahoo! Answers, which is a large corpus of user 
questions and answers started in December 2005. As a popular Internet reference, 
Yahoo! Answers has more than 10 million questions, multiple answers to each 
question with their validation scores, 24 top-level categories (TLCs) and their 
numerous sub-categories9 [5]. This data set is useful for connecting a certain term 
with its corresponding questions and answers. Yahoo! Answers API10 enables instant 
access by query and provides XML-formatted response. All experimental data was 
collected and the experiments were done in April 2009. 

We use AOL 500K User Session Collection11 to obtain queries used for eval-
uation. This query log contains 10,154,742 unique queries issued from March 1 to 
May 31 in 2006. 20 queries are randomly chosen from the top 50 most frequent AOL 
queries for our experiments. Table 1 lists the chosen queries together with average 
search results by Yahoo! and questions by Yahoo! Answers returned for these queries. 

Table 1. Queries and their characteristics 

Query 
american idol, bank of america, ebay, google, internet, mapquest, myspace, 
weather, yahoo, southwest airlines, walmart, orbitz, home depot, horoscopes, 
yellow pages, cingular, craigslist, msn, myspace layouts, sears 

Average Yahoo! hits 
Average Yahoo! Answers 

hits 
Average number of intent 

categories in 200 questions 
65,635,117 175,931 38 

4.1   Choosing Number of Questions 

First, we have to choose the number of questions to be taken from Yahoo! Answers 
API for each query. The higher is the number of questions extracted, the higher is the 
resulting number of categories, however, at the same time, the amount of noise 
increases and consequently the system’s performance diminishes. Therefore, it is 
important to choose the appropriate number of questions to be analyzed. 

For estimating the appropriate number of questions, we take the top 50 most 
frequent AOL queries excluding duplicates. We then collect 20, 50, 100, 200, 500 and 
1000 questions (six question sets) including their categories obtained by sending the 
top 50 AOL queries to Yahoo! Answers API. Then we extract the unique categories in 
each question set to create the list of unique categories within each question set. We 
next compare the overlap of unique categories in the 1000 question set with the ones 
in the remaining question sets treating the former as ground truth data. In this way we 
calculate the precision and recall of the question sets. Fβ measure is used for choosing 
the number of questions as follows. As precision is more important than recall for 
showing intent possibilities to user, we setβ=0.5 in our experiment. 
                                                           
9 Yahoo! Answers have 26 TLCs, 326 second-level sub-categories and 1,314 third-levels with 

duplications in April 2009. These categories are assumed to be changed continuously in  
the future. 

10 http://developer.yahoo.com/ answers/ 
11 http://www.gregsadetsky.com/aol-data/ 
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)/()1( 22 recallprecisionrecallprecisionF +⋅⋅⋅+= βββ
 (5)

As shown in Fig. 5, we have found that a 200-question set is optimal. Conse-quently, 
we decided to use 200 questions for each query to detect intent features. 
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Fig. 5. Fβ=0.5 measure result 

4.2   Evaluation 

From the 200 questions for each query returned by Yahoo! Answers, we extract head-
noun sets HN and calculate the qTFIDF vectors of each intent category using an 
English morphological analyzer12 and the Porter stemmer [15].  

The terms within the 50 search results returned by Yahoo! for each query are 
extracted from the returned titles and snippets. Using these terms the search results 
are then categorized based on their intent scores. Table 2 shows an example of 
categorization results for query ‘southwest airlines’. 

Table 2. Categorization example (query: southwest airlines) 

Intent Category Head-noun set Search result Intent score 
Air Travel Airlines 50. Southwest Airlines 0.2389 

  46. Southwest Airlines – Mahalo 0.2363 
  42. Southwest Airlines 0.2338 
  45. Southwest Airlines – Flight, Airfare, … 0.2210 
  49. Southwest Airlines Raises Fares – cbs11tv 0.2191 
 Flight 4. Southwest Vacations – Vacation Packages… 0.0985 
  1. Southwest Airlines 0.0939 
  2. Southwest Airlines Reservations 0.0893 
Corporations Southwest 26. Southwest Airlines News 0.3164 

 airlines 10. Southwest Airlines – Wikipedia 0.2964 
  40. Southwest Airlines – USATODAY.com 0.2933 
  28. The Southwest Airlines Chinese New 

Year... 
0.2903 

  46. Southwest Airlines – Mahalo 0.2900 
Packing & Baggage 42. Southwest Airlines  0.4138 
Preparation  23. Southwest Airlines Flight 1455 – Wikipedia 0.4043 

  11. Southwest Airlines Information 0.3986 
  46. Southwest Airlines – Mahalo 0.3939 
  29. AIRLINE BIZ Blog | The Dallas News 0.3892 

                                                           
12

 An English part-of-speech tagger with bidirectional interface, Tsujii Laboratory, University 
of Tokyo: http://www-tsujii.s.u-tokyo.ac.jp 
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To check the efficiency of HN and qTFIDF factors, parameter α is used in three 
different ways: (1) qTFIDF only (α= 0): In this case, we use only qTFIDF score.  (2) 
HN only (α= 1): In this case, we use only the HN score. (3) Hybrid (α= 0.75): In this 
case, we use both qTFIDF and HN scheme, but head-noun sets are used here more 
than qTFIDF for assessing the relevant intent categories of search results. 

Search result’s inclusion into each intent category is assessed in two different ways: 
(a) with threshold: We use the threshold of the intent score equal to 0.25. Here, the 
number of intent categories is reduced as some intent categories were not collected if 
their assigned search results had their calculated intent scores below 0.25. (b) without 
threshold: We collect all intent categories that have any search results assigned. 

We assume that less than or equal to 20 intent categories are convenient to be 
shown for a query, which is actually same as the requirement for convenient 
presentation of search results mentioned in [10]. There is a trade-off in that showing 
fewer intent categories is more convenient for users, but naturally this may increase 
the omission ratio of potentially relevant intent categories. To check how close  
the number of collected intent categories is to 20, we use a one-sided optimum 
deviation – a standard deviation whose mean number of intent categories is 
substituted by 20 excluding the cases with fewer than 20 intent categories. The larger 
the one-sided optimum deviation is, the more difficult it is for users to recognize 
useful intent categories.  

To evaluate category extraction efficiency, we use the precision of intent categories 
expressed as the count of correct intent categories within all intent categories 
collected for each query. We decided whether the assigned intent categories are 
correct or not after manually checking page content.  

Fig. 6(a) and (b) show the number of intent categories and one-sided optimum 
deviation. We can see that the cases of using threshold are generally approaching 20 
categories and deviate less than the cases without threshold. 
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Fig. 6. Result of category analysis 

As seen in Fig. 7, the precision of extracting intent categories from Yahoo! 
Answers generally exceeds 0.7 and reaches a maximum of 0.784 in the case of HN 
used only with threshold. This means that questions in Yahoo! Answers are useful for 
extracting relevant intent categories of queries. The precision decreases for the case of 
not using threshold in both the qTFIDF and hybrid settings. 
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Fig. 7. Intent category precision 

Next, we use the mean average precision (MAP) to evaluate the intent-based 
categorization of search results. We employ a binary decision to check whether search 
results are correctly included in given intent categories, and MAP@1 and @5 are 
used to compare intent-based categorization efficiency. 
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                  Fig. 8. Results for MAP@1                            Fig. 9. Results for MAP@5 

As seen in Fig. 8 and 9, the best accuracy is obtained in hybrid method, which 
means the HN and qTFIDF mixed case yields search results better matched to their 
correct intent categories. Generally, using threshold cases result in a better precision 
except for a case of qTFIDF for MAP@5.  

To sum up, the case of hybrid setting with threshold produces the most relevant set 
of intent categories and reaches the best performance of search results’ categorization. 

4.3   Discussion 

• Recall of intent category extraction: Frequency-based category distillation has 
defects in that it sometimes excludes valuable questions which relatively rarely 
occur in Web Q&A corpus. On the other hand, the categories may sometimes be 
too precise for a query. For example, the query ‘mapquest’ has various kinds of 
geographical categories such as ‘United States,’ ‘Canada,’ and ‘Boston’ in Yahoo! 
Answers. Even though this information is still partially useful to recognize the 
actual query intent categories (e.g. mapquest software covers all geographic 
locations), we should apply an efficient aggregation methodology in this case.  
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• Efficiency of extracted intent categories: Some distilled intent categories may not 
correspond to any search results. For example, the query ‘bank of america’ produces 
the ‘Law & Ethics’ or ‘Elections’ categories, which are concerned with the current 
events of Bank of America due to the world economic crisis and the policies of the 
US government. However, there are actually no search results that are relevant to 
these categories within 50 top search results despite that these categories are correct. 
On the other hand, some distilled intent categories may not have any assigned search 
results. In such a case user cannot find pages within top 50 search results that would 
directly correspond to his search intent and satisfy his information needs. To solve 
this problem we may need to incorporate other methods such as query expansion by 
adding intent features derived from the empty intent categories.  

Using only titles and snippets may sometimes be insufficient to generate the 
precise results when users have a definite meaning basis with query. For example, 
the query ‘google’ has a dominant intent which is navigational, and this primary 
intent cannot be explained linguistically, but only with head-noun set extractions. 

• Precision of intent-based categorization: Certain intent categories may have too 
many search results. In this case, we can hardly see any meaningful results. 
Sometimes all 50 results are included. In another case, there are wrongly cate-
gorized pages for the query ‘Bank of America’ such as ‘http://www.bankofamerica 
store.com/’, a souvenir shop page of Bank of America. Such pages decrease the 
overall categorization precision. For making intent categories more useful, we treat 
intent scores and threshold carefully to get well-assigned search results. 

• Linguistic problems: Sometimes there are no matches between search results and 
the head-noun sets of a certain category. This problem is caused by the 
characteristics of the Yahoo! Answers corpus, which has mainly been compiled by 
English speakers. We can obtain more accurate matching if we use a localized 
Q&A corpus, such as Yahoo! Answers Japan with Japanese queries. 

5   Conclusion and Future Directions 

We show a novel approach to categorization of search results called intent-based 
categorization. Such categorization groups search results returned for user query 
according to their correspondence to the most probable search intents that users can 
have when issuing the query. By arranging returned Web search results into the main 
intent categories we believe that users can better find the information that directly 
matches their actual search needs. In our method we extract intent features from a 
large corpus of online questions in order to form key intent categories for a given user 
query. We then use these features for categorizing search results by three methods, 
Head-noun set extraction, TFIDF-based vector similarity comparison and a hybrid 
method. The evaluation of our approach indicates high efficiency in distilling key 
intent categories (70% precision) and shows the potential for categorizing search 
results according to possible user intents (MAP@1 = 43% and MAP@5 = 37%).  

As it is the first attempt of intent-based categorization, in the future, we need to 
increase the overall precision of the proposed method. For this, we plan to consider 
more deeply the actual semantics of queries. Furthermore, other aspects of data in 
Web Q&A corpus could be used to more precisely extract user intent features such as 
answers of questions, timestamps of questions and best answer votes. We also intend 
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to employ our general intent-based approach for other purposes. For example, one can 
imagine an intent-based re-ranking application for Web search results or intent-based 
browsing and navigation enhancement in the Web. Lastly, we plan to investigate the 
usefulness of Yahoo! Q&A corpus for large scale usage on the Web by analyzing the 
number of questions and categories as well as their distribution for most popular 
queries in current query logs. 
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Abstract. We previously proposed a reranking system for Web searches based 
on user interaction. The system encouraged users to interact with terms in 
search results or with frequent terms displayed in the tagcloud visualization 
style. Over 20,000 interaction logs of users were analyzed, and the results 
showed that more than 70% of users had interacted with the terms in the 
tagcloud area. Therefore, this visualization style is thought to have great 
potential in supporting users in their Web searches. This visualization style is 
referred to as TermCloud in this paper. We describe how TermCloud can 
increase the effectiveness of users’ Web searches, and we propose a technique 
to generate a more useful TermCloud than the frequency-based TermCloud. 
Then, we show the usefulness of our method based on the experimental test. 

Keywords: Tagcloud, TermCloud, user interaction, information retrieval. 

1   Introduction 

Web search engines have become essential tools to find desired information. 
Conventional Web search engines, however, do not always satisfy the information 
needs of users. There are four major problems, as follows: 

Difficulty in creating an appropriate query: It is difficult for average users to 
create queries that adequately reflect their information needs. In particular, this task is 
more difficult when a user does not have a clear search intention [1].  

Difficulty in judging how appropriate an input query is: Because conventional 
Web search engines display search results as a ranked list, a user has to scroll down a 
large result page that contains many search results and actually browse several search 
results to judge the relevancy of his input query. 

Difficulty in finding relevant low-ranked search results: Due to limitations of 
the ranked list, users frequently only check high-ranked search results [2]. Therefore, 
even if low-ranked search results might be more relevant to users, they usually cannot 
reach those results. 

Limited interaction to indicate search intention: The only way for users to 
inform their search intentions is to input queries to the search engine. Therefore, 
search engines have to estimate their intentions by only checking their queries. As a 
result, it is difficult for them to understand the user context, and they consequently 
fail to return suitable search results that adequately reflect the users’ search intentions. 

To solve these problems, we previously proposed a system that enabled users to 
rerank search results through simple user interaction [3]. In this system, users can 
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rerank search results with two interactions: emphasis and deletion. By using these 
interactions, users can inform the search engine of their intentions, for example, “I 
want to check results that contain the emphasized term,” or “I don’t want to check 
results that contain the deleted term,” without recreating any queries. The system also 
displays frequent terms that appear in search results in the tagcloud visualization style 
to support reranking. Users can also rerank search results by clicking and 
emphasizing/deleting terms in the tagcloud area. Using the system, users can easily 
browse low-ranked search results by reranking the results. 

We launched this system as a Web service for one year and collected about 20,000 
interaction logs from users. An analysis of the reranking logs showed that over 70% 
of users performed reranking operations from the tagcloud area. We therefore think 
that tagclouds have enormous potential to elicit the hidden interests of users. In this 
paper, we refer to this visualization style as TermCloud. 

We describe here how TermClouds can support a Web search. A TermCloud 
enables users to grasp what topics are related to an input query. Therefore, the user 
can judge whether the input query is appropriate or not. In the meantime, the user can 
indicate their intent by interacting with terms that appear in the TermCloud. By 
interacting with various terms, the user can obtain more diverse search results. 

In addition, we propose an idea to enhance TermCloud to provide more useful 
terms in order to support Web searches. Our conventional TermCloud is generated 
depending on the frequencies of terms. This frequency-based TermCloud is not 
sufficient to support Web searches because the terms in the TermCloud are often too 
general to appeal to users. To generate a more useful TermCloud, we have focused on 
the parts of speech of terms, such as adjectives, adjectival verbs, and proper nouns. 
We expect that terms in such parts of speech will be useful in providing an interesting 
aspect for browsing search results. We conducted a user experiment to evaluate how 
useful these terms were in supporting a Web search. 

2   TermCloud for Web Search 

2.1   Difference between TermCloud and Tagcloud 

A tagcloud is a visual depiction of a set of tags. A tag is usually a term that is 
assigned to certain information resources. To represent certain features (e.g., 
popularity) of tags, text attributes such as the font size or color can be used. Tagclouds 
have recently become a familiar visualization style in social Web services such as 
Flickr and Delicious. Tagclouds can serve as a tool to navigate the underlying content 
and to summarize a large set of tags that users have added to the content.  

Among the features of conventional tagclouds, it is important to consider how to 
visualize a set of tags. We must define the number of tags to be displayed and the text 
features of these tags, such as the font size, font weight, and color. The ordering of 
tags (e.g., alphabetical order, popularity-based order, etc.) must also be considered. 
These features affect the usability of tagclouds [4], as well as the impression 
formation of tagclouds [5]. 

When we consider supporting Web searches with TermCloud, however, the 
extraction from the search results of the terms to be displayed in a TermCloud is much 
more important than the visualization of the TermCloud. In conventional tagclouds, the 
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tags to be displayed are almost entirely defined by their popularity, and thus, there is no 
problem selecting which tags to display. In contrast, all the terms that appear in the 
search results for a query can be candidate terms for a TermCloud. The terms in a 
TermCloud directly influence its effectiveness in revealing a user’s search intent or its 
ability to provide diverse terms that might pique the user’s hidden interest. 

2.2   Effects of TermCloud 

The effects of a termCloud in a Web search can be divided into two aspects: 
summarization and suggestion. 

Search Result Summarization 
As displayed in the previous system, a TermCloud is a summarization of a large set of 
search results. A term displayed with a larger font size indicates that many search 
results contain the term. Therefore, the user can instantly check which topics related 
to the input query are major and which are minor simply by checking a TermCloud. 
Because of this effectiveness, users can easily judge how appropriate their queries are 
for their search intentions without actually checking several search results. For 
example, if the user wants to know about “Katsumi Tanaka,” who is a professor at 
Kyoto University, by searching the Web and therefore inputs “Katsumi Tanaka” as a 
query to the Web search engine, the frequency-based TermCloud displays terms such 
as “professor,” “pianist,” “poet,” and so on. Therefore, the user can see instantly that 
the search results clearly contain irrelevant results related to other people, such as a 
pianist or poet, with the same name. In a conventional Web search, the user must 
actually check several search results before noticing that the results for “Katsumi 
Tanaka” are related to several different people. 

Suggestion 
In our system, users can rerank search results by clicking terms in the TermCloud. As 
with conventional query suggestions in Web search engines, TermCloud provides a 
lot of suggested terms for reranking search results. The effects of suggestion can be 
divided into two aspects: 

• Improving the relevancy of the top k search results: If a user wants to know 
about the professor named “Katsumi Tanaka” by searching the Web and inputs 
“Katsumi Tanaka” as a query to a Web search engine, the search results will contain 
many irrelevant results as described above. When the user wants to eliminate 
irrelevant search results, he has to modify the query to something like “Katsumi 
Tanaka –pianist” in conventional Web search engines. Creating such advanced 
queries, however, is difficult for non-advanced users. On the other hand, with a 
TermCloud the user can easily obtain similar results simply by clicking an irrelevant 
term such as “pianist” and then clicking the delete button. 

• Increasing opportunities to obtain diverse search results: When the search 
intentions of users are not clear, it is important for users to browse various search 
results and acquire diverse knowledge. For example, if a user wants to travel to 
Poland, he has to gather various kinds of information about Poland, such as its 
history, culture, hotels, famous sights, and so on. To obtain such information, the user 
needs to create many queries in order to cover the different topics related to Poland. 
In such a search task, however, it is hard for the user to create or modify his queries, 
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because of a lack of knowledge about Poland. Therefore, the user usually checks a 
few search results from a limited number of queries and thus might miss some 
important topics or interesting details about Poland. In contrast, a TermCloud consists 
of a mass of query suggestions. The TermCloud displaying many terms might provide 
some serendipitous terms, such as unexpected or unknown terms that the user might 
be interested in. TermCloud thus enables users to discover their hidden interests. 

We regard the role of increasing the opportunities to obtain diverse search results 
as TermCloud’s most important function, since a ranked result list by itself does not 
effectively support this kind of search. Some major commercial search engines 
provide some query suggesions for users to modify their queries. Their suggestions 
are useful when users want to improve the relevancy of search results. However, in 
terms of diversifying the search results, these suggestions are not sufficient because 
the number of suggestions is limited. Moreover, these suggestions offer such popular 
queries that it is difficult for users to provide unexpected queries. 

3   Enhancing TermCloud Using Parts of Speech 

3.1   Basic Idea 

As we discussed above, the effects of TermCloud are both summarization and 
suggestion. However, the frequency-based TermCloud is just one possible 
implementation to support users’ Web searches. In this section we propose an idea to 
enhance the effectiveness of TermCloud. When we extract terms according to their 
frequencies in search results, most of them are nouns, especially general nouns. These 
terms seem to be useful for summarizing Web search results. For some queries, 
however, we think that specific kinds of terms are much more effective for 
suggestion. For example, if a user wants to cook dinner and inputs “pork pepper” as a 
query, frequent terms in the search results include “cooking,” “recipe,” and so on. 
These terms indicate that many search results contain them and so serves as a 
summarization of the search results. In terms of suggestion, however, these terms are 
less meaningful because they are too common for users. Even if the user reranks 
search results by emphasizing “recipe,” the user cannot obtain more interesting or 
unexpected information from the reranked search results than from the original search 
results. In contrast, if we focus on parts of speech, such as adjectives or verbs, we find 
terms that seem to be more attractive, such as “spicy,” “sweet-sour,” “quick,” 
“tender,” “boil,” “burn,” and so on. These terms are characteristic for cooking and 
might spark the user’s imagination and reveal some hidden interests. Although users 
might seldom use such terms as queries in Web searches, we believe that these terms 
are useful as suggestions. Fig. 1 shows an image of a TermCloud that displays not 
only frequent terms but also other adjectives (the TermClouds displayed in the rest of 
this paper have been translated from Japanese into English, and colors and sizes of 
terms were manually set by the authors.) The TermCloud includes terms related to 
taste (e.g., salty-sweet and delicious) or textures (e.g., tender). These terms provide 
new viewpoints that seem to be useful for reranking search results. 

As another example, if a user wants to know about Prof. Katsumi Tanaka and 
inputs “KatsumiTanaka KyotoUniversity” as a query to a Web search engine, 
frequent terms in the search results are “information,” “research,” etc. For a person’s  
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Fig. 1. Example of TermCloud enhanced by 
adjectives for query “pork green pepper” 

Fig. 2. Example of TermCloud enhanced by 
person names for query “KatsumiTanaka 
KyotoUniversity” 

name used as a query, we think that proper nouns, especially personal names or 
organization names are useful as suggestions. The TermCloud in Fig. 2 displays not 
only frequent terms but also other personal names in the search results. By displaying 
the personal names in the TermCloud, users can instantly understand who has a strong 
relationship with Prof. Katsumi Tanaka. For example, if “Yahiko Kambayashi” 
appears many times in the search results of the query, the term “Yahiko Kambayashi” 
is displayed in a larger font. Therefore, the user can instantly understand who has a 
relationship with Prof. Katsumi Tanaka, as well as how strong that relationship is, 
simply by checking the TermCloud. We think these kinds of terms are more 
informative for obtaining information about Prof. Katsumi Tanaka than more general 
frequently used terms such as “research” and “professor.”.  

In this way, for certain queries, certain kinds of terms would be important for 
enhancing a Web search, especially for providing interesting or unexpected 
viewpoints about queries. 

3.2   Experiments 

In the previous subsection we proposed an idea to utilize parts of speech of terms to 
enhance the TermClouds. To evaluate what kinds of terms users prefer for reranking 
and the usefulness of TermCloud after enhancement with parts of speech, we 
conducted user experiments. 

In the experiments, we compared four types of TermClouds; one was a frequency-
based TermCloud (referred to as FreqCloud), and the other three were TermClouds 
that were enhanced by adjectives, adjectival verbs, or proper nouns (we call these 
part-of-speech-enhanced TermClouds PosClouds).  

To generate four TermClouds, we first obtained the top 200 search results of a 
given query by using Yahoo! API. Then we morphologically analyzed the titles and 
summaries in the search results, calculated the frequency of terms, and obtained their 
parts of speech by using the Japanese morphological analyzer, MeCab. All the 
TermClouds contained 20 terms. The FreqCloud contained the top 20 frequent terms 
regardless of the part of speech. The PosClouds contained the top 10 frequent terms 
whose part of speech was the one specified, and the 10 remaining frequent terms 
whose part of speech was different from the specified one. Fig. 3 shows an example 
of a PosCloud enhanced by proper nouns for the query “Kyoto world heritage.” (Red 
terms are proper nouns. Colors of terms were set manually only for this paper.). 
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We expected the usefulness of the types of terms given for suggestions to depend 
on the category of the query. Therefore, we prepared five categories and came up with 
three queries for each category. The 15 queries used in the experiment are shown in 
Table 1. To evaluate which of the four TermClouds was preferred by users, seven 
subjects were asked to perform the following task for each query: 

(1) We showed a query and the top 10 search results of the query and four 
TermClouds (FreqCloud and three types of PosCloud) that had been printed on a 
sheet of paper. On the paper, the four TermClouds were aligned near each other on 
the right side of the search results. Four TermClouds were placed randomly for each 
query, and all the terms in the four TermClouds were displayed in the same size and 
the same color in order to prevent biased judgments from the subjects. 
(2) After viewing the paper, for all of the terms in the four TermClouds, each 
subject was asked to check a term if it seemed to be unexpected and useful for re-
searching by adding the term to the query. 

After finishing the tasks, we interviewed the subjects. We note here that the 
experiment was conducted in Japanese, and the results were translated into English. 

Fig. 4 shows the average ratio of the four TermClouds that contained the most 
terms that the subjects judged to be unexpected and useful for each category of 
queries. Fig. 5 shows the average ratio of the four TermClouds that contained the 
most terms that the subject judged to be unexpected and useful for each subject. 

From Figs. 4 and 5, we found that the types of terms that subjects preferred 
depended on both the category of a query and the subjects’ own preferences. From 
Fig. 8, when the queries included proper nouns, such as a location or a personal name 
category, many subjects chose proper nouns. For example, when the query was 
“Kyoto world heritage,” many subjects chose proper nouns, such as “Kiyomizu 
Temple” and “Nijo Castle.”. They chose these terms because they could not think up 
these terms for use as queries until they actually saw them in the TermCloud. They 
said these terms would provide important information about “Kyoto travel.” In 
contrast, when the queries were related to disease, FreqCloud contained the most 
terms chosen by subjects. For example, five of the seven subjects chose the most 

Table 1. Queries used in the experiments 

category query 
Cooking pork green pepper 
 avocado recipe 
 curry recipe 
Personal KatsumiTanaka KyotoUniversity 
Name napoleon bonaparte 
 TaroAso PrimeMinister 
Location Kyoto travel 
 Poland sightseeing 
 Kyoto world heritage 
Product camera 
 iPhone 
 LCD televisions 
Disease flu 
 pollen allergy 
 hangover 

 

 

Fig. 3. An example of PosCloud (proper 
nouns) for the query “Kyoto world heritage” 
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terms from the FreqCloud in queries of “pollen allergy” and “handover.” Although 
the subjects actually chose some adjectives, adjectival verbs, or proper nouns in those 
queries, those chosen terms were also contained in FreqCloud. Other adjectives, 
adjectival verbs, or proper nouns were seldom chosen by the subjects. As a result, the 
FreqCloud contained the most preferred terms in the disease category. 

As shown in Fig. 5, the criteria of whether a term was unexpected and useful 
strongly depended on user preference. For example, users A, B, and C preferred 
adjectives and adjectival verbs, while users F and G seldom chose those kinds of 
terms. We analyzed the individual experimental results and found the following: 

• User A chose many adjectival verbs as unexpected and useful terms for many queries 
independent of their categories, for example, “colorful” and “rich-tasting” in cooking 
queries, and “noble,” “accessible,” and “casual” in location queries. In the interview, 
this user mentioned that these terms made a very appealing impression, and he had 
seldom input them as queries to conventional Web search engines. 

• User E did not choose adjectives or adjectival verbs. In the interview, he 
mentioned that even if he added these terms to the query, he did not think that he 
would obtain the desired information, and thus he did not think these kinds of 
terms were useful for Web searches. 

The results showed that in some queries some users preferred adjectives and 
adjectival verbs. Because many users seldom use these kinds of terms in queries, 
conventional search engines cannot provide them as query suggestions to users as 
effectively as the frequency-based TermCloud can. Therefore, by showing these kinds 
of terms, we can provide other viewpoints related to the query that neither 
conventional Web search engines nor a frequency-based TermCloud can provide. 

To generate a TermCloud that adapts user preferences, we have to personalize it. 
For example, user A prefers adjectival verbs in many queries. Therefore, when this 
user is searching, TermCloud should enhance adjectival verbs for him. In addition to 
personalizing TermClouds for users, the experimental results also indicate that we can 
use common preferences of many users. For example, when the queries are related to 
location names, many subjects preferred proper nouns. Therefore, if users input a 
query that contains a location name, the TermCloud enhanced by proper nouns is 
likely to be useful for most users. 

 

Fig. 4. Average ratios of TermClouds that 
contained the most terms that the subjects 
judged to be unexpected and useful 

Fig. 5. Average ratios of TermClouds that 
contained the most terms that individual 
subjects judged to be unexpected and useful 
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4   Conclusion and Future Work 

We have described the potential of TermClouds for supporting Web searches. We 
explained the effectiveness and the technical aspects of TermClouds in Web searches 
and proposed enhancing TermClouds with specific parts of speech. Though our user 
study was small, we found that not only the frequency of terms, but also other kinds 
of terms can be useful for supporting users’ Web searches. In this study, we manually 
created an enhanced TermCloud. In the future, we plan to devise a method to 
automatically detect what kinds of terms are important for specific queries.  

One problem with our TermCloud is that it cannot display terms that are related to 
the query but that do not appear in the search results of the query. In our current 
system, users can rerank search results but cannot modify their queries through user 
interactions. Therefore, TermClouds are generated only from the search results of the 
query. To provide a greater variety of terms in TermCloud and to enable users to 
browse more diverse information, we plan to generate a TermCloud by combining 
terms that appear in the search results and those that do not appear in the search 
results. In addition to achieving such a TermCloud, we also need to develop a method 
to combine reranking and re-searching seamlessly in our system. 

In this paper, we proposed the TermCloud for supporting Web searches. We think 
we can apply TermClouds with other types of search results, such as searches for 
images, research papers, products, hotels, and so on. The challenging issue here is 
how to summarize non-textual information, such as price, year, color, shape, and 
other such factors, which must be converted to a verbal form. If we can solve this 
problem effectively, TermClouds can be applied to summarize and support more 
effective browsing of these kinds of search results. 
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Abstract. In this paper, we describe an approach for detection and visualization 
of coordinate term relationships over time and their evolution using temporal 
data available on the Web. Coordinate terms are terms with the same hypernym 
and they often represent rival or peer relationships of underlying objects. We 
have built a system that portrays the evolution of coordinate terms in an easy 
and intuitive way based on data in an online news archive collection spanning 
more than 100 years. With the proposed method, it is possible to see the 
changes in the peer relationships between objects over time together with the 
context of these relationships. The experimental results proved quite high preci-
sion of our method and indicated high usefulness for particular knowledge dis-
covery tasks. 

1   Introduction 

Automatically extracting knowledge from large textual data collections has been a 
popular research area for quite a long time. Researchers captured different kinds of 
knowledge such as semantic relationships between terms, news or any temporal pat-
terns in text. The usual approach was to scan the stored data in search for evidences 
supporting particular knowledge patterns. However, the access to many collections is 
limited through online search interfaces due to their large size or proprietary character. 
Consequently, the type of knowledge that could be obtained from such repositories is 
somewhat limited. Therefore some researchers have recently proposed knowledge 
extraction from online repositories by multiply querying them through their search 
interfaces. For example, Bollegala et al. [2] demonstrated semantic similarity estima-
tion between arbitrary terms that takes into account the number of search results and 
the content of snippets returned from Web search engines.  

This kind of approach, however, can be directly applied to the collections of tem-
porally-invariant data for which there is a simple textual interface. In contrast, in this 
research we attempt to focus on repositories of temporal data such as news archives. 
Such digital collections often allow issuing structured queries composed of search 
terms and a selected time period, which specifies the temporal constraints for returned 
data. Due to the temporal character of the data different kinds of longitudinal type 
knowledge can be captured.  
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In this paper, we propose a method for detecting coordinate terms to a user-issued 
query together with their context and for visualizing their changes over time [10]. Our 
approach is based on data queried from online collections of news articles. Coordinate 
terms are bound by the fact of having the same direct hypernym term. Hypernym 
relation of terms is the relation represented by the pattern “is a kind of”. In other 
words, these are terms that are on the same (semantic) hierarchy level and that often 
indicate peer or even rival relationships between real-world objects represented by 
terms. For example, Toyota, Mitsubishi and Honda are coordinate terms representing 
similar automobile companies in Japan, or Norway, Sweden and Finland are coordi-
nate terms indicating countries in Scandinavia. The application that we demonstrate 
detects coordinate terms from an online repository of news articles over arbitrary time 
periods and visualizes them in form of an interactive, dynamic network. We believe 
that the proposed method could be applied for educational purposes at schools or 
other teaching facilities. Through exploratory search students could serendipitously 
discover relations between requested objects over time. In addition, the detected 
knowledge could be used as an input for subsequent processes in more complex ap-
plication frameworks; for example, in automatically building histories of real-world 
objects such as companies, persons or countries and their inter-relationships over time. 

In summary, in this paper, we (a) propose a method of detecting and visualizing 
coordinate terms as well as their contexts over time, (b) demonstrate an interactive 
application for visualization and exploration of the retrieved data and (c) evaluate it 
on example queries and through user studies. 

The remainder of this paper is as follows. In the next section, we discuss the back-
ground and the related research. Section 3 describes our method and application for 
detecting and visualizing coordinate terms over time. Section 4 provides the experi-
mental evaluation. We conclude the paper in the last section. 

2   Background and Related Research 

2.1   Knowledge Search from Search Engines 

According to an online survey that we conducted in Japan in February 2008 on the 
group of 1000 respondents, 50.2% of users perform some kind of knowledge search 
using conventional search engine interfaces. By this, we mean the activity that is 
different from a usual search for arbitrary Web documents. According to the results of 
the survey, at least once in a month, users try to a) learn the correct spelling of input 
phrases (22.4% respondents), b) search for exact information such as location names 
returned for query “the origin of tulips is” (26.7%), c) determine the meaning of 
acronyms (26.7%), d) search for related terms (21.4%) or e) investigate the popularity 
of real-world objects (23.3%). In general, 89.8% users perform an object-level search 
that is a search for the information about concrete instances of persons, institutions or 
objects using the interfaces of standard search engines. Regarding the temporal aspect 
of information on the Web, 86.2% of the respondents declared that they would like to 
know the age of information they encounter. In the view of these results we can as-
sume that there is a need for applications that would facilitate knowledge extraction 
from search engine repositories. Also, users should benefit from applications that help 
to estimate the age and temporal characteristics of certain information. 
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2.2   Related Research 

Several techniques have been proposed for the purpose of discovering relations be-
tween terms. For example, in the context of coordinate term detection problem, Hearst 
[8] proposed discovering hypernyms through pattern matching in news articles, while 
Shinzato and Torisawa [12] acquired coordinate terms from HTML documents. In the 
latter work, coordinate terms were the ones appearing in the same levels of DOM 
structure such as itemized lists.  

However, currently, it is difficult to freely scan the whole content of large data re-
positories such as collections of news articles, digitalized books or Web search engine 
indices. This is usually due to their huge size, proprietary character or access restrictions. 
Consequently, effective ways for mining data collections through their search interfaces 
have been proposed [2,6,10]. Bollegala et al. [2] measured inter-term similarity by ana-
lyzing Web search results. Cilibrasi and Vitányi [6] proposed Google Normalized Dis-
tance based on WebCount values in order to use it for such tasks as hierarchical cluster-
ing, classification or language translation. None of these works, however, focused on 
mining data collections of temporal character through their search interfaces.   

Several proposals have been also made for analyzing and mining temporal docu-
ment collections [1,9,13]. Topic Detection and Tracking (TDT) [1] initiative is proba-
bly best-known effort of detecting, classifying, and tracking events and story topics in 
historical news corpora. In addition, several methods for temporal weighting of terms 
have been proposed [9]. Nevertheless, the above approaches worked by scanning 
whole collections and required unrestricted access to every document, while our 
method relies on accessing the collections only through their search interfaces.  

In a preliminary report [10] we have outlined a basic part of the coordinate term 
extraction method and shown initial system snapshots. In this paper, we a) enhance 
the term extraction and agglomeration method by adding additional linguistic patterns 
and by applying smoothing of extracted results, b) extend the context detection 
method and c) perform the experimental evaluation of the coordinate term extraction 
accuracy as well as conduct user studies on the overall system.  

Our approach to visualizing the evolution of coordinate terms is related to topics of 
visualizing network evolution. Displaying evolution of network structure over time is 
quite a challenging task involving such issues as efficient indication of changes or 
preservation of their context [4]. There are basically two ways for visualizing graph 
changes over time. The first one relies on displaying sequence of graph snapshots 
chronologically in separate planes [3,7], while the second one uses various animation 
effects [4,5]. We use the latter visualization technique providing users with several 
additional interaction capabilities and attempting at decreasing users’ cognitive over-
load when observing the evolution of term relationships.   

3   Detecting and Visualizing Coordinate Terms over Time 

In this section, we present our method of mining online news article collections for 
detection and visualization of changes in coordinate terms over time. The proposed 
application retrieves data from Google News Archive1 search interface. Google News 

                                                           
1 http://news.google.com/archivesearch 
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Archive is a service for online searching in archived collections of newspapers over 
the last 200 years. The service allows entering temporally structured query composed 
of keywords and a desired time period. It ranks results taking into account the full text 
of each article, its publication venue, timestamp and other factors.  

 

Fig. 1. Outline of the proposed method 

The overview of our method is shown in Figure 1. First, a user enters query q with 
a certain selected time period T. The query is then transformed and sent to Google 
News Archive search as a series of queries for mutually exclusive and consecutive 
unit time segments within T. The time granularity can be also decided by the user (by 
default it is equal to T/10), although, the user should be aware of the fact that increas-
ing the number of unit time periods raises the time cost. The system then collects the 
top results returned over each unit segment and detects coordinate terms using certain 
lexico-synactical patterns. The detected terms are then agglomerated in order to pro-
vide an interactive presentation. In addition, context of each relation between the 
terms is retrieved. Coordinate terms are shown in the form of a network, in which 
nodes represent terms and the edges represent the strength of coordinate relationships 
between the terms together with their contextual descriptions. User can drag the slide 
bar in order to see the changes in the graph structure for different time units. 

3.1   Detection of Coordinate Terms 

3.1.1   Coordinate Term Detection in Unit Time Segment 
We describe here the method for detecting coordinate terms within a unit time period. 
When a query is issued it is converted to specially crafted “pattern queries” (denoted 
as q’ in Figure 1), whose objective is to estimate the support of coordinate relation-
ships between the query term and detected candidate terms. There are two pattern 
queries for each unit time period: one containing expression “q or” and containing 
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expression “or q”. The returned 100 snippets for each of these pattern queries are then 
analyzed for the occurrence of both syntactical patterns. Terms that frequently appear 
before or after the pattern queries (i.e., “q or x”, “x or q”, where x is a discovered 
candidate term) are deemed to be coordinate terms to the query term. We use such bi-
direct patterns in our method for the purpose of determining the necessary cut points 
for terms [11]. Otherwise the system could not detect the lengths of noun phrases that 
are composed of more than one term (e.g., Hong Kong). Thus only the terms that 
appear at least once in each of the pattern are taken into account. In addition, ex-
tracted terms are considered to be coordinate terms to the query term if the geometric 
average of their both pattern frequencies within returned snippets is higher than some 
predefined threshold2. The system also rejects common terms via a stop word list.  

Additionally, an option is also provided that extends the above query patterns with 
a contextual term. For example, one could search for coordinate terms to query “ap-
ple” in the context of computer companies rather than fruits by appending a contex-
tual term “computer”. 

Lastly, pattern queries “q vs.”, “vs. q”, “q and”, “and q” are also used instead of 
the one with conjunctive “or” for returning more pronounced rival-type relationships.  

3.1.2   Aggregation of Coordinate Terms over Time 
After coordinate terms have been found for each individual time segment the system 
aggregates them over time. This allows for determining the relative strengths of coor-
dinate relationships within the whole time period by comparing their pattern frequen-
cies. Weighted smoothing is done in order to decrease the volatility of term relation-
ships. This is because sometimes a given relationship occurs during a long time frame, 
yet it ceases to be detected in a short time period (e.g., one or two time units) that is s 
sub-period of that time frame. This may happen due to the lack of newspaper articles 
mentioning one of the terms for certain time units. To alleviate this effect the system 
uses window of a predefined length (three time units by default) with adjustable 
weights equal to 0.2, 0.6 and 0.23. Thus, with this weight setting 60% of the smoothed 
value of a given relation in a certain time unit comes from the actual support for this 
relation in that time unit, while the remaining 40% comes from the supports for the 
relation in the both adjacent time units. 

3.2   Detecting the Context of Coordinate Relationships 

As mentioned above the system also detects and visualizes the context of each coor-
dinate relationship. This is because real world objects can be rivals (or peers) within 
their different contexts. For example, countries like India and China can be listed as 
Asian countries, the most populous countries or emerging economic powers. We 
determine the context of coordinate relationship by using the set of modified versions 
of TF*IDF weighting scheme (Equations 1-4) that take into account the distribution 
of terms in a single time window or in the whole time period of analysis. 
                                                           
2 By default the threshold is equal to 1, which means that coordinate terms should appear at 

least once in each of the both patterns (√1*√1=1). 
3 Both the weights and the window size can be adjusted by the system operator, for example, to 

further decrease the volatility.  
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The simplest way is to consider only the amount of returned snippets that contain 
the coordinate terms inside a unit time period (Equation 1). 

 ( )ibib tpaSFtpaS ;,);,( =  (1)

Here S(a, pb; ti) is weight of a context term a of a relationship pb, which bounds the 
query and coordinate term b, in a time period ti. SF(a, pb; ti) is the number of snippets 
that support pb (contain lexical patterns binding the query and term b) and also contain 
the term a within time period ti. 

Next we can also consider the total number of snippets that contain the term a 
within ti (Equation 2). If this number is high then the weight of a context term a will 
be low since the term appears in many snippets and thus may not be representative for 
the particular relationship pb. 
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M(ti) denotes here the count of snippets in ti and DF(a; ti) is the number of snippets 
containing a in ti. Another way is to take into account all the snippets returned over 
the whole time frame. 
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Here, M(T) denotes the count of snippets within the whole time period T and DF(a, 
pb,T) is the number of snippets supporting pb that also contain term a within T. 
Lastly, the combined approach is used (Equation 4).  
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The three terms that have the highest values of weights according to one of Equations 
1- 4 are then chosen as the context of the coordinate relation between the query and 
term b within ti. We apply Equation 4 as a default method. 

3.3   Visualization 

Visualization of the results is done through an interactive, animated graph (Figures 2-
3), in which nodes represent terms, and edges represent coordinate relationships with 
the thickness of an edge indicating the strength of the relationship. Each edge is also 
annotated with the top three contextual words. First, a user enters a query term and 
then by dragging the horizontal slider she or he can sequentially observe coordinate 
terms over different time periods. The length of a unit time segment is chosen by 
users. At any time point, the user can click on a selected node in the graph. This sends 
another query that contains the term in the clicked node. Consequently, the coordinate 
terms to both the query and the term in the clicked node will be shown in the ex-
panded graph (see right-hand side example in Figure 2). 

We have used a spring-type graph in which nodes’ positions are determined on the 
basis of attraction/repulsion forces acting between the nodes. The former occurs  
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between any two nodes bound by a coordinate relationship, while the latter is applied 
to the nodes that do not have such a relationship. The equilibrium position of all 
nodes in the graph is determined by the situation in which all acting forces are bal-
anced. Users can freely interact with the network by changing positions of any nodes. 

From a temporal viewpoint, noticing and understanding changes in the graph struc-
ture is rather difficult as it poses high cognitive overload for users. In order to facili-
tate the change understanding we decided to make several enhancements (see Figure 
2 for example). First, the node of a query term is coloured in orange and placed in the 
central position. Second, the nodes whose underlying terms cease to have coordinate 
relationship with a query term in the next consecutive time unit are shown in gray 
colour. In contrast, the newly added nodes are coloured in red. In addition, due to the 
spring type of the graph, the new nodes move towards each other until they are 
stopped in their equilibrium positions and bound by edges. On the other hand, the 
nodes whose terms cease to have coordinate relationships in the next time unit are 
released from their edges and are pushed away from each other until they move out-
side the range of any acting forces. This colouring and animation schemes help users 
with noticing changes in co-ordinate relationships between the consecutive time units. 

3.3.1   Summary Viewing Mode 
As the above working mode shows only micro-scale changes in terms’ relationships, a 
macro-scale overview should be also useful for users. Naturally, users could simply 
decrease the time granularity when interacting with a graph; for example, by changing 
the duration of time units from 1 to 4 years. However, a summarized overview of 
coordinate terms in a single snapshot would make it easier for users to obtain a rough 
overview of graph’s evolution (Figure 3). In this kind of visualization, the width of 
edges indicates the overall relationship strength measured as the average pattern fre-
quency over all the unit time segments. Each edge is annotated with its main relation-
ship context, which is expressed as the top 3 contextual terms that occur most fre-
quently over the whole time period for that relationship. Lastly, we also indicate the 
age of relationships by varying the thickness of node frames. The thick frame indi-
cates terms that have been coordinate for a relatively long time, while the thin one 
denotes the recent coordinate terms. 

  

Fig. 2. Coordinate terms to the query “ford” and “google/yahoo” 
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Fig. 3. Summary view of coordinate terms to the query “japan” 

4   Experimental Evaluation 

In this section we report on the results of the evaluation of our method and the im-
plemented system which consists of measuring the precision of coordinate term ex-
traction and performing user study. 

4.1   Evaluation of Co-ordinate Term Detection 

We have chosen a set of 20 queries for evaluation of the precision of coordinate term 
extraction. The queries were grouped into four categories: persons, companies and 
institutions, places and others (ex. physical objects or concepts). Table 1 shows the 
queries chosen for the evaluation. For the coordinate term extraction we have used 
three lexical patterns with conjunctives “or”, “vs.” and “and”. We have applied a 
threshold equal to 1 which means that a given term was deemed to be a coordinate 
one in a certain time unit if among the results obtained over this time unit there  
were at least one pattern “q or x” and one pattern “x or q” for the case of the  
conjunctive “or”. 

For each query we have checked the correctness of their coordinate terms by con-
sulting Wikipedia 4  and the Web. For example, for the queries “Ford” and “Jack 
Nicholson” we assumed coordinate terms to be correct if they represent other compa-
nies that operate in the same market and other movie actors or directors, respectively.  

                                                           
4 Wikipedia: http://www.wikipedia.org 
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Table 1. Queries used for the evaluation with their corresponding time periods and granularities 
shown in parentheses 

Groups Queries 
Barry Bonds 
(1986-2009;  

2 years) 

Hillary Clinton 
(2000-2009;  

1 year) 

Barack Obama 
(2000-2009;  

1 year) 

Michael Jordan 
(1986-2009;  

2 years) 
Persons 

Ronaldinho 
(2000-2009;  

1 year) 

Ayrton Senna 
(1986-2009;  

2 years) 

Nick Faldo 
(1986-2009;  

2 years) 

Jack Nicholson 
(1986-2009;  

2 years) 

Places 
Japan 

(1900-2009; 10 years) 
Poland 

(1900-2009; 10 years) 

Google 
(2000-2009;  

1 year) 

IBM 
(1940-2009;  

5 years) 

Ford  
(1940-2009;  

5 years) 

NASA 
(1940-2009;  

5 years) Companies, 
institutions 

Harvard 
(1900-2009; 10 years) 

Toyota 
(1940-2009; 5 years) 

Others 
baseball 

(1900-2009; 
10 years) 

dollar 
(1900-2009;  

10 years) 

TV 
(1940-2009;  

5 years) 

Internet Explorer 
(2000-2009;  

1 year) 

Table 2 shows the average numbers of detected coordinate terms in unit time seg-
ments and precision values for different lexical patterns. We found out that the lexical 
pattern containing the conjunction “or” results in the highest precision (0.890). The 
lexical pattern containing the conjunction “vs.” achieves also reasonably high preci-
sion (0.875). However, in this case the average number of retrieved coordinate terms 
within single time segments is very low (0.06) as this pattern is rarely used (ex. 
mostly in sports news). Both conjunctions “or” and “and” are on average more useful 
as producing higher number of results. Although, the pattern with the conjunctive 
“or” achieves higher precision (0.890) than the one with the conjunctive “and” 
(0.825), the latter produces on average about 35% more correct results. 

Next, we investigated how the precision changes for different query groups. Table 
3 lists the results of each query group for the lexical pattern using conjunctive “or”. 
We have obtained the average precision on about 0.890 for all the query groups. The 
system achieved the highest precision for the queries denoting person and place 
names (0.969 and 0.942, respectively), while the lowest precision was obtained for 
“others” category (0.808). The latter was probably due to many different meanings 
and functions of the objects indicated by these queries. We also noticed that the que-
ries representing place names resulted in the highest average number of correct coor-
dinate terms within a unit time segment (5.18) and the queries in the “others” group 
has the lowest number (2.18).  

Note that we have evaluated the correctness of coordinate terms extraction irre-
spectively of time periods of their occurrence. The evaluation of time-based precision 
(i.e. correctness of coordinate term extraction in particular time segments) is however 
quite difficult as finding past coordinate terms is non-trivial. Instead, we have  
 



176 H. Ohshima et al. 

 

Table 2. Results for different conjunctives 

 Conjunctive 
“or” 

Conjunctive 
“vs.” 

Conjunctive  
“and” 

Average number of correct 
results for single time unit 

2.91 0.06 4.45 

Precision 
(correct/returned results) 

0.890 (683/767) 0.875 (14/16) 0.825 (1045/1266) 

Table 3. Results for different query groups 

 Per-
sons 

Places Companies, 
institutions 

Others Average 

Average number of 
correct results for 

single time unit 
3.12 5.18 2.51 2.18 2.91 

Precision 0.969 0.942 0.810 0.808 0.890 
 
 
superficially checked whether there are any coordinate terms that should not be re-
ported in particular time periods. On average, most of the coordinate terms appeared 
to occur within their correct periods. If there were any mistakes they usually resulted 
from too coarse granularity applied. For example, when using 10 years as the length 
of a unit time period our system reported “Soviet Union” and “Czechoslovakia” to be 
co-ordinate terms of Poland from 1900 to 2000. This is only partially correct as actu-
ally, the Soviet Union has been disestablished in December 26, 19915 and Czechoslo-
vakia dissolute in December 31, 19926. 

In the above evaluation, we have not calculated recall as it is rather difficult con-
sidering the large number of potential coordinate terms for the selected query words. 
Instead, to gauge the overall performance, we have plotted the precision rates against 
the average number of correct coordinate terms detected in unit time segments with 
different threshold values (see Figure 4). The different threshold levels are indicated 
on the graph by numbers. This allowed us to see how many correct coordinate terms 
have been on average dropped when the threshold is increased and how the precision 
changes in such cases. We can see that using the lexical pattern with the conjunctive 
“or” results in the best performance closely followed by the one with the conjunctive 
“and”. The line denoted by “all” indicates the case when the results of all the lexical 
patterns are considered together. 

4.2   User study 

We now show the results of an experimental evaluation of our system on a group of 
users. We have asked 14 subjects who are computer science students to interact with 
our system. First, we have briefly explained the way to operate the system. Next, the 
subjects had to complete 3 tasks each lasting 5 minutes. Prior to conducting each task  
 

                                                           
5 http://en.wikipedia.org/wiki/Soviet_Union 
6 http://en.wikipedia.org/wiki/Czechoslovakia 
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Figu. 4. Precision against the average number of extracted correct coordinate terms in unit time 
segments over different threshold levels (the values of the threshold levels are indicated on the 
graph) 

with our system they were also asked to attempt to do the tasks by using conventional 
Web search engine within 5 minutes. Below we briefly describe the tasks: 

1. For “Ford” query find 2 past (but not present) and 2 present rivals/peers as well 
as 2 entities that were rivals in the past and continue to be rivals now. Set the 
time frame ranging from 1940 until the present with a unit time period of 5 years 
when using the proposed system. 

2. Do the same for query “Japan” with the time frame spanning from 1900 until the 
present with a unit time period of 10 years. 

3. Do the same for “Google” and “Yahoo” terms (time frame: 1995 until the present, 
2 years unit time period) and find also their common, present rivals. 

As expected, the users could not find the rivals or peers of the query terms within only 
5 minutes using any conventional Web search engines or even the Google News Ar-
chive Search interface itself. On the other hand, they could successfully complete all 
the tasks within the required time using our proposed system. Note that the tasks were 
still easy in the sense that we did not ask subjects to find coordinate terms within 
specific, shorter time periods.   

After completing the tasks, we asked questions shown below in order to check 
user’s impressions and collect comments for the further improvement of the system.  

 
1. Is it easy to complete tasks using conventional Web search engines? (“very”, “so 

so”, “I do not know”, “not so”, “not at all”) 
2. Is it easy to complete tasks using the proposed system? (“very”, “so so”, “I do not 

know”, “not so”, “not at all”) 
3. Please comment on good and bad aspects of the normal viewing mode and the 

summary viewing mode. 
4. What aspects of the system are good and what bad? 
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5. What would you like to change or add in the system? 
6. For what kind of objects do you want to find coordinate terms using the system 

(e.g., countries, companies, persons)? 
7. What kind of other historical knowledge would you like to obtain (e.g., other 

relations between objects)? 
 

The results for the first and second questions are shown in Figures 5 and 6. They 
indicate the general usefulness of our system and its advantage for past coordinate 
term detection over conventional Web search engines. 

For the 3rd question, the subjects generally appreciated the availability of a macro 
and micro-scale viewing modes. The good points in the summary viewing mode were 
providing an overall impression and showing entities that are in general rivals/peers. 
In addition, there was no need for any manual interaction as the results were presented 
directly in a single frame. However, the respondents reported some problems with 
understanding the information that is conveyed through the summary viewing mode. 
Normal viewing mode was considered as useful for seeing changes over time and 
interacting with the system. 

For the 4th question the users generally agreed that it is interesting to visualize the 
changes of relationships over time and that the system can show rivals to an entity 
represented by a given query. Three subjects wrote that it is thus possible to better 
understand the history of certain objects. However, the same number of subjects 
agreed that the way to operate the system is somehow complicated mostly due to the 
confusion with the meanings of colors and width of edges in the graph. This was 
especially difficult in the summary viewing mode. Thus there is still room for im-
provement at the interface level. Also, one user complained about the occurrence of 
synonyms presented as different nodes in the graph (e.g., “alta vista” and “altavista”, 
“soviet” and “russia”) and one about coordinate terms appearing and disappearing 
unexpectedly. The former issue could be improved by employing more complex NLP 
techniques, while the latter could be alleviated by the suitable choice of weight set-
tings in the smoothing. In addition, users told us that the system sometimes showed 
friendship relations rather than rival ones making it hard to distinguish between the 
both, even when their context was provided. This was especially true for the entities 
that the users did not know much about.  

For the next question the users proposed improving contextual description of rela-
tions, for example, by providing larger textual summaries, and showing changes more 
clearly and directly. Some other interesting comments were: to show precisely when 
relationships start and end, to make automatic slideshow mode, and to implement the 
system in multi-touch panels. In addition, one subject wanted to use the system on the 
Web as an online service.  

For the 6th question, persons and products were the most often selected answers (5 
users) followed by companies (4 users). Some of users also expressed wishes to see 
the history of the rival relationships of academic societies, musicians, countries, dis-
eases, songs, foreign words and sport teams. However two subjects stated that there 
are not many objects for which we could get interesting results and, they may actually, 
rarely want to know any rival relationships. 

In the last question, the users expressed wishes for knowing various different types 
of historical knowledge such as the historical reputation of objects, historical values  
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Fig. 5. Answers to Question 1 

 

Fig. 6. Answers to Question 2 

of stock prices, different types of past relationships among persons and companies, 
personal histories with their related information, historical wars, enemies and old buzz 
terms. An interesting comment was to display the information on the past common 
sense which cannot be currently captured using conventional techniques. 

5   Conclusions 

In this paper, we have proposed a method for the detection and visualization of 
changes in coordinate terms over time from online news article collections. This is an 
example of mining search engine interfaces that allow for temporally structured que-
ries in order to extract knowledge of temporal character. Using the proposed system 
users can discover terms that represent rival objects for a given query and a specified 
time span. This kind of historical knowledge can serve educational purposes and can 
support understanding of the present relations between terms. The experimental re-
sults have indicated high effectiveness of the proposed approach of extracting coordi-
nate terms over time and confirmed the usefulness of our visualization approach.  
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Abstract. Recently, an increasing number of news websites have come
to provide various featured services. However, effective analysis and pre-
sentation for distinction of viewpoints among different news sources are
limited. We focus on the sentiment aspect of news reporters’ viewpoints
and propose a system called the Sentiment Map for distinguishing the
sentiment of news articles and visualizing it on a geographical map based
on map zoom control. The proposed system provides more detailed senti-
ments than conventional sentiment analysis which only considers positive
and negative emotions. When a user enters one or more query keywords,
the sentiment map not only retrieves news articles related to the con-
cerned topic, but also summarizes sentiment tendencies of Web news
based on specific geographical scales. Sentiments can be automatically
aggregated at different levels corresponding to the change of map scales.
Furthermore, we take into account the aspect of time, and show the vari-
ation in sentiment over time. Experimental evaluations conducted by a
total of 100 individuals show the sentiment extraction accuracy and the
visualization effect of the proposed system are good.

1 Introduction

Recently, the number of online news websites, such as those associated with the
Los Angeles Times [1], USA Today [2], and the New York Times [3], has increased
with the spread of the Internet. In addition, an increasing number of portal news
sites, such as Google News [4], Yahoo! News [5], and MSNBC [6], have been
designed to collect and integrate similar news articles from various news sites.
These portal sites provide browsing, keyword search, and various personalized
services. Users can thus acquire the information they want by accessing a single
portal site, instead of several dispersed news sites. Google News [4] is a search
engine that searches many of the world’s news sources and can aggregate news
articles related to a specific topic from different news sites. Yahoo! News [5]
allows users to select rankings of news articles based on various aspects, such as
readers’ comments, blogger attention, and number of bookmarks. MSNBC [6]
provides personalization and a customized layout based on the interests of users.

G. Vossen, D.D.E. Long, and J.X. Yu (Eds.): WISE 2009, LNCS 5802, pp. 181–194, 2009.
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These existing services are useful. However, there has been little research on
distinguishing the viewpoints of different Web sources. News reporters working
for different websites may report a same event with different opinions and senti-
ments. For example, different news sites may support different political parties,
so that their opinions on a certain policy proposed by a political party may be
in conflict. The results of baseball games are often reported with different sen-
timents by different newspapers, depending on where the newspaper is based.
The present paper examines the effective analysis and differentiation of the view-
points of different news websites. In particular, we focus on the sentiment aspect.

To solve this problem, we propose a system called the Sentiment Map, which
can extract and visualize sentiment tendencies for different news websites. When
a user enters one or more query keywords, the proposed system first retrieves
news articles related to the specified topic, and then calculates sentiment ten-
dencies for each news site using a pre-constructed sentiment dictionary. Finally,
the proposed system generates a sentiment map that visually distinguishes the
sentiment among different news sites. When users interactively change the scale
of the sentiment map, the sentiment tendencies of news articles can automati-
cally be reaggregated for the new geographical scale based on map zoom control.
Furthermore, the proposed system also shows the sentiment variation with time.
Unlike conventional positive/negative analysis of sentiment, we define more de-
tailed sentiment vectors of four dimensions: Joy ⇔ Sadness, Acceptance ⇔ Dis-
gust, Anticipation ⇔ Surprise, and Fear ⇔ Anger. The sentiment map helps
users acquire an intuitive image of the sentiments of different news sources.

Figure 1 shows an example of a sentiment map for the query “Iraq war”,
presenting the sentiment distinction at the continent level for this war. This map
summarizes the sentiment tendencies of news articles on the topic of the Iraq
war based on the unit of each continent. The horizontal axis of each sentiment
graph attached to the geographical map represents the period during which news
articles are retrieved for the sentiment analysis (In this example, the period is
three days from October 5 to October 7, 2008), and the vertical axis represents
the average sentiment values of news articles published in each continent. Default
presentation of a sentiment graph is positive and negative polarities, averaged by
sentiment values of four dimensions. When the mouse moves over a sentiment
graph (e.g., North America), more detailed sentiments of four dimensions are
separately displayed. Using this sentiment map, a user can obtain a general
perspective of the various sentiments held by different continents with respect
to the war before further reading the contents of news articles. When the user
zooms in to or out of the map, domains (city level, region level, country level,
or continent level) are recalculated automatically. Figure 2 shows the sentiment
distinction of news articles on the Iraq war at the state level.

The proposed sentiment map enables the following:

– sentiments of news articles beyond positive/negative analysis are extracted
– sentiment tendencies of news sources are distinguished and visualized with

different geographical scales
– sentiment variation are shown with respect to time
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In the present paper, we describe the concept and implementation of the sen-
timent map and evaluate the proposed system through several experiments.
Section 2 provides an overview of the sentiment map generation. Section 3 de-
scribes the offline processing of the proposed system, including the main proce-
dure, the construction of the sentiment dictionary, and the generation of senti-
ment vectors for news articles. Section 4 describes the online processing. Section
5 discusses the evaluation of the sentiment map conducted by a total of 100
individuals. Section 6 reviews related research. Section 7 concludes the paper
and describes areas for future study.

Detailed sentiments

Joy � Sadness

Acceptance � Disgust

Anticipation � Surprise

Fear � Anger

Overall sentiment tendency

Negative

Positive

Date

Fig. 1. Example of a sentiment map at the continent level for the query “Iraq war”

Fig. 2. Example of a sentiment map at the state level for the query “Iraq war”
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dictionary
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3) calculate the average  

sentiment values 

for each site

4) generate a sentiment map

based on map zoom control 

Online processing Offline processing

Fig. 3. Flow of sentiment map generation

2 System Overview

Figure 3 shows an overview of the system for generating a sentiment map. This
system consists of two parts: offline processing (right-hand side of Figure 3) and
online processing (left-hand side of Figure 3).

Collection and analysis of news articles are pre-processed offline, before online
retrieval from a user. First, news articles from various news sites are crawled.
Then, a morphological analysis of the collected articles is conducted to extract
the words with specific parts of speech, and their tf ·idf values are calculated. We
construct a sentiment dictionary in which the entries include sentiment values
of words. A sentiment vector of four dimensions is attached to each news article
by looking up the sentiment values of words appearing in the article from the
sentiment dictionary and averaging these values. The collected news articles, the
tf · idf values of the extracted words, and the sentiment vectors of news articles
are stored in a database.

When a user enters one or more query keywords, the proposed system first
retrieves relevant news articles from the database. The system then groups the
articles by news sites and ranks the articles in each site based on tf · idf values.
Then, for each news site, the average sentiment values of news articles are calcu-
lated. Next, sentiment graphs are generated for each news site and attached to a
geographical map. We call this generated map a sentiment map. The distinction
of sentiment tendencies among different news sites can be compared visually.
The user can also browse the sentiment summarization at different levels by
zooming in to or out of the sentiment map. The proposed system also presents
the sentiment variation with time of the news articles for an event.
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3 Offline Processing

In preprocessing, news articles are first collected and analyzed as follows:

1. n news articles (P1, ..., Pi, ..., Pn) are crawled from several specified news
sites.

2. HTML tags are eliminated from the crawled news articles.
3. The articles are morphologically analyzed to extract proper nouns, general

nouns, adjectives, and verbs.
4. The weight tf · idf(w, Pi) of each extracted word w in news article Pi is

calculated:

tf · idf(w, Pi) =
C(w, Pi)
N(Pi)

· log N

N(w)
, (1)

where C(w, Pi) is the number of times that word w appears in article Pi,
N(Pi) is the number of words extracted from Pi, N is the number of all
collected news articles, and N(w) is the number of articles in which word w
appears.

5. A sentiment dictionary in which the entries indicate the correspondence of
a target word and its sentiment value is constructed.

6. A sentiment vector of four dimensions is generated for each article by aver-
aging the sentiment values of words that appear in the article.

The following sections describe in detail the construction of the sentiment dictio-
nary (step 5) and the generation of sentiment vectors for news articles
(step 6).

3.1 Sentiment Dictionary Construction

We consider sentiment values of four dimensions for news articles: Joy ⇔ Sad-
ness, Acceptance ⇔ Disgust, Anticipation ⇔ Surprise, and Fear ⇔ Anger. These
four dimensions are designed based on the eight basic elements of human emo-
tion, as proposed by psychologist Plutchik [7]. His theory is one of the most
influential approaches for classifying emotion. The issue of comparing it with
other models of emotion [8,9] is our future challenge. A sentiment dictionary is
constructed to extract the sentiment values of these four dimensions for words by
analyzing the Nikkei Newspaper Full Text Database from 1990 to 2001, which
consists of two million articles in total. The basic idea is to compare the co-
occurrence of target words with two groups of original sentiment words for each
dimension. The original sentiment words for the four dimensions are listed in
Table 1. Each dimension e (e ∈ {a, b, c, d}) has two opposite sets e1 and e2
of original sentiment words. For example, for the dimension a of Joy ⇔ Sad-
ness, a1 = {pleasure, be pleased, ..., bless} and a2 = {sad, feel sorry, ...,
sorrow}.

Each entry of the sentiment dictionary (Table 2) consists of a target word w
and its sentiment values (including a scale value Se(w) and a weight Me(w)) of
four dimensions.
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Table 1. Original sentiment words for four dimensions (translated from Japanese)

Dimensions (e) Original sentiment words (e1 ⇔ e2)

a: Joy pleasure, be pleased, glad, happy, enjoy, blessing, bless
⇔ Sadness ⇔ sad, feel sorry, sadness, sorrow

b: Acceptance agreement, agree, consent, acknowledgment, acknowledge, accep-
tance, accept

⇔ Disgust ⇔ disgust, dislike, hate, be unpleasant, antipathy, have an antipathy,
evasion, evade

c: Anticipation expectation, expect, anticipation, anticipate, forecast
⇔ Surprise ⇔ surprise, be surprised, astonishment, astonish, admiration, admire

d: Fear fear, be scary, misgivings, have misgivings, be frightened
⇔ Anger ⇔ anger, get angry, resentment, resent, rage, enrage

The scale value Se(w) of one dimension is calculated using the following pro-
cedure. First, considering the Y (year) edition of the Nikkei newspaper, let the
number of articles that include any word in the set e of original sentiment words
(Table 1) be df(Y, e), and let the number of articles that include both target
word w and any word in e be df(Y, e&w) 1. The joint probability P (Y, e&w) of
e and w is then calculated as follows:

P (Y, e&w) =
df(Y, e&w)

df(Y, e)
(2)

Next, considering the two opposite sets e1 and e2 of original sentiment words, the
interior division ratio Re1⇔e2(Y, w) of P (Y, e1&w) and P (Y, e2&w) is calculated
as follows:

Re1⇔e2(Y, w) =
P (Y, e1&w)

P (Y, e1&w) + P (Y, e2&w)
(3)

where Re1⇔e2(Y, w) = 0 if the denominator is 0.
Finally, the scale value Se(w) is calculated as the mean value of all editions,

Se(w) =
2001∑

Y =1990

Re1⇔e2(Y, w)

/
2001∑

Y =1990

Te1⇔e2(Y, w) (4)

where Te1⇔e2 (Y, w) is 0 if both df(Y, e1&w) and df(Y, e2&w) are 0, and Te1⇔e2

(Y, w) is 1 otherwise. The introduction of the denominator tends to assign a
relatively large Se(w) to those words that appear only during specific years
(rather than every year) but are strongly related to specific sentiment words,

1 We compared our methods which counted co-occurrence on a document level with
those on a paragraph or sentence level in our preliminary experiments. The results
showed that the processing time of the methods on a paragraph or sentence level
increased dramatically but the improvement of precision was not remarkable. Thus,
the document-level co-occurrence was chosen in our current implementation.
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e.g., “Olympics”. The scale value Se(w) of a word w is between 0 and 1. This
value is close to 1 if w appears in many articles together with the original positive
words in e1, and is close to 0 if w and the original negative words in e2 often
appear in the same articles.

For different words, the numbers of editions in which they appear and the
total number of occurrences may vary greatly. Therefore, we introduce the weight
Me(w) of w, which is calculated as follows:

Me(w) = log12

2001∑
Y =1990

Te1⇔e2(Y, w) × log144

2001∑
Y =1990

(df(Y, e1&w) + df(Y, e2&w))

(5)
Me(w) is proportional to the number of editions and the number of occurrence,
which means words that appear multiple times and in several editions are as-
signed large weights. Specifically, the words, Me(w) of which are 0, are not
appended to the sentiment dictionary. Since we use a large corpus, the num-
ber of such words is actually small and the coverage of words in the sentiment
dictionary is high.

Table 2. Examples of sentiment dictionary entries (translated from Japanese)

Joy Acceptance Anticipation Fear
⇔ Sadness ⇔ Disgust ⇔ Surprise ⇔ Anger

Entry word w Sa(w) Ma(w) Sb(w) Mb(w) Sc(w) Mc(w) Sd(w) Md(w)

childcare 0.604 1.273 0.336 1.199 0.285 1.346 0.404 1.105
dispatch 0.531 1.312 0.775 1.625 0.493 1.653 0.549 1.386
get angry 0.274 1.300 0.170 1.179 0.107 1.304 0.021 1.622
ghost 0.395 0.869 0.416 0.617 0.338 0.849 0.793 0.803
new year’s present 0.897 0.877 0.516 0.456 0.393 0.877 0.564 0.348
smell 0.485 1.309 0.098 1.205 0.133 1.304 0.469 1.113
strong 0.575 1.270 0.190 1.221 0.397 1.489 0.422 1.159
travel 0.659 1.675 0.442 1.499 0.309 1.737 0.425 1.405

3.2 Sentiment Vector Generation for News Articles

The sentiment vector O(P ) of a news article P has the form (Oa(P ), Ob(P ),
Oc(P ), Od(P )). Consider P as a set of words extracted from it by the mor-
phological analysis. A sentiment value Oe(P ) of article P on dimension e is
calculated by averaging and inclining the sentiment values of words that appear
in P . The calculation equation, which assigns a sentiment value between 0 and
1 to a news article, is as follows:

Oe(P ) =
∑
w∈P

Se(w) × |2Se(w) − 1| × Me(w)

/ ∑
w∈P

|2Se(w) − 1| × Me(w) (6)

where the scale value Se(w) and weight Me(w) of each word w that appears
in P can be looked up in the sentiment dictionary constructed as described
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above. Many general words may be independent of the sentiment of the text, and
the scale values Se(w) of these words are approximately 0.5. The |2Se(w) − 1|
term of these words approach 0, so that the effect of the emotionless words
is removed.

4 Online Processing

When a user enters one or more query keywords, the proposed system performs
the following procedure and returns a sentiment map.

1. The news articles that include the keywords are retrieved from the article
database.

2. The retrieved articles are grouped by news sites, and the news articles of
each site are ranked in the descending order of the tf · idf values of the
query keywords in each news article.

3. Sentiment vectors for each news site are generated by averaging the sentiment
vectors of news articles in that site, which are generated as described in
Section 3.2.

Each element of a sentiment vector is a value ∈ (0, 1). For the symmetry of
the sentiment graphs which will be generated in the next step, we normalize
it to a value ∈ (-5, 5) by subtracting 0.5 from it and multiplying the result
by 10.

4. Sentiment graphs are generated for each news site based on the sentiment
vectors and are attached to a geographical map for the purpose of generating
a sentiment map.

We use a graph creating library JpGraph [10] to generate sentiment
graphs for news sites. A sentiment graph corresponds to a summarization
of sentiment values of news articles related to the query keyword for a new
site. Sentiment graphs for news sites are mapped to news site locations on
a geographical map using the Yahoo! Map API [11]. This geographical map
with sentiment graphs is referred to as a “sentiment map.”

5. When the user changes the scale of the sentiment map, the geographical
scale is recalculated based on map zoom control, and sentiment values are
resummarized corresponding to the new scale.

The presentation scale of the sentiment map can be automatically ad-
justed based on map control, which includes functions such as zoom in and
zoom out. The largest scale of the sentiment map is the world map, and
the smallest scale of the sentiment map is a news website. When the sen-
timent map is presented at the world map level, the sentiment tendencies
are aggregated for each continent. When the sentiment map is presented at
the Japanese map level, sentiment graphs are generated for each region of
Japan (e.g., Kanto area, Kansai area, etc.). When the map scale is zoomed
in to the Japanese prefecture level, the sentiment summarization level is the
individual news site.
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5 Experiments

We implement a prototype [12] of sentiment map that extracts sentiments from
news articles and visualizes the sentiments on a geographical map. The col-
lected news sites and their geographical regions are shown in Table 3. Section 5.1
presents the interface of the proposed system. To evaluate our system, 100 in-
dividuals are asked to provide their judgments about the accuracy of sentiment
extraction (Section 5.2), the effect of visualization (Section 5.3), and some com-
ments on the overall system (Section 5.4).

Table 3. News websites considered in the experiments

Country Region Prefecture News site URL
Japan Hokkaido·Tohoku Hokkaido Hokkaido Shimbun http://www.hokkaido-np.co.jp/

Iwate Kahoku Online Network http://www.kahoku.co.jp/

Kanto·Tokai Tokyo Tokyo Web http://www.tokyo-np.co.jp/

Aichi Chunichi Web http://www.chunichi.co.jp/

Kinki·Chugoku Hyogo Kobe Shimbun http://www.kobe-np.co.jp/

Hiroshima Chugoku Shimbun http://www.chugoku-np.co.jp/

Kyushu·Okinawa Nagasaki Journal Nagasaki http://www.nagasaki-np.co.jp/

Okinawa Okinawa Times http://www.okinawatimes.co.jp/

Europe asahi.com http://www.asahi.com/international/europe.html

America asahi.com http://www.asahi.com/international/namerica.html

Asia asahi.com http://www.asahi.com/international/asia.html

5.1 System Interface

Figure 4 shows the interface of the proposed system. News sites from which news
articles are collected and the dates on which the news articles were crawled are
presented on the initial retrieval page. The user can input one or more query
keywords and select the period of news articles that he/she wishes to browse
(i.e., to analyze the sentiments thereof).

Figure 5 shows the retrieval result for the query keyword “China” during
the period from September 8 to September 10 of 2008. The upper-right frame
shows the headlines of the top five news articles, the tf · idf values of the query
keyword in which are the highest for each site. By clicking the headlines, the
user can browse the contents of corresponding news articles. The lower-right
frame displays the sentiment graph of the selected news article, as well as the
10 words with the highest tf · idf values, which tend to represent the topic of
the news article. A sentiment graph in the lower-right frame is a bar graph, in
which four bars respectively represent four kinds of sentiments of a news article.
A sentiment graph in the left frame is a line graph, in which the horizontal axis
represents time and the vertical axis represents the average sentiment values of
four dimensions for a news site. When the mouse moves over a sentiment graph
in the left frame, a sentiment graph with more detailed sentiments of four di-
mensions is displayed. For a retrieval, a sentiment map at Japanese region level
is initially shown respectively for four representative Japanese geographical re-
gions. By zooming in, a sentiment map at the news site level can be regenerated.
By zooming out to a world map, the sentiment tendencies can be summarized
for each continent.

http://www.hokkaido-np.co.jp/
http://www.kahoku.co.jp/
http://www.tokyo-np.co.jp/
http://www.chunichi.co.jp/
http://www.kobe-np.co.jp/
http://www.chugoku-np.co.jp/
http://www.nagasaki-np.co.jp/
http://www.okinawatimes.co.jp/
http://www.asahi.com/international/europe.html
http://www.asahi.com/international/namerica.html
http://www.asahi.com/international/asia.html
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Fig. 4. System interface

Fig. 5. Retrieval result
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5.2 Evaluation of Sentiment Extraction Accuracy

This section reports the accuracy of sentiment values extracted by the pro-
posed system. Given a query keyword, the proposed system retrieves related
news articles grouped by each news site, and calculates the sentiment values
of four dimensions for each news site by averaging the sentiment values of the
10 news articles with the highest tf · idf values of the query keyword in each
news site.

To evaluate the error between the sentiment values calculated by the pro-
posed system and the sentiment values decided by individuals, questionnaires
were filled out by 100 individuals. We selected five query keywords and for each
keyword selected 10 news articles with the highest tf · idf values in a specific
news site. These individuals read the 10 news articles and evaluated the sen-
timent tendency on four dimensions. For a news article and a dimension, e.g.,
Joy ⇔ Sadness, the individuals assigned the news article one of five levels: joy,
close to joy, neither joy nor sadness, close to sadness, and sadness. n1, n2, n3,
n4, and n5 (

∑5
i=1 ni = 100) were the numbers of the individuals who gave the

five levels. We converted the evaluation of the individuals to a numerical value
using the following scoring system: joy = 1, close to joy = 0.75, neither joy
nor sadness = 0.5, close to sadness = 0.25, and sadness = 0. The sentiment
value of a news article on a dimension evaluated by the 100 individuals was
(n1 ∗ 1 + n2 ∗ 0.75 + n3 ∗ 0.5 + n4 ∗ 0.25 + n5 ∗ 0)/100. Finally, the sentiment
values of the 10 news articles were averaged as the sentiment values for the
news site.

The error of sentiment values between the proposed system and the user
evaluation is shown in Table 4. For most of query keywords and most of sentiment
dimensions, the sentiment values averaged by the 100 individuals’ judgments and
those calculated by the proposed system are similar. For example, the sentiment
value of the news articles related to the query “Beijing” for the dimension of Joy
⇔ Sadness which our system calculates is 0.5110, which is a value close to the
users’ average 0.5203. The average errors of all the query keywords are small,
between 0.068 and 0.105, which indicates that the proposed system can extract
sentiment values that are similar to those decided by individuals.

Table 4. Evaluation of the error of sentiment values between sentiment values calcu-
lated by the proposed system and sentiment values decided by individuals

Query keyword Average sentiment values of news articles related to the keyword
Joy ⇔ Sadness Acceptance ⇔ Disgust Anticipation ⇔ Surprise Fear ⇔ Anger

Beijing user 0.5203 0.5815 0.5368 0.5165
system 0.5110 0.5255 0.3766 0.5566

teacher user 0.2533 0.3230 0.3528 0.7560
system 0.4639 0.5135 0.4430 0.4952

Hashimoto user 0.5080 0.5590 0.5115 0.5075
governor system 0.4236 0.5244 0.5238 0.4571
Kyoto user 0.4733 0.5903 0.5135 0.5120

system 0.5299 0.5440 0.3983 0.5587
Fukuda user 0.4418 0.4825 0.4453 0.5800
premier system 0.4208 0.4692 0.4957 0.4519
Average error 0.07638 0.06814 0.08566 0.10522
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5.3 Evaluation of Visualization Effect

In this section, we describe the visualization effect about how helpful the senti-
ment map is to understand the sentiment distinction. A total of 100 individuals
also evaluated the visualization effect of the proposed system using the senti-
ment map. For each of three given query keywords, our system provided the
sentiment map which presented the sentiment distinction at three geographical
scales: the smallest scale of news sites, larger scale of Japanese geographical re-
gions, and the largest scale of world’s continents. The individuals were asked
to provide their comprehension level about how conscious they were of the sen-
timent distinction among the different news sites, among the different regions,
or among the different continents. The evaluation was ranked on a five-level
scale: understand, somewhat understand, neither clear nor unclear, somewhat
unclear, and unclear. Figure 6 shows the evaluation results for the three query
keywords and the three geographical scales. The percentage of individuals who
indicated that they could “understand” or “somewhat understand” the senti-
ment map was 40% to 50%, whereas the percentage of individuals who indicated
that the sentiment map was “somewhat unclear” or “unclear” was 25% to 35%.
This indicates that the proposed sentiment map is useful for clarifying the news
sentiments.
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Fig. 6. Evaluation of visualization effect

5.4 Some Comments on the Overall System

A total of 100 individuals were also asked to provide an evaluation of the overall
system and arbitrary comments. Individuals, who described the proposed sys-
tem as being satisfactory, made comments such as, “I became interested in the
contents of the news articles and wanted to read them further”, and “I could
understand the sentiment tendencies of the news sites even without having read
the articles”. On the other hand, there were also some complaints. For exam-
ple, dissatisfied individuals reported that the sentiment maps were generated
too slowly and that sentiment graphs were sometimes difficult to browse. These
aspects will be improved in the future.
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6 Related Research

There have been a number of studies on Web news systems, considering in-
formation collection, categorization, integration, and recommendation. Google
News [4] collects news articles from approximately 4,500 websites and provides
similar articles. Yahoo! News [5] uses a ranking technology based on various
aspects so that specific types of news are displayed prominently. MSNBC [6]
recommends personalized news articles to users by analyzing their browsing his-
tory. Although these news sites provide useful services, the aspect of news writer
sentiment is not considered.

Sentiment analysis [13,14,15] is increasingly important in the areas of NLP and
text mining, which extracts sentiments from text such as movie reviews, book
reviews, and production evaluations. Turney [16] proposed a method for clas-
sifying reviews into two categories: recommended and not recommended based
on mutual information. Pang et al. [17] extracted only the subjective portions
of movie reviews and classified them as “thumbs up” or “thumbs down” by ap-
plying text-categorization techniques. Esuli et al. [18] presented a method for
determining the orientation of subjective terms based on quantitative analysis
of the glosses of such terms. However, these methods only consider positive and
negative sentiments. Unlike these methods, the proposed method captures more
detailed sentiment aspects of four dimensions: Joy ⇔ Sadness, Acceptance ⇔
Disgust, Anticipation ⇔ Surprise, and Fear ⇔ Anger. Furthermore, we visual-
ize the different sentiments of different news sources. Except for the model of
emotion proposed by Plutchik [7] which is used by our current research, there
also exist other models. Russell [8] proposed a two-dimensional space where
the horizontal dimension was pleasure-displeasure, and the vertical dimension
was arousal-sleep. The remaining four variables: excitement, depression, con-
tentment, distress, were their combination, not forming independent dimensions.
Pitel et al. [9] considered 44 paired emotion directions and created a sentiment
dictionary for French using a SVM classifier. Extension based on these models
is one of our future work.

7 Conclusions and Future Work

In the present paper, we described a novel method called the Sentiment Map
for distinguishing and visualizing the sentiment tendencies of Web news. The
proposed method can dynamically summarize the sentiments of news sources
for different scales of geographical regions. Sentiment graphs are generated for
news sources and are attached to a geographical map, so that users can intu-
itively distinguish the sentiments of news writers. We implemented a prototype
system and, through experimental evaluations, demonstrated that the accuracy
of sentiment extraction and the effect of visualization were good.

The proposed method has been applied to analyze the sentiments of news
writers. However, research on extracting the sentiments of news readers is also
needed, and we plan to construct a system that can recommend news articles
that match the sentiments of news readers.
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Abstract. The verbosity of the Hypertext Markup Language (HTML) remains 
one of its main weaknesses. This problem can be solved with the aid of HTML 
specialized compression algorithms. In this work, we describe a visually 
lossless HTML transform that, combined with generally used compression 
algorithms, allows to attain high compression ratios. Its core is a transform 
featuring substitution of words in an HTML document using a static English 
dictionary, effective encoding of dictionary indexes, numbers, and specific 
patterns. 

Visually lossless compression means that the HTML document layout will 
be modified, but the document displayed in a browser will provide the exact 
fidelity with the original. The experimental results show that the proposed 
transform improves the HTML compression efficiency of general purpose 
compressors on average by 21% in the case of gzip, achieving comparable 
processing speed. Moreover, we show that the compression ratio of gzip can be 
improved by up to 32% for the price of higher memory requirements and much 
slower processing. 

Keywords: HTML compression, HTML transform, semi-structural data 
compression. 

1   Introduction 

Since the origin of World Wide Web, the Hypertext Markup Language (HTML) is a 
standard for Internet web pages. HTML has many advantages. One of its main 
advantages is that it is a textual format, what means that HTML is human-readable 
and can be edited by any text editor. The textual format of HTML is also one of its 
main disadvantages as it introduces verbosity. Nevertheless verbosity can be coped 
with by applying data compression.  

In this work we will present our specialized algorithm for HTML compression, 
which achieves much higher compression than the state-of-the-art LSHT algorithm. It 
also uses a fixed English dictionary. The algorithm is designed in four variants for 
proper general-purpose algorithms. 

The map of the paper is as follows. Section 2 contains a short review of existing 
HTML compression methods thus putting our work in a proper context. In Section 3 
we describe step-by-step our HTML transform, its main ideas, and its most significant 
details. The next section presents details about optimizations for back-end 
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compression algorithms used with our transform. Section 5 contains implementation 
details, description of files used for experiments, and experimental results. Section 6 
gives our conclusions. 

2   Related Work 

HTTP compression [11] is the technology used to compress contents from a web 
server (an HTTP server) and to decompress them in an user’s browser. HTTP 
compression is a recommendation of the HTTP 1.1 protocol specification as it reduces 
network traffic and improves page download time on slow networks [12]. It is 
especially useful when size of the web pages is large. 

The popular LZ77-based gzip was intended to be the HTTP compression 
algorithm. Currently, HTTP servers and clients supports also LZ77-based deflate 
format. Lighttpd server supports also BWT-based bzip2 compression, but this format 
is only supported by lynx and some other console text-browsers. Deflate, gzip, and 
bzip2, however, are general-purpose compression algorithms and much better results 
can be achieved with a compression algorithm specialized for dealing with HTML 
documents. 

In our previous work [14] we have presented the first two specialized HTML 
compression algorithms called SDHT and LSHT. These methods are related to text 
compression [16] as they use respectively a semi-static dictionary of the most 
frequent words in the document or a static English dictionary. These methods are also 
related to XML compression [17] as both formats, HTML and XML, are SGML-
based. SDHT and LSHT use several techniques from our XML compressor [17] as 
e.g., effective encoding of numbers, dates and times. 

3   HTML Transform 

In this section we present our Visually Lossless Static HTML Transform (VLSHT). 
We introduce subsequent parts of our algorithm step by step.  

3.1   End Tag Encoding 

In a well-formed HTML document, every end tag must match a corresponding start 
tag. This can hardly be exploited by general-purpose compression algorithms, as they 
maintain a linear, not stack-alike data model. The compression ratio can then be 
increased by replacing every matching end tag with merely an element closing flag.  

Our transform puts elements on a stack when a start tag has appeared. The last 
inserted element is removed from a stack when an end tag has appeared. The problem 
with HTML is that not all elements must have a closing tag. It can be solved by 
ignoring elements that allow an end tag omission. The second problem with HTML is 
that some tags (e.g. <p>) should have corresponding end tags, but human editors skip 
these closing tags. Moreover, web browsers do not report errors on documents of this 
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kind. Therefore our transform allows non-valid HTML documents. The above-
mentioned problems do not occur in XHTML. 

3.2   Quotes Modeling 

Attributes of HTML elements usually contain neighboring equal and quotation mark 
characters (e.g. attribute="value"). Sometimes attributes are encoded using 
equal and apostrophe characters (e.g. attribute='value'). We have found that 
replacing these two characters with a flag improves compression performance. We 
made the same with quotation mark and angle right bracket (greater) characters that 
closing start tags with attribute(s) (e.g. <element-name 
attribute="value">).  

3.3   Number Encoding 

Numbers appear very often in HTML documents. We found that storing numbers as 
text is ineffective. Numbers can be encoded more efficiently using a numerical system 
with base higher than 10. 

In our transform every decimal integer number n is replaced with a single byte 
whose value is ⎡log256(n+1)⎤+48. The actual value of n is then encoded as a base-256 
number. A special case is made for sequences of zeroes preceding a number – these 
are left intact. 

Our transform encodes in a special way also other numerical data that represent 
specific information types. Currently our transform recognizes the following formats:  

• dates between 1977-01-01 and 2153-02-26 in YYYY-MM-DD (e.g. “2007-03-
31”, Y for year, M for month, D for day) and DD-MMM-YYYY (e.g. “31-
MAR-2007”) formats; 

• years from 1900 to 2155 (e.g. “1999”, “2008”) 
• times in 24-hour (e.g., “22:15”) and 12-hour (e.g., “10:15pm”) formats; 
• value ranges (e.g., “115-132”); 
• decimal fractional numbers with one (e.g., “1.2”) or two (e.g., “1.22”) digits 

after decimal point. 

3.4   Static Dictionary 

Our transform uses a static dictionary, which is embedded in the compressor and the 
decompressor. There are two advantages of a static dictionary over a semi-dynamic 
dictionary: there is no need to make the first pass over the input data to create the 
semi-dynamic dictionary and there is no need to store the semi-dynamic dictionary 
within processed data to make decompression possible.  

On the other hand a static dictionary is limited to some class of documents e.g. 
English language. The dictionary must be spread with the compressor and the 
decompressor. Moreover, a semi-dynamic dictionary contains words that are actually 
frequent in the document, not words that could potentially be frequent, as it is in the 
case of a static dictionary. Nevertheless according to [14] for HTML documents a 
static English dictionary usually gives a better compression ratio than a semi-dynamic 
dictionary. 
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3.5   Visually Lossless Optimization 

HTML documents are usually displayed in a browser. The browser ignores the 
document layout, therefore tabulators, end of line symbols, and runs of spaces can be 
replaced with a single space symbol or even removed. The one exception are <PRE> 
and <STYLE> tags, which should be left intact. We call this technique visually 
lossless optimization. This technique is well-known from HTML optimizers. 

From the other side visually lossless compression is lossy. The lossy compression 
means in this case that layout, which may be useful for human editors of a document 
will be modified. Moreover the exact fidelity of the decompressed document with the 
original required in order to verify the document integrity using a cyclic redundancy 
check or hash functions will not be supported. If we can accept these disadvantages 
we will get a high improvement from visually lossless compression. 

4   Back-End Compression 

Succinct word encoding appears to be the most important idea in Visually Lossless 
Static HTML Transform (VLSHT). There are four modes of encoding, chosen 
depending on the attached back-end compression algorithm: LZ77-based [20], 
LZMA/BWT-based [3], PPM-based [5], and PAQ-based [10]. In all cases, dictionary 
references are encoded using a byte-oriented prefix code, where the length varies 
from one to four bytes. Although it produces slightly longer output than, for instance, 
Huffman coding [7], the resulting data can be easily compressed further, which is not 
the case with the latter. Obviously, more frequent words have assigned shorter 
codewords. 

The LZ77 and PPM optimized transform contain of the biggest possible alphabet 
for codewords: byte values from 128 up to 255 and most values in range 0–31, plus a 
few more. These symbols are very rarely used in most HTML documents. If, 
however, one of these symbols occurs in the document, and is not part of an encoded 
word, the coder marks it with a special escape symbol. In the LZMA/BWT and PAQ 
optimized transform the codeword alphabet consists of fewer symbols, because it uses 
only 128 symbols with byte values from 128 up to 255.  

5   Experimental Results 

This section presents implementation details of the VLSHT algorithm. It also contains 
description of files used for experiments and discussion on experimental results of the 
VLSHT algorithm with four different back-end compression methods. 

5.1   Implementation Details 

The VLSHT implementation contains a fast and simple HTML parser built as a finite 
state automaton (FSA), which accepts proper words and numerical (including date 
and time) expressions. The parser does not build any trees, but treats an input HTML 
document as one-dimensional data. It has small memory requirements, as it only uses 
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a stack to trace opening and closing tags. The parser supports the HTML 4.01 
specification (e.g. allowed an end tag omission for some tags).  

The VLSHT implementation uses a static English dictionary with about 80.000 
words. In this dictionary, words are sorted with the relation to their frequency in a 
training corpus of more than 3 GB English text taken from the Project Gutenberg 
library. The words are stored in lower case as VLSHT implements the capital 
conversion method to convert the capital letter starting a word to its lowercase 
equivalent and denote the change with a flag. Additionally, VLSHT uses another flag 
to mark a conversion of a full uppercase word to its lowercase form. 

VLSHT is lossy in a sense that the HTML document layout will be modified, but 
the document displayed in a browser will provide the exact fidelity with the original. 
The transforms can handle any HTML documents with 8-bit (ISO-8859 and UTF-8) 
or 16-bit (Unicode) encodings. VLSHT was implemented in C++ and compiled with 
MS Visual C++ 2008. 

5.2   HTML Corpus 

In compression benchmarking, proper selection of documents used in experiments is 
essential. To the best of our knowledge, there is no publicly available and widely 
respected HTML corpus to this date. Therefore, we have based our test suite on 
HTML files (without images, etc.) downloaded from common Internet web sites. The 
resulting corpus represents a wide range of real-world HTML documents.  

Detailed information for each group of the documents is presented in Table 1; it 
includes: URL address, number of files and total size of files. The size of a single file 
spans from 1 up to 296 KB.  

Table 1. Basic characteristics for the HTML corpus used in the experiments 

Name URL address no. files Total size 

Hillman hillmanwonders.com 781 34421 KB 

Mahoney www.cs.fit.edu/~mmahoney/ 11 596 KB 

MaxComp maximumcompression.com 61 2557 KB 

STL www.sgi.com/tech/stl/ 237 2551 KB 

TightVNC tightvnc.com 21 289 KB 

Tortoise tortoisesvn.net 393 5342 KB 

Travel travelindependent.info 69 3841 KB 

5.3   Compression Ratio 

The primary objective of experiments was to measure the performance of our 
implementation of the VLSHT algorithm. For comparison purposes, we included in 
the tests general-purpose compression tools: gzip 1.2.4, LZMA 4.43, PPMVC 1.2, 
and FastPAQ8, employing the same algorithms at the final stage of VLSHT, to 
demonstrate the improvement from applying the HTML transform.  
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Table 2. Compression results for HTML datasets in output bits per input character 

 
HufSyl LZWL gzip StarNT+gzip WRT+gzip mPPM 

Hillman 2.95 2.13 1.51 1.42 1.44 1.34 

Mahoney 3.31 3.23 2.72 2.54 2.49 2.30 

MaxComp 3.03 2.39 1.86 1.79 1.80 1.55 

STL 3.48 3.22 2.19 1.97 1.95 2.31 

TightVNC 3.44 3.26 2.34 2.17 2.13 2.24 

Tortoise 3.37 3.13 2.27 2.08 2.06 2.23 

Travel 2.88 2.72 2.34 2.06 1.97 1.95 
Average 2.808 2.510 1.904 1.754 1.730 1.740 

Improvement    7.88% 9.13%  
 

 
gzip 

LSHT 
+gzip 

VLSHT
+gzip 

LZMA
LSHT 

+LZMA
VLSHT 
+LZMA 

Hillman 1.51 1.23 1.17 1.29 1.13 1.07 

Mahoney 2.72 2.26 2.17 2.35 2.08 2.00 

MaxComp 1.86 1.47 1.45 1.53 1.38 1.36 

STL 2.19 1.85 1.74 2.13 1.79 1.69 

TightVNC 2.34 2.09 1.95 2.23 1.99 1.86 

Tortoise 2.27 2.02 1.93 2.17 1.92 1.84 

Travel 2.34 1.84 1.69 2.13 1.74 1.60 
Average 1.904 1.595 1.513 1.729 1.504 1.428 

Improvement  16.22% 20.55%  13.02% 17.43% 
 

 
PPMVC 

LSHT 
+PPMVC

VLSHT 
+PPMVC

FPAQ
LSHT 

+FPAQ
VLSHT 
+FPAQ 

Hillman 1.19 1.06 1.00 1.14 1.01 0.96 

Mahoney 2.09 1.92 1.86 2.01 1.83 1.77 

MaxComp 1.41 1.30 1.28 1.36 1.24 1.22 

STL 1.91 1.71 1.62 1.90 1.67 1.58 

TightVNC 1.96 1.86 1.76 1.96 1.82 1.71 

Tortoise 1.93 1.83 1.76 1.92 1.77 1.70 

Travel 1.79 1.60 1.49 1.79 1.56 1.44 
Average 1.535 1.410 1.346 1.510 1.363 1.298 

Improvement  8.14% 12.30%  9.77% 14.07% 

As we are aware of just two specialized algorithms for HTML compression [14] we 
have also compared our algorithm to well-know word-based text compression 
techniques: StarNT [18], WRT [16], HufSyl [8], LZWL [8], and mPPM [1]. We have 
also tried to use XMLPPM [4] and SCMPPM [2], which work well with XHTML 
files, but it do not support HTML files.  
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The first part of Table 2 contains results of word-based text compression 
algorithms. For each program and group of HTML documents a bitrate is given in 
output bits per input character, hence the smaller the values, the better. The last but 
one row includes an average bitrate computed for all the seven groups of documents. 
The last row presents the average improvement of preprocessors for all documents 
compared to the general purpose algorithms result. 

The next parts of Table 2 contain compression results of the introduced HTML 
corpus using gzip, LZMA, PPMVC, FastPAQ, and our implementation of the VLSHT 
algorithm combined with gzip, LZMA, PPMVC, and FastPAQ.  

VLSHT with gzip achieves compression results better than all word-based text 
compression algorithms, including a PPM-based mPPM. Compared to the general-
purpose compression tools, VLSHT improves compression of the introduced HTML 
corpus on average by 21% in the case of gzip, over 17% for LZMA, over 12% in the 
case of PPMVC and about 14% for FastPAQ. Compression and decompression speed 
of VLSHT in comparison to general-purpose compression algorithms is a little bit 
lower as there is a need to read a fixed English dictionary. VLSHT, however, allows 
to read the dictionary only once and processes all HTML documents in one run. 

6   Conclusions 

HTML has many advantages, but its main disadvantage is verbosity, which can be 
coped with by applying data compression. HTML is usually used in combination with 
gzip compression, but gzip is a general-purpose compression algorithm and much 
better results can be achieved with a compression algorithm specialized for dealing 
with HTML documents.  

In this paper we have presented the VLSHT transform aiming to improve HTML 
compression in combination with existing general purpose compressors. The main 
disadvantage of VLSHT algorithm is a fixed English dictionary required for 
compression and decompression.  

VLSHT is lossy in a sense that the HTML document layout will be modified, but 
the document displayed in a browser will provide the exact fidelity with the original. 
Thanks to the VLSHT transform, however, compression ratio of the introduced 
HTML corpus was improved by as much as 21% in the case of gzip, 17% for LZMA, 
12% in the case of PPMVC and 14% for FastPAQ. VLSHT with FastPAQ gives the 
best compression effectiveness, which is 32% better than gzip without any transform. 
Moreover, VLSHT gives over 4% improvement over the state-of-the-art LSHT 
algorithm for all tested general-purpose compression algorithms. 

VLSHT has many nice practical properties. It is implemented as a stand-alone 
program, requiring no external compression utility, no HTML parser, thus avoiding 
any compatibility issues. 
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Abstract. Currently, commercial search engines have implemented
methods to suggest alternative Web queries to users, which helps them
specify alternative related queries in pursuit of finding needed Web pages.
In this paper, we address the Web search problem on related queries to
improve retrieval quality by devising a novel search rank aggregation
mechanism. Given an initial query and the suggested related queries,
our search system concurrently processes their search result lists from
an existing search engine and then forms a single list aggregated by all
the retrieved lists. In particular we propose a generic rank aggregation
framework which considers not only the number of wins that an item won
in a competition, but also the quality of its competitor items in calculat-
ing the ranking of Web items. The framework combines the traditional
and random walk based rank aggregation methods to produce a more
reasonable list to users. Experimental results show that the proposed
approach can clearly improve the retrieval quality in a parallel man-
ner over the traditional search strategy that serially returns result lists.
Moreover, we also empirically investigate how different rank aggregation
methods affect the retrieval performance.

1 Introduction

Search engines are widely used on the Web and they are making more infor-
mation easily accessible than ever before. However, the difficulties in finding
only those which satisfy an individual’s information goal increase due to the
continued rapid growth in data volume of the Web and Web users’ inexpert
in phrasing query. Recent research studies [2,14,23,26] have grown interests in
finding past related search queries to improve Web search. Furthermore, com-
mercial search engines have implemented methods to suggest alternative queries
to users, such as Related search terms in Google, Search Assist in Yahoo!, and
Related Searches in Live Search. The purpose of these query suggestion methods
is to help users easily specify alternative related queries for more relevant search
� The work was done when Lin Li was a Ph.D. student at the University of Tokyo.
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results. However, the current utilization of query suggestion is still näıve. After
getting suggestion, a user usually has to submit these recommended queries one
by one to find the results matching her information need. Moreover, she some-
times has to frequently navigate through the result pages because she is not
sure whether the recommended queries are exactly matching her need before she
reads the actual contents of Web pages. Obviously, this is tedious for the user
to manipulate several search windows. In addition, if a single query is deficient
in accurately representing her information need, the set of recommended related
queries may have a higher possibility to provide a broader search converge over
Web pages, thereby more likely including the information the user wants.

In this paper we address this search problem and devise a novel enhanced web
search approach by aggregating results of related Web queries, which aims at
facilitating locating the information need of a user. Our search system takes a
couple of related queries as search inputs and outputs a final search result list
which is the aggregation of the result lists of these input queries. The strength
of the combined query collections can substantially enhance the utilization of
query suggestion to improve Web search quality.

The technical issue addressed in our system is the rank aggregation of the
search result lists given a set of queries. Various rank aggregation methods have
been studied and employed in many applications [10,19,24,27]. In this paper
we propose a generic framework of rank aggregation based on random walk by
constructing a so-called Win/Loss graph of Web pages. Random walk on the
Win/Loss graph determines the aggregated rank of each page in the final re-
sult list by using the voting rule. In particular two kinds of competition rules are
studied to determine the Win/Loss relationship between two nodes in the graph.
One is based on pairwise contest that chooses the next Web page based on the
number of pairwise contests (within all the lists) the page won. The other one
is based on pairwise majority contest that decides the next Web page by the
number of pairwise majority contests the page won. The advantage of the pro-
posed framework is that it takes into account not only the number of wins that an
item won, but also the quality of the competitor items. In addition, the proposed
framework on the two kinds of Win/Loss graphs generalizes two main schools of
solutions in rank aggregation spearheaded by Borda [5] and Copeland [8] which
also lay down a foundation of Markov Chain based methods [10,11,19]. Experi-
mental results show that the proposed approach can clearly improve the retrieval
quality in a parallel manner over the traditional search strategy that serially re-
turns result lists. In addition, we experimentally compare the effectiveness of
four typical rank aggregation methods that are used in our framework.

In summary, this paper aims to make contributions on a) enhancing Web search
by the aggregation of the search results of related queries (Section 2), b) devising a
generic rank aggregation framework based on random walk and discussing how to
employ various rank aggregation methods in the proposed framework (Section 3),
and c) providing empirical evidences as to demonstrate how result aggregation
improves search quality and how different rank aggregation methods affect system
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performance (Section 4). Last, we review related work in Section 5 and conclude
our work in Section 6.

2 Our Search System Overview

In this section, we give an overview of our search system. As illustrated in
Figure 1, its flowchart includes two important components, query suggestion
(leftmost cylinder) and rank aggregation (rightmost box). Given a query input
by a user, we first need its related queries. In this paper, we are mainly inter-
ested in how to make use of related queries to enhance Web search, not how
to find related queries. Therefore, we assume that related queries are already
available. Our idea can be supported not only by the popular query suggestion
service in commercial search engines, but also by other approaches of finding
related queries [2,14,23,26]. For example, one of our ongoing research is to blend
the QUBiC approach proposed in [14] into our system. After a set of related
queries is selected by the user, we get their search results from a search engine
(e.g., Google). Last, we aggregate these search results. As shown in the rightmost
box of Figure 1, the aggregation is implemented by three steps: 1) constructing
Win/Loss graph where order relationship among search results is encoded, 2)
applying random walk on Win/Loss graph to assign a new score to each search
result, and 3) sorting nodes (search results ) in the graph based on the stand-
ing probability distribution of the random walk. The technical details will be
discussed in the next section.

3 Our Generic Rank Aggregation Framework

Suppose that we have some related queries given an input query, our goal is
to combine their search result lists returned by search engines and generate a
single final list of Web pages to users. In this section, we propose a generic rank
aggregation framework for combining search lists.

3.1 Preliminary

In the field of rank aggregation, let U be a set of items and a rank list (or simply
ranking) τ w.r.t. U is an ordering of a subset of U . Also, if i ∈ U is present
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in τ , written i ∈ τ , let τ(i) denote the position or rank of the i item in the
list. A highly ranked or preferred item has a low-numbered position in the list,
which means if τ(i) < τ(j), i is more highly ranked than j in τ . If τ contains all
the item in U , then τ is said to be a full list. In the context of our problem,
given an information need, the k related queries (Q1, · · ·, Qk) are submitted to
a search engine. We let τi denote the top N (say, N=100) results of the search
engine w.r.t. the query Qi and U be the set of all Web pages returned by these
k queries. Since τi is most surely only a subset of U , we have an inequality |τi|
≤ |U |. Such lists that rank only some of the items (Web pages) in U are called
partial lists. Clearly the pages in U that are not present in the list τi can be
assumed to be ranked below N by the search engine.

Given several search lists, traditional rank aggregation methods directly re-
order an item based on its positions on the lists. Usually they count the number
of wins that the item gets according to a position-based competition rule [5,8,25].
For example, Condorcet condition [25] specifies that if an item (e.g., p) wins or
ties with every other item (e.g., q) in a pairwise competition, i.e., τi(p) ≤ τi(q)
for p,q=1, · · ·, |U | and i=1,· · ·, k, the item as the winner will be put in the
first position of the final fused list. The traditional aggregation methods mainly
consider the number of wins that an item won (or the positions of competitors),
but ignore the effect of the quality of items that the item won.

In the field of random walk, let G=(V , E) be a connected directed graph where
V represents the set of nodes and E is the set of edges. Consider a random walk
on G: a random walker starts at an arbitrary node v0 randomly selected from V ;
if after several steps the random walker is at a node vt, she uniformly moves to the
neighbor of vt with probability 1/O(vt) where O(vt) represents the outdegree of
vt. A sequence of nodes visited by the random walker (vt : t=0, 1, · · ·) constitutes
state transitions in a Markov chain and the edges connecting those nodes are
unweighted. If the state transition of a Markov chain is not uniform (edges are
differently weighted), we can treat it as a random walk with some transition
probability. In both unweighted and weighted cases, the standing probability
distribution of a random walk on the graph naturally generates an ordering list
of all the nodes in V . The random walk based rank mechanism has been widely
used especially in the area of Web search, e.g., PageRank [18].

The aforementioned two research paradigms were developed independently
but still correlated to each other. The representative work on Markov chain
based rank aggregation is Dwork et al. [10] who proposed four specific methods.
However, the relationship among the four methods and traditional rank aggrega-
tion methods is not clearly presented by the authors. For each method, whether
its transition probability is reasonable needs theoretical analysis for further im-
provement. Therefore, we are encouraged to devise a generic rank aggregation
framework which combines the traditional and random walk based rank aggre-
gation into a unified manner. Upon the unified framework, we can theoretically
and empirically study how we can employ various rank aggregation methods,
and which of them is the most effective for solving our problem.
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3.2 Three Steps for Rank Aggregation

Based on the order relationship between two search results among these indi-
vidual lists, we need a rank mechanism to score each search result (i.e. Web
page) and re-sort them according to their assigned scores. Our idea is that the
traditional rank aggregation can be used as a rule to determine the probability
of state transition or the weight of an edge connecting two nodes on a connected
directed graph. Then, the random walk based rank mechanism iteratively re-
fines the ordering to extend the traditional competition-based rank aggregation
methods by considering not only the number of wins that an item won, but also
the quality of the competitor items. For example, if a won b in one competition,
a got one point; if a won c and c’ points are more than b’s, a got more than one
point (e.g., two points).

Step 1: Constructing Win/Loss Graph. We first give the definition of
Win/Loss graph, and then describe two kinds of competition rules to construct
it (e.g., the probability of state transition between nodes).

Win/Loss Graph: Web pages and Win/Loss relationship are modeled as a
directed graph G(V, E) where nodes in V represent Web pages and a directed
edge < p, q > in E corresponds to a Win/Loss relationship between p and
q. Specifically speaking, if p wins q according to a competition rule, the link
direction is from q to p (q–> p); if p is defeated by q and loses the competition,
the link direction is from p to q (p–> q).

Based on the definition of Win/Loss graph, the number of inlinks of a node
(e.g., q) means how many times the node won other nodes in the competition and
the number of outlinks of a node means how many times the node was defeated by
other nodes and lost in the competition. Here we produce the connection between
Win and Inlink (Loss and Outlink), which closely resembles PageRank where a
good page have many good inlinks (pages). Furthermore, we can use a variety
of competition rules to determine the Win/Loss (Inlink/Outlink) relationship
between nodes. In this paper, we mainly study two popular competition rules,
i.e., pairwise contest and pairwise majority contest.

Win/Loss Graph on Pairwise Contest: the competition rule using pairwise
contest is as follows:

In the rank list τi w.r.t the query Qi (i = 1, · · · , k) and two Web pages q and p,
(a) if τi(p) < τi(q), i.e., p wins q in this pairwise contest, q is treated as an inlink
of p (q–> p);
(b) if τi(p) > τi(q), i.e., p is defeated by q in this pairwise contest, q is treated
as an outlink of p (p–> q).

Notice that τi(q) cannot be the same as τi(p) in an individual list. The duplicate
inlinks and outlinks will be omitted as a post-processing step. The indegree of p
is the number of pairwise contests with all other pages in U that p won.
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Win/Loss Graph on Pairwise Majority Contest: the competition rule
using pairwise majority contest is as follows:

In the rank list τi w.r.t the query Qi (i = 1, · · · , k), let the number of the lists
where τi(p) < τi(q) be wins of the page p over the page q and
the number of the lists where τi(p) > τi(q) be losses of p over q;
(a) if wins > losses, i.e., p wins q in this pairwise majority contest, q is treated
as an inlink of p (q–> p);
(b) if wins < losses, i.e., p is defeated by q in this pairwise majority contest, q
is treated as an outlink of p (p–> q);
(c) if wins = losses, there is NO link between p and q because they are level.

The indegree of p is the number of pairwise majority contests p won. After
constructing Win/Loss graph, we can apply a PageRank-like iterative method
to sort the nodes (Web pages) in the graph.

Step 2: Applying Random Walk on Win/Loss Graph. In the above de-
scriptions of two competition rules, we utilize the ordering relationship between
two Web pages which appear in a same list τi to construct our Win/Loss graph.
The order of two pages appeared in a same list τi is an explicit relationship.
However, as we discussed in Section 3.1, each list τi in our problem is a partial
list which means that there are some pages in U left unranked by τi. Clearly the
pages that are not present in the list τi can be assumed to be ranked below |τi|,
which is an implicit ordering relationship. We will argue that a random walk
behavior on the Win/Loss graph naturally reflects both explicit and implicit
ordering relationships between two pages.

We model a random walk on a Win/Loss graph as follows. If a walker is at
the page p now, the walker has two choice:

(a) she may walk to the next page q chosen from p’s outlinks uniformly or based
on the edge’s weights. The main idea is that in each step, we move from the
current page p to a better page q since q wins p. This walk behavior indeed
represents an explicit ordering relationship in a list according to a competition
rule;
(b) or she may also jump to the next page q uniformly chosen from the set of
pages which appear in a list where p is not in. The reason is that we assume
that the pages (e.g., p) that are not present in a list are ranked below that all
the pages in the list (e.g., q). This jump behavior models the implicit ordering
relationship based on the reasonable assumption.

We rank nodes corresponding to the standing probability distribution (i.e.
score) of the walker on the graph. Thus, we have

r(t)(q) =
(1 − α)
|Jq |

+ α
∑

p∈I(q)

r(t−1)(p)w(p, q) , (1)

where r(t)(q) is the rank score of node q after t iterations, |Jq | is the number of
pages which appear in a list where q is not in. I(q) is the indegree of q. w(p, q)
is the weight of the edge (p–> q). We tune up the walk behavior and the jump
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behavior by a mixing parameter α, 0< α <1. From this formula we determine
the overall score of a target node by counting both the number of nodes linking
to a target node and the relative quality of each pointing node. Note that in
computation we also include a small uniform probability epsilon trnasitions
from every node to every other node, to overcome a sort of trap in the Win/Loss
graph, called a rank sink by Brin and Page [18]. In addition, the Win/loss graph
assumes that each node has at least one outlink, which, however, may be not
always true. These epsilon trnasitions modify the Web pages with no outlinks
in the Win/Loss graph to include virtual links to all other pages in the graph,
which guarantees convergence to a unique rank score distribution of nodes [4].
At last, we can ensure a smooth, complete ranking on all the items in |U | (the
number of nodes in the graph). This smoothing technique was used in a number
of random walk based ranking methods, including Google PageRank [18].

Step 3: Sorting Nodes after t Iterations. After constructing the Win/Loss
graph and applying the random walk on it, we can sort the nodes by their ranks
using Equation 1. The recursive running of Equation 1 gives the probability dis-
tribution that the walker is on page q after t iterations. When t equals to 1,
no heuristic is used, while t is large enough, r(t)(q) will relatively converge to a
stationary distribution. Then, the distribution induced on the state transitions
of all the pages in the Win/Loss graph produces a final ranking of these pages. In
other words, the ranked position of each page represents its relative significance
matching the information need of users. Usually, the initial state is chosen uni-
formly at random because in general the initial value will not affect final values,
just the rate of convergence [18].

3.3 Discussions

Here we discuss how to incorporate typical rank aggregation methods, i.e., Borda
Count(BC) [5], Copeland Method(CM) [8] and four specific random walk meth-
ods proposed by Dwork et al. [10], i.e.,MC1, MC2, MC3, and MC4, into our
proposed framework. The differences of their parameter settings are listed in
Table 1. Using the proposed generic framework, we find that the four random
walk based methods generalize BC and CM and further extend them by consid-
ering the quality of items in the competitions.

(1)Generalization of Borda Count. The random walk on Win/Loss graph
using pairwise contest is a generalization of Borda Count method. BC is a pop-
ular rank fusion method and also widely discussed in [1,19]. For each list, the
topmost item receives n − 1 points, the second item receives n − 2 points, and
so on. The item with the maximal points will be put in the first position of the
fused list. In fact, we can view the points received by an item in a list as the
number of pairwise contest it won against all other items in this list, and the
items are ranked in a decreasing order of total points obtained in all lists.
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Table 1. The generic rank aggregation framework

α w(p, q) r(0)(p) rule iteration
BC 0.5 the number of lists O(p) pairwise contest 1

where q is ranked higher than p
CM 0.5 the value wins-losses of each O(p) pairwise majority contest 1

pairwise majority contests q won
MC1 1 unweighted randomly pairwise contest t (t >1)
MC2 1 the number of lists where p is randomly pairwise contest t (t >1)
MC3 1 the number of lists randomly pairwise contest t (t >1)

where q is ranked higher than p
MC4 1 unweighted randomly pairwise majority contest t (t >1)
PW -1 0.85 unweighted 1/O(p) randomly pairwise contest 1
PW -t 0.85 unweighted 1/O(p) randomly pairwise contest t (t >1)
PWM-1 0.85 unweighted 1/O(p) randomly pairwise majority contest 1
PWM-t 0.85 unweighted 1/O(p) randomly pairwise majority contest t (t >1)

Following the direction of BC, in our framework, if the weight of the edge
between q and p (w(p, q)) is based on the number of lists where q is ranked
higher than its inlinked nodes (e.g., p), on this weighted Win/Loss graph, t
iterations and one iteration produce similar aggregation results to that calculated
by MC3 and BC respectively. On the other hand, the total points of an item in
all lists may include duplicate pairwise comparisons. For example, if the page q
is ranked higher than the page p in two lists, BC adds two points for q. In an
unweighted Win/Loss graph on pairwise contest, we assign only one point for
q in the pairwise comparisons between q and p of all the lists, which means we
do not consider how many lists where q wins p, but whether q wins p. In this
case, therefore, w(p, q) is set to be 1/O(p) where O(p) is the outdegree of p.
On this unweighted Win/Loss graph, t iterations generate similar aggregation
results with MC1.

Moreover, MC2 utilizes a different weighting strategy from MC3 so that the
distribution induced on its states produces a ranking of the pages such that q
is ranked higher than p if the geometric means of the ranks of q is lower than
that of p. Generally speaking, MC2 and MC3 can be regarded as the different
weighted versions of MC1.

(2)Generalization of Copeland Method. Similar to Win/Loss graph on
pairwise contest, the random walk on Win/Loss graph using pairwise majority
contest generalizes Copeland’s suggestions of sorting the items by the number
of pairwise majority contests they won. This amounts to sorting nodes by their
indegrees in the Win/Loss graph using pairwise majority contest. If the initial
probability of a node p is set to O(p), i.e., r(0)(p)= O(p), the random walk on this
unweighted graph after one iteration exactly models CM which is also popular
in the literature of rank aggregation [17]. MC4 is based on the above defined
graph with t iterations. Other parameters are also given in Table 1. In addition,
the edges in the Win/Loss graph can be weighted by the value wins-losses of
each pairwise majority contest a node won, thus generating a weighted version
for MC4.
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(3)Four Methods Used in Our Generic Framework. As shown in Ta-
ble 1, we find that most existing methods are very different in several aspects,
thus having difficulties in comparing them without a unified framework. We out-
line three aspects of a rank aggregation method involved in our framework: 1)
competition rule for the Win/Loss relationship of competitor items, 2) iterative
computation for the quality of competitor items, and 3) weighting strategy for
enhancing the Win/Loss relationship. Due to the space limit, in this paper we
only focus on the first two aspects (i.e., unweighted graph).

We investigate which kind of competition rules (pairwise contest or pairwise
majority contest) is the most effective in our system and whether the iterative
computation can improve our system performance. We will experimentally dis-
cuss four methods on unweighted Win/Loss graph, i.e., PW -1, PW -t, PWM -1,
and PWM -t in Table 1. PW (PW -1 and PW -t) is based on pairwise contest
and similar to MC1. PWM (PWM -1, and PWM -t) is based on pairwise ma-
jority contest and similar to MC4. We assign equal weights to all edges which
means we uniformly choose the next page from p’s outlinks, i.e., w(p, q) is set
to be 1/O(p) as shown in Table 1. Note that MC2 and MC3 can be regarded
as weighted versions of MC1.

From the above discussions, we know that BC(pairwise contest) and
CM(pairwise majority contest) directly rank items by the number of wins in
their contests, while random walk on a directed graph propagates the indegree
(wins) of a node over the whole Win/Loss graph, inducing an iterative computa-
tion for combining rankings. The random walk based methods show that a node
which has more highly ranked nodes as its inlinks will be ranked higher. For
evaluation, we conduct experiments on two kinds of computation. One has only
one iterative computation (i.e., PW -1 and PWM -1 ). The other has t (t>1)
iterative computations (i.e., PW -t and PWM -t ).

4 Experiments

In this section, we present experimental evaluation results: we will first explore
how the aggregation of the search results is able to greatly improve the search
quality in comparison to the traditional retrieval methods which return Web
pages query by query, and then we will investigate the impact of incorporating
different rank aggregation methods into our framework on the search quality.

4.1 Experimental Setup and Evaluation Measure

First we need a collection of queries that reflect various users’ information needs
and each kind of information need consists of a chain of specific queries for the
purpose of experiments. Here we use the original queries collected by Shen et
al. [20] as a seed set where those queries labelled by a same topic number are
considered semantically related (30 topics and 146 queries in total). We use the
topic number to represent one information need of a user. For example, there
is a topic representing the information need of buying a surveillance equipment
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including queries of “bug”, “bug spy”, and “bug spy security”, and the three
queries within this topic are submitted search engines to get their initial search
results. We then evaluate the retrieval performance of the proposed approaches
in terms of relevant page precision. In a word, given an information need we
evaluate the retrieval performance of different methods.

The top 100 search results of each query are retrieved from Google Direc-
tory Search, and the number of total returned search results is 12103 given
146 queries. Furthermore, we also obtained various topical category informa-
tion of search results corresponding to each topic number (i.e. information
need), which is provided by Google Directory Search. For evaluation we have
to judge where a search results is relevant to its information need (represented
by a topic number). Here an automatic judgment method is introduced rather
than manually viewing each search result by human expert. It works as fol-
lows: we assume that one identified topical category with a maximal occurrence
frequency among all the categories of these search results is the category in-
dicative to this information need. Therefore, the search results exactly matching
this topical category indicative will be considered as relevant ones. Therefore,
in evaluation we can know the relevant Web pages of each topic number. A pa-
rameter in our automatic judgment method is the relevant result size. We set
its lower bound to be M . In parameter study, if the number of search results
matching the topical category indicative, is smaller than the lower bound, then
the category with the second maximal occurrence frequency will be selected
as the category indicative. This process continues, until the size reaches the
lower bound.

Mean Average Precision (MAP) is an evaluation metric for evaluating ranking
methods [15]. In our problem, our object is information need not query. Given
an information need IDi, its average precision (AP ) is defined as:

APi@N =

∑N
j=1(P@j ∗ pos(j))

# of relevant Web pages in IDi
, (2)

where N , as an evaluation parameter, is the number of top Web pages eval-
uateded (e.g., 10), P@j is the precision score of the returned search result at
position j, and pos(j) is a binary function to indicate whether the Web page at
position j is relevant to IDi. Then, we obtain MAP scores by using the average
value of the AP values of all the evaluated information needs.

4.2 Results and Discussions

We did evaluations when M (relevant result size) varies from 10 to 40 with a
step of 10. The experiment results are shown in Figure 2. Google is our baseline
in which Google’s MAP score averaged by all the related queries within a topic
number is calculated. It is seen that the four random walk based methods, i.e.
PW -1, PW -t, PWM -1 and PWM -t generally produce higher MAP scores than
the baseline at different values of N and M . For example, when M=30, the
improvements of these four methods at N=5 are 5.43%, 5.43%, 20.83%, 25.15%,



Enhancing Web Search by Aggregating Results of Related Web Queries 213

Top 5 Top 10 Top 15

Google 0.2298 0.2414 0.2438

PW-1(PW-t) 0.2367 0.2538 0.2516

PWM-1 0.2763 0.2792 0.2683

PWM-t 0.2569 0.2848 0.2678
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(a) M=10 (b) M=20
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Fig. 2. MAP@5, 10, 15 when M varies from 10 to 40 with a step of 10

respectively. The experiment results validate the effectiveness and importance of
making good use of the query collective to achieve the performance improvement.
In other words, we conclude that the proposed rank aggregation algorithm can
outperform the traditional search methods in terms of retrieval quality.

In addition, we want to identify which rank aggregation method is the most ef-
fective to retrieval quality. First, the pairwise majority contest based approaches
(PWM) exhibit better results than the pairwise contest based approaches (PW ).
For example, when M=10 and N=10, PWM -1 and PWM -t outperform PW -t
(PW -t) by 10.00% and 12.21% respectively. An interesting observation is that
PW -1 and PW -t (two random walk models on pairwise contest with different
iterations) have the same MAP scores in Figure 2. After checking the rank ag-
gregation values, we found that although the values were different, the ordering
produced by these values did not change. This means that more iterations (e.g.
t=40) just give more convergence of values rather a new ordering. However, dif-
ferent iterations used by PWM -1 and PWM -t (two random walk models on
pairwise majority contest) change both values and ordering.

We also compare PWM -1 with PWM -t. PWM -1 produces the highest MAP
scores at M=10 and 20, while PWM -t shows best performance at M=30 and
40. M represents the number of relevant Web pages corresponding to an infor-
mation need. When the information need is simple like finding a website with
relative small size of answers, PWM -1 looks more effective than PWM -t in
such cases. When the information need covers several aspects and the size of
answers is relatively large, PWM -t seems more useful than PWM -1. In such
cases, t iterative computation can further improve the search performance since
t iterative computation has an effect on the coverage of the whole results by
considering not only the number of wins that an item won, but also the quality



214 L. Li et al.

Table 2. Search results of individual queries and our search system

Query 1: MOUSE

1. http://en.wikipedia.org/wiki/mouse (Highly Relevant)
2. http://en.wikipedia.org/wiki/computer mouse
3. http://www.apple.com/mightymouse/
4. http://www.apple.com/keyboard/
5. http://www.mousebreaker.com/

Query 2: HOUSE MOUSE

1. http://www.house-mouse.com/
2. http://www.house-mouse.com/eeek-mail/
3. http://psc.disney.go.com/abcnetworks/toondisney/shows/hom/
4. http://psc.disney.go.com/abcnetworks/toondisney/games/pack the house/index.html
5. http://en.wikipedia.org/wiki/mus musculus (Highly Relevant)

Query 3: HOUSE MOUSE BIOLOGY

1. http://www.pestproducts.com/mice.htm (Highly Relevant)
2. http://www.pestproducts.com/rodents.htm (Relevant)
3. http://en.wikipedia.org/wiki/mus musculus(Highly Relevant)
4. http://www.ipm.ucdavis.edu/pmg/pestnotes/pn7483.html
5. http://doyourownpestcontrol.com/mice.htm(Highly Relevant)

Our search system
1. http://en.wikipedia.org/wiki/mus musculus (2,3) (Highly Relevant)
2. http://www.nsrl.ttu.edu/tmot1/mus musc.htm (2) (Highly Relevant)
3. http://www.house-mouse.com/ (2)
4. http://en.wikipedia.org/wiki/mouse (1) (Highly Relevant)
5. http://animaldiversity.ummz.umich.edu/site/accounts/information

/mus musculus.html(3) (Highly Relevant)

of its competitor items. From these results we can say that different retrieval
mechanisms are appropriate for different kinds of information need for the high
retrieval quality. This is consistent with the results given by Fujii at. [12] which
first classified queries into informational and navigational ones and then used
different retrieval models for the two kinds of queries.

4.3 Case Study

Here, we also present a case study of finding more relevant web pages via the
proposed rank aggregation framework. Table 2 lists the top five search results cor-
responding to an information need which consists of three queries, i.e., mouse,
house mouse, house mouse biology. The URLs of Web pages are given but the
titles and snippets are omitted due to the space limit. The judgments are man-
ually given by our analyst. The highly relevant and relevant pages are shown in
bold fonts and the number in a round bracket following each URL denotes which
queries retrieve this URL. The aggregation scores are calculated by PWM -t.

From Table 2, we observe that the number of highly relevant pages
at the top five produced by our system is more than the initial query
(mouse) issued by a user, and any recommended query (house mouse, house
mouse biology). Moreover, our system covers broad search results derived
from different queries, which increases the diversity of the fused search
result list. For example, “ http://www.nsrl.ttu.edu/tmot1/mus musc.htm”
comes from the query “house mouse”(query #2), one of search re-
sults of “http://en.wikipedia.org/wiki/mouse”, is from the query “mouse”
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(query #1) and the query “house mouse biology” (query #3) includes
“http://www.pestproducts.com/mice.htm”. In contrast to current search en-
gines which are able to efficiently retrieve results for a single query, thus, our
system provides an alternative and useful way to produce more relevant Web
pages by using parallel search strategy with related queries.

5 Related Work

Many rank aggregation methods have been proposed in the literature. They can
be classified based on whether: 1) they rely on score (value) [16,19,21]; 2) they
rely on rank (order) [1,10,13,17,27]; 3) they require training data or not [19].
The performance of some rank-based methods are comparable to score-based
methods [19], which is useful in the context of Web search since scores are usually
unavailable from search engines. Certainly, it is reasonable for us to guess the
approximate relevance values, but this topic is out of the scope of this paper.
In this paper, we propose a generic rank aggregation framework based random
walk. Various representative rank aggregation methods can be applied in our
framework, as listed in Table 1. This generic rank aggregation framework lays
down the foundation for researchers to theoretically and empirically compare
different rank aggregation methods them under a unified framework.

Metasearch is orthogonal to our work, which submits a query to several search
engines to obtain several lists of search results. We assume that we could get
useful search contexts from related queries and do searches on a search engine.
On the other hand, query expansion is also an alternative to improve search
quality [6,7,9,22]. Most query expansion techniques suggest terms used extracted
from Web pages. However, some terms are difficult to be suggested because of
their high document frequencies. Moreover, query expansion generates artificial
queries while in this paper we focus on rank aggregation of search results can
improve retrieval quality. Terms in related queries are actually input by previous
users and reflect their search intents. Query expansion using related queries
would be an interesting topic in our future work.

6 Conclusions and Future Work

In this paper, we studied how to utilize related Web queries to improve Web
search. To find the effective method of rank aggregation, we proposed a generic
rank aggregation framework which applies random walk on a novel Win/Loss
graph as our rank mechanism. The proposed Win/Loss graph can utilize a vari-
ety of competition rules to determine its edge direction and weights. In addition,
we discussed how some representative rank aggregation methods are integrated
into our framework and empirically showed how different methods affect on the
retrieval quality of our search system. Experimental results verify that our sys-
tem is quite effective in facilitating users’ locate relevant information. In the
future, incorporating the title and content of a URL to our approach and differ-
ently weighting the edges in the Win/Loss graph are probably two interesting
and promising topics.
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Abstract. Automated techniques can help to extract information from
the Web. A new semi-automatic approach based on the maximum
entropy segmental Markov model, therefore, is proposed to extract struc-
tured data from Web pages. It is motivated by two ideas: modeling se-
quences embedding structured data instead of their context to reduce
the number of training Web pages and preventing the generation of too
specific or too general models from the training data. The experimen-
tal results show that this approach has better performance than Stalker
when only one training Web page is provided.

Keywords: HTML extraction, Markov Model.

1 Introduction

As part of the Semantic Web effort, finding a way to extract structured data
from Web pages and integrating the data with uniform schemes would assist
Web users with common tasks, such as searching and product comparisons.
Because the source file of a Web page consists of a sequence of content, such as
structured data and tags, the problem addressed in this paper can be defined as
follows: given the source file of a Web page, find the subsequences which contain
structured data, and then extract these data from the original Web page and
from similar Web pages.

2 Approaches for Structured Data Extraction

The approaches for extracting structured data from Web pages can be classified
into three categories: manual, semi-automatic, and automatic. As the manual
approaches [1] need users to write extraction rules in the special rule languages
after investigating the characteristics of the Web pages embedding structured
data, they are time-intensive and error-prone. Therefore, researchers currently
focus on the approaches belonging to the latter two categories. Semi-automatic
approaches [2], [3], [4] adopt machine learning technologies, such as instance-
based learning or inductive learning, to generate extraction rules based on the
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provided training examples, which contain extracted structured data labeled by
users. One limitation of these approaches is that their performance depends on
the coverage of the training Web pages for a set of Web pages embedding similar
structured data; the more training Web pages, the better performance of the
approaches. However, more training Web pages means more work for users. The
automatic approaches [5], [6], [7] are based on the assumption that the similar
structured data are embedded with similar sequences of tags and content on
Web pages. Hence, structured data can be automatically found by searching the
similar subsequence of a Web page without the users involvement. One limitation
of these approaches is that they only process the Web pages containing at least
two similar structured data. In addition, unexpected structured data can be
extracted by these approaches and users still need to post-process them.

Learning extraction rules also exists in developing general purpose information
extraction systems for natural language text using Markov models [8], [9], [10].
The model presented in this paper is based on these models.

3 Extracting Structured Data Using a Maximum Entropy
Segmental Markov Model

The new approach is based on the following two initial ideas: unlike other semi-
automatic approaches based on the inductive learning paradigm, which generate
extraction rules based on the context of structured data (or data items) of a
Web page, it constructs a model to describe the sequence (instead of its context)
of embedded structured data (or data items). Secondly, as the semi-automatic
approaches based on the instance-based learning paradigm usually generate tem-
plates by combining differences among the training data, the learned templates
may be too general or specific to extract structured data from similar Web pages
correctly. The cause of this problem is that extra assumptions are made from
training data. For example, one training data contains a distinct symbol not ex-
isting in other ones; a learned template containing this symbol makes an assump-
tion that all sequences embedding similar structured data contain this symbol.
This problem can be solved by enforcing a model only describes the character-
istics of training data without extra assumptions. To satisfy the requirements of
the above two ideas, a maximum entropy segmental Markov model approach is
proposed to extract structured data from Web pages.

3.1 Maximum Entropy

The principle of maximum entropy [11] is a framework to estimate the distribu-
tion of data. Its underlying principle is that the best model for data is the one
satisfying certain constraints derived from training data with the fewest possible
assumptions. More explicitly, given a set of training data, the probability distri-
bution p should be consistent with the known evidence or partial information
and maximize the entropy

H(a) = −
∑
x∈ε

p(x) log p(x) (1)
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where ε is the event space, such as all sequences of similar Web pages embedding
similar structured data.

To apply the maximum entropy principle to estimate the distribution of data,
a critical step is the representation of the facts (or evidences) about data. For
example, how to represent the known fact that student names embedded on Web
pages are enclosed with < table > and < /table > tags. In most applications,
this fact is represented with a binary function fi : ε → {0, 1}, called a feature
(function). For example, the feature function f<table>(x) denotes a sequence
enclosed by the < table > and < /table > tags.

3.2 MESMM

To establish an maximum entropy segmental Markov model (MESMM) for se-
quences embedding structured data, users are asked to highlight one structured
data on a Web page. The approach then automatically generates training data,
which are used to generate a segmental Markov model (SMM). For each state
in the SMM, feature functions are generated based on its training data. At the
same time, the generalized iterative scaling (GIS) procedure [12] is used to learn
the state transition distribution based on the maximum entropy principle. When
a query Web page is submitted, the approach first determines if this Web page
is similar to the training Web pages based on their Kullback-Leibler distance. If
the Web page is similar, the corresponding MESMM model is applied to find the
sequences embedding structured data and their optimal segmentations with the
inference algorithm. If the query Web page is not similar to any model’s training
Web pages, users are required to highlight structured data and a new model is
generated accordingly.

The maximum entropy segmental Markov model (MESMM) has a segment
of observations instead of one observation for each state. Fig. 1 illustrates the
graphical structure of the MESMM, where K is the length of a state sequence
except s0, which denotes a “start” state, and 1 ≤ K ≤ T .
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Fig. 1. The graphical structure of the MESMM

The pseudocode of the inference algorithm is shown in Figure 2 and is similar
to the Viterbi algorithm [13], but differs in that it also stores the length of the
current observation segment. The algorithm first creates two matrices, δ and ϕ,
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with the size T×|M | (lines 2-3), where T is the length of an observation sequence
and |M | is the number of distinct states in the MESMM. Note that each state is
indexed with a number between zero and |M |−1. Furthermore, the “start” state
is assigned with the index zero. bGiven a position t in an observation sequence,
the algorithm finds the maximal value of δt for each possible current state by
enumerating segments with the length from one to t (lines 13-29). This step
runs iteratively for each position in the sequence. The time complexity of this
algorithm is O(|M |2T 2) and the space complexity is O(|M |T ). Further details
of the operation of the MESMM may be found in [14].

Algorithm OptimalSegmentation (In: O, Q; Out: ϕ)
// O is an observation sequence; Q is the MESMM. ϕ is the matrix storing related values.
{
1. T=O’s length;
// |M | the number of distinct states in Q.
2. Create the matrix δ with the size T × |M |;
3. Create the matrix ϕ with the size T × |M |;
// A “start” state is indexed with ‘0’.
4-6. δ[0, 0] = 1; ϕ[0, 0].Length = 0; ϕ[0, 0].P rev = 0;
7. For i = 0 To |M | + 1
8-10. δ[0, i] = 0; ϕ[0, i].Length = 0; ϕ[0, i].P rev = 0;
11. EndFor
12. For t = 1 To T
13. For i = 1 To |M |
14. v = 0; //store the maximum probability;
15. s = 0; //store the previous state;
16. n = 0; //store the length of a segment;
17. For n = i To 1
18. For j = 1 To |M |
19. If δ[t − l, j] × p(s = i|s′ = j, Ot−l+1Ot−2+2 . . . Ot) > v then

20-22. v = δ[t − l, j] × p(s = i|s′ = j, Ot−l+1Ot−2+2 . . . Ot); s = j; n = l;
23. EndIf
24. EndFor
25. EndFor
26-28. δ[t, i] = v; ϕ[t, i].Length = n; ϕ[t, i].P rev = s;
29. EndFor
30. EndFor
}

Fig. 2. The inference algorithm for the MESMM

4 Experiments

One critical issue in designing experiments is to choose an appropriate approach to
compare with the MESMM approach. The semi-automatic approaches definitely
have better performance than the manual or automatic approaches, so it is mean-
ingless to select a manual or automatic approach to be comparedwith the MESMM
approach.Among all semi-automatic approaches, Stalker has the best performance
and its idea has been adoptedby the commercial product, Fetch [15].Hence, Stalker
is selected to be compared with the MESMM approach on performance.
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Another issue is the collection of experimental data. As no standard experi-
mental data is available in this field, each approach constructs its data by directly
selecting Web pages on the Internet. To avoid the bias of some special Web pages
on performance, experimental data is constructed by selecting Web pages from
those Web sites used in published papers. There are two requirements on select-
ing Web sites. One is that a Web site still exists on the Internet; another is that
the MESMM approach requires at least two similar Web pages, one for learning
and another for extracting, to evaluate its performance.

The principal goal of the MESMM approach is to keep the high accuracy with
fewer training web pages. To achieve this goal, the experiment is performed in the
following way: for each web site, one web page is selected as the training example,
which is used to generate the MESMM model and to learn the corresponding
state transition distributions. Then, the model is used to extract structured data
from the remaining similar web pages.

4.1 Evaluation Metric

Three types of errors exist for an approach to extract structured data from a web
page. The first type, denoted as m, is missed expected data items; the second
type, denoted as w, is wrong expected data items; the third type, denoted as
e, is extra (or unexpected) data items (note that errors are represented with
data items instead of structured data). Based on three types of errors, a metric,
error rate, is proposed to measure the performance of an approach extracting
structured data from a Web page.

r =
nu

NE
(2)

where Ne is the number of expected data items to be extracted from a Web
page; nu is the number of erroneous items extracted from a Web page and
nu = m + w + e. Besides the error rate, another metric is the precision of an
approach which may be derived as one minus the error rate.

4.2 Results

The experimental results are listed in Tab. 1. While more pages were used (30
Web sites each with 4 or 5 similar pages), due to space limitations, the data
shown includes all Web pages where the MESMM approach had errors or where
Stalker had an average error of .5 or above. Most of the Web pages had four to 20
pieces of structured data each with 2 or 3 items (www.ubids.com had upwards of
662 pieces of structured data). The MH column indicates the approach utilized
to extract structured data from Web pages, where the Stalker and the MESMM
approaches are denoted with S and M , respectively. The error rate is calculated
according to Eq. 2. The average error rate of a Web site is calculated based on
the error rates of its similar Web pages. From the table below, the overall average
error rate for Stalker is 0.64 (0.37 with all 30 Websites) and for the MESMM,
0.14 (0.08 with all 30 Websites).
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The performance difference between Stalker and the MESMM approach can
be justified by investigating their underlying mechanisms. Stalker uses context
symbols to discover the boundaries of sequences embedding structured data or
data items. The MESMM approach, however, takes sequences themselves to de-
termine if they embed expected structured data. This way is consistent with the
basic assumption on extraction systems that similar structured data are embed-
ded on similar sequences. Secondly, Stalker chooses common symbols occurring
in the contexts of embedding sequences to locate structured data. However, it is
very difficult to find those common symbols with fewer training examples. In this
situation, Stalker would consider the symbols specific to the training web page
as common symbols. As a result, the generated extraction rules are too specific
to extract structured data from similar web pages. In the MESMM approach,

Table 1. Experimental Result Error

Website MH Page 1 Page 2 Page 3 Page 4 Avg

www.asiatravel.com
S 0.0 0.0 0.0 0.0 0.0
M 1.0 1.0 1.0 1.0 1.0

www.barnesnoble.com
S 1.0 1.0 1.0 1.0 1.0
M 0.0 0.0 0.0 0.0 0.0

www.bestbuy.com
S 0.11 0.38 0.89 0.78 0.54
M 0.01 0.02 0.11 0.0 0.04

www.borders.com
S 0.5 0.67 0.57 0.57 0.58
M 0.0 0.0 0.0 0.0 0.0

www.compusa.com
S 0.97 0.93 0.93 0.88 0.93
M 0.0 0.0 0.0 0.0 0.0

www.coolhits.com
S 0.0 0.0 1.0 1.0 0.5
M 0.0 0.0 0.0 0.0 0.0

www.epicurious.com
S 1.0 1.0 0.25 1.0 0.81
M 0.0 1.0 0.0 0.5 0.38

www.etoys.com
S 1.0 1.0 1.0 1.0 1.0
M 0.0 0.0 0.0 0.0 0.0

www.flipdog.com
S 0.0 1.0 0.0 0.05 0.26
M 0.0 0.0 0.0 0.0 0.0

www.grijins.com
S 1.0 1.0 1.0 1.0 1.0
M 0.0 0.0 0.0 0.0 0.0

www.newegg.com
S 1.0 1.0 1.0 1.0 1.0
M 0.0 0.0 0.0 0.0 0.0

www.overstock.com
S 0.07 0.0 0.08 1.0 0.29
M 0.0 0.0 0.0 1.0 0.25

www.qualityinks.com
S 0.0 0.0 0.0 0.0 0.0
M 0.0 1.0 0.0 0.0 0.25

www.radioshark.com
S 0.33 0.38 0.38 1.0 0.52
M 0.0 0.0 0.0 1.0 0.25

www.scistore.cambridgesoft.com
S 0.75 0.74 0.74 74.0 0.74
M 0.0 0.0 0.0 0.0 0.0

www.ubids.com
S 1.0 1.0 1.0 1.0 1.0
M 0.02 0.12 0.07 0.06 0.07
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the model takes all features of an embedding sequence into account. Since most
of features of similar sequences are approximately identical, specific features of
the training web page have minor impact on determining the similarity of a
sequence.

One weakness of the MESMM approach compared with Stalker is the time
complexity of its inference algorithm. Given a sequence with the length n, Stalker
takes almost linear time O(n) to locate a subsequence with extraction rules.
However, the MESMM approach takes O(Cn2) time to determine if a sequence
is similar, where C is the number of states of the model.

5 Conclusions and Future Work

The primary contribution of this paper is a new semi-automatic approach for
extracting structured data from Web pages, which maintains good performance
with fewer training Web pages. The experimental results demonstrate that this
approach has far better performance than Stalker when there is only one training
Web page. However, there still exists room to improve the MESMM approach
and extend its application. The improvement to the inference algorithm becomes
very crucial when the approach is applied to process very long sequences. One
solution is that the inference algorithm takes a chunk of contiguous symbols
with the same state instead of taking each single symbol one time at a time. For
example, if a tag node is assigned with a state, all its sub-nodes are assigned with
the same state. The current implementation of the MESMM approach needs to
be extended to process Web pages where data items from structured data are
interleaved.
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Abstract. With the huge increase of recently popular user-generated
content on the Web, searching for credible information has become pro-
gressively difficult. In this paper, we focus on blogs, one kind of user-
generated content, and propose a credibility-focused blog ranking method
based on bloggers’ knowledge level. This method calculates knowledge
scores for bloggers and ranks blog entries based on bloggers’ knowledge
level. Bloggers’ knowledge level is evaluated based on their usage of
domain-specific words in their past blog entries. A blogger is given multi-
ple scores with respect to various topic areas. In our method, blog entries
written by knowledgeable bloggers have higher rankings than those writ-
ten by common bloggers. Additionally, our system can present multiple
ranking lists of blog entries from the perspectives of different bloggers’
groups. This allows users to estimate the trustworthiness of blog contents
from multiple aspects. We built a prototype of the proposed system, and
our experimental evaluation showed that our method could effectively
rank bloggers and blog entries.

1 Introduction

Recently, user-generated content websites such as blogs and social network-
ing services have become established as popular online pastimes. Being user-
generated, the amount of data created and subsequently available on the Web
has grown exponentially. This, combined with the widely varying quality of user-
generated content, makes it increasingly difficult to find credible information.
When searching for information on the Web, a user usually makes use of a search
engine such as Google. Google’s PageRank algorithm [1] does an excellent job
of reflecting the general popularity and authority of Web pages. However, tra-
ditional search engines do not fare as well with user-generated content due to
their differing information characteristics. Particularly, user-generated content
is rapidly and frequently updated, thus not effectively evaluated by PageRank,
which relies heavily on incoming links. Credibility-focused search and ranking
methods for user-generated content are strongly required.

In this paper, we specifically focus on blogs. In this area, there exist several
blog-specific search and ranking engines today. These engines usually take one of
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two approaches: (1) ranking the individual entries, (2) ranking the entire blogs
as a whole. Approach 1 often uses a keyword-based search and then sorts the
results by the entries’ post date. Google Blog Search [2] belongs to this type.
However, this type of blog search engine does not effectively assess the entry
contents, which lowers the credibility of the results. Approach 2 usually uses
some combination of link count, access count, as well as voting. Technorati [3] is
such a search engine. Although it can find relevant bloggers based on their entry
history, it does not guarantee that the latest relevant entries will be returned
due to their site-based ranking. Given that blog contents are heavily focused on
the latest happenings, this is an unfortunate drawback.

We propose a credibility-focused blog ranking method based on bloggers’
knowledge level. Our method assumes that a person who has high knowledge
of a certain topic is more credible than a person with a low level of knowl-
edge. Figure 1 shows the relationship between a knowledgeable person and cred-
ible information. By analyzing bloggers’ past entries and ranking bloggers by
their knowledge level, we can provide more credible blog entries to the end
user.

Knowledgeable
person

Unknown
person

Unconfirmed 

information

Credible!

Not credible.

Unconfirmed 

information

Fig. 1. Relationship between knowledgeable people and credible information

In our method, we first extract topic areas and create a term dictionary which
provides domain-specific words for each of these topic areas. We then evalu-
ate a blogger’s knowledge level based on the blogger’s usage frequency of these
domain-specific words. Generally, a blogger’s knowledge level varies with respect
to different topic areas. A person may be an expert in one field, while (s)he may
know little to nothing about another field. For example, a blogger who is fa-
miliar with automobiles may lack the basic knowledge on computers. Thus, in
our research, a blogger’s knowledge scores are calculated for multiple topics. We
next rank blog entries based on their bloggers’ knowledge scores. Blog entries
written by knowledgeable bloggers are highly ranked. In addition, given search
keywords, our method can provide multiple ranking lists of blog entries from the
perspectives of different bloggers’ groups. For example, when a user searches for
the “Java” information, our system presents multiple ranking lists from the dif-
ferent aspects, such as “programming”, “education”, and “examination”. Thus,
our system is very helpful for users to find credible information by presenting a
varied set of topic rankings and highly ranking blog entries written by knowl-
edgeable bloggers.
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2 Related Work

Recently, the number of blog search websites, such as Google Blog Search [2]
and Technorati [3], has increased with the spread of Web 2.0. These blog search
engines index blogs and provide ever useful search functions. These commercial
services maintain our motivation on the research of blog ranking.

There is much ongoing academic research into blog search and ranking meth-
ods. Fujimura et al. [4] proposed an algorithm for ranking blog entries by weight-
ing the hub and authority scores of a blogger. Kritikopoulos et al. [5] presented a
method for ranking blog entries based on a link graph consisting of explicit links
and implicit links. Both of these methods focus mainly on link analysis, while our
method ranks bloggers and blog entries based on blogs’ contents. Links between
blog entries are helpful to further improve our blog ranking system, and effective
use of this kind of information is a future direction of our current research.

In terms of credibility and trust related research, Gil et al. [6] introduced
several factors that users should consider when deciding whether to trust Web
contents or not. Adler et al. [7] presented a content-driven reputation system
for Wikipedia which could extract authors with a high reputation. Andersen et
al. [8] provided a trust-based recommendation system by making use of social
network structures. Our work focuses on another type of Web resources, blogs.
Our method can identify credible bloggers by analyzing their past blog entries,
and subsequently find credible blog entries.

3 Estimating Bloggers’ Knowledge Level

In this section, we explain how we estimate a blogger’s knowledge level. It is
divided into three main parts:

1. Constructing a dictionary of “Knowledgeable Bloggers’ Groups (KBGs)”,
representing topic areas and their domain-specific words.

2. Identifying “Knowledgeable Bloggers (KBs)” for each KBG, assigning blog-
gers to their relevant topic areas.

3. Calculating KBs’ knowledge scores for his/her KBG.

3.1 Constructing a Dictionary of KBGs

Generally, bloggers have their specific interests and post blog entries related
to specific topic areas. We call a blogger who is familiar with a topic area as
a “Knowledgeable Blogger (KB)” for this topic area. A set of knowledgeable
bloggers for a topic area is marked as a “Knowledgeable Bloggers’ Group (KBG)”
for this topic area. We first extract some keywords representing the topic areas
daily discussed in blogs. Each keyword becomes the title of the topic area, and
also represents the name of the KBG familiar with the topic area. We then
extract frequently used words for each topic area, and create a dictionary, which
summarizes the topic areas and their domain-specific words. The detailed process
of constructing a dictionary is shown as follows:
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1. We perform a regular Web search by using the search keywords such as
“expert”, “fan”, and “mania”, and extract the keywords which occur before
and after these search keywords.

2. The keywords with occurrence frequency below a certain threshold are
filtered.

3. We browse the keywords with occurrence frequency above the threshold,
and remove duplicate and inappropriate ones. The remaining keywords are
appended to the dictionary as the selected topic areas. In our current imple-
mented system, about 14,000 keywords are registered on the dictionary.

4. For each keyword (i.e., the title of each extracted topic area), we extract
the top n words which have high co-occurrence frequency with it from a
large blog entry corpus. Specifically, n is 400 in our current system. These
words which are domain-specific for their corresponding topic areas are also
registered on the dictionary.

Figure 2 is an example of the dictionary. The column g shows the titles of the
extracted topic areas (i.e., KBGs’ names). Each row shows each topic area’s
domain-specific words and their corresponding co-occurrence frequency β. For
example, the keyword “computer” is extracted as the representative title of the
“computer” topic. It is also the name of the KBG who has high level of knowledge
related to the “computer” topic. This topic area has its domain-specific words,
such as “windows”, “desktop” and “company”. Additionally, the dictionary is
re-constructed periodically, since blog entries are frequently updated and the
words co-occurring with a topic vary with respect to time.

g j = 1 2 . . . 400

computer windows β1,1 desktop β1,2 . . . . . . company β1,400

Obama president β2,1 crisis β2,2 . . . . . . white β2,400

...
...

...
...

...
...

...
...

...

Fig. 2. Dictionary of KBGs

3.2 Identifying KBs for Each KBG

For the purpose of finding the relevant set of bloggers for each topic area, we
next assign bloggers to their relevant topic areas. It is possible that a blogger is
assigned to more than one KBGs. We regard a blogger who continues writing
blog entries related to a topic area as a KB of this KBG. We list up several
conditions by which it is decided that whether a blogger should be assigned to
a KBG. These conditions focus on two aspects: the number of bloggers’ entries
containing the title of the topic area or its domain-specific words, and the period
in which bloggers continue writing such entries. An example is “the blogger is
identified as a KB of a KBG, if (s)he wrote twenty or more entries containing
domain-specific words related to the KBG over a three month period”.
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3.3 Calculating KBs’ Knowledge Scores for the KBG

We now calculate KBs’ knowledge scores, which indicates how knowledgeable a
KB is for a topic. Basically, scores are calculated based on how often as well as
how in-depth a blogger writes blog entries related to a certain topic. If a blogger
has an extensive use of the domain-specific words of a topic, high knowledge
scores are attached to the blogger.

We first calculate scoreg(e), the score of an individual entry e with respect to
the topic g as follows:

scoreg(e) =
n∑

j=1

αj · βj · γj (1)

where n = 400 is the number of the domain-specific words, αj = n−j
n is the

weight of word j which decreases as j increases, βj is the co-occurence frequency
of word j, and γj is a binary value which indicates whether entry e contains
word j or not.

Once we have the individual entries’ scores, we next calculate scoreg(b), the
score of a blogger b with respect to the topic g:

scoreg(b) =
l

n
· log(m)

m
·

m∑
i=1

scoreg(ei) (2)

where ei is an entry which blogger b wrote, m is the number of entries which
blogger b has posted within a given period, n = 400 is the number of the domain-
specific words, and l is the number of the domain-specific words which occurred
in all the entries written by blogger b. l

n indicates the coverage ratio of the
domain-specific words which blogger b has used. log(m)

m reduces the effect that
a blogger frequently writes a large amount of entries, but most of them are
unrelated entries.

4 Ranking Blog Entries Based on Bloggers’ Knowledge
Level

We now explain the process of blog search and ranking. When an end user enters
one or more search keywords, our system does the following steps:

1. Blog entries which contain the search keywords are retrieved. These entries
will be grouped and ranked by our system.

2. The system then identifies the bloggers of these entries, and finds the KBGs
which the bloggers belong to. As mentioned before, a blogger may belong to
multiple KBGs.

3. The KBGs are sorted in the descending order by the numbers of bloggers in
each group.

4. Blog entries retrieved by Step 1 are assigned to the corresponding KBGs,
according to the affiliation of their bloggers. Since a blogger may belong to
multiple KBGs, it is possible that a blog entry is grouped to multiple KBGs.
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5. For a KBG, the entries in this group are ranked in the descending order by
the knowledge scores of their bloggers. That is to say, the entries written by
bloggers with high knowledge scores are given higher rankings than those
written by bloggers with low knowledge scores.

We built a prototype of blog search engine [9] based on the previously described
method. The beta version of this system was released in September, 2008. As
of April 20, 2009, our system contains about 174,000,000 blog entries collected
from about 7,422,000 bloggers. The number of KBGs is about 14,000 and the
number of KBs for all the KBGs is about 100,000.

Figure 3 is a snapshot of the implemented system prototype. The KBGs are
presented in the left part of Figure 3. The end user can freely select the topic they
are interested in, and then the entries in this group are presented in the right
part of Figure 3. In this way, various aspects from different ranking lists can be
provided to the end user. The user can then browse the entries from the aspects
they are concerned about. Thus, the user can better acquire knowledge, since
entries are organized by different perspectives and more credible information is
highly ranked.

Search Keyword

Knowledgeable Bloggers’

Groups (KBGs)

Blog Entries Ranked by Knowledge 

Scores of Knowledgeable Bloggers (KBs)

Apple

iPhone

Speaker

CD Player

Music

……

Fig. 3. A snapshot of the system prototype

5 Experiments

We randomly selected 20 search keywords, and four individuals were asked to
evaluate our implemented system about the precision of KBG, KB, and blog
entries.

5.1 KBG’s Precision

Given a search keyword, our system returned some KBGs. Each individual
checked the top 5 KBGs and decided whether the name of each KBG was related



Blog Ranking Based on Bloggers’ Knowledge Level 233

to the search keyword. The precision is the ratio of the number of relative ones
to all the top 5 KBGs. Figure 4 shows the results. k represents a search keyword,
each bar for k1 to k20 is the precision average of four individuals for each search
keyword, and the bar for ave20 is the precision average of 20 search keywords.
The fact that the precision is about 1 indicates that most of the KBGs returned
by our system are related to the corresponding search keywords.
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Fig. 4. KBG’s precision

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Fig. 5. KB’s precision

5.2 KB’s Precision

The four individuals were also asked to evaluate KBs. We selected the top KBG
for each of 20 search keywords, and subsequently acquired 20 KBGs. For each
KBG, the top 5 bloggers were evaluated by each individual. The individual
browsed bloggers’ entries and judged whether they were appropriate as a KB
with respect to the KBG in question. The precision is the ratio of the number
of appropriate KBs in all the top 5 bloggers. The results are shown in Figure 5.
The average precision of 0.91 indicates most of the bloggers highly ranked by
our method are exactly knowledgeable.

5.3 Blog Entries’ Precision

For a search keyword and a KBG, the top 5 blog entries in the ranking list of
each KBG were browsed by the four individuals. If a blog entry was related to
the search keyword and KBG in question, and also regarded as credible, it was
marked as appropriate. The precision is the ratio of the number of appropriate
ones to the top blog entries. Figure 6 shows the precision considering the top 3
KBGs. In this case, for a search keyword, 15 entries (5 entries in each of 3 KBGs)
were evaluated. Figure 7 shows the precision in the case that the 25 entries in
the top 5 KBGs were evaluated. The average precision is about 75% and 67%,
which are high in the field of blog search. This indicates that our method can
extract related and credible entries.

6 Conclusions and Future Work

We proposed a credibilty-focused blog ranking method based on bloggers’ knowl-
edge level. The results of this study include: (1) a relationship between knowl-
edgeable people and credible information, (2) a method for estimating bloggers’
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Fig. 6. Blog entries’ precision for the top
3 KBGs
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Fig. 7. Blog entries’ precision for the top
5 KBGs

knowledge level based on their usage of domain-specific words in his or her past
blog entries, (3) a prototype system of blog ranking based on bloggers’ knowledge
scores, which can provide multiple ranking lists for various topic areas.

In future work, we plan to improve our system by developing more powerful
methods for filtering spam, further improving the method for calculating blog-
gers’ knowledge scores, and investigating more aspects for providing information
with high credibility.
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Abstract. Remote sensing images have been utilized fully in disaster detection 
and other domains. However, many researchers cannot find and access the 
appropriate remote sensing images as they needed. In this paper, we proposed 
an effective approach to integrate and share the image resources over the Web. 
Firstly, the image metadata are exposed based on Grid services and the standard 
metadata specification; secondly, Agent service is introduced to discover and 
invoke the metadata services dynamically; thirdly, researchers can query and 
browse or locate the remote sensing images through the service interface. We 
have developed a service-oriented remote sensing images integration platform, 
which supports the parallel query and browse of multi-source remote sensing 
images. Moreover, it can provide better availability and extensibility. 

Keywords: Remote Sensing Images, Data Integration, Resource Sharing, Grid 
Service, Agent Service. 

1   Introduction 

Satellite remote sensing technologies are developed rapidly in recent years. Remote 
sensing images have four basic characteristics: large-area, quasi-synchronous, multi-
temporal and low-cost. Due to such benefits, remote sensing images have been 
utilized extensively in disaster detection, meteorological prediction, resources 
investigation, environment protection [1]. Remote sensing images are usually stored 
and managed by different departments, which is difficult for researchers to access or 
to acquire them [2]. In order to promote the research in ocean sciences, it is urgent for 
us to integrate and share the remote sensing images over the Web [3]. 

Remote sensing image metadata describe the important characteristics of image 
files, such as the longitude and latitude, coordinate system, projection method, sensor 
mode, orbit number [4]. All metadata are extracted from the image files or header file. 
Based on the image metadata, users can determine whether the remote sensing images 
satisfy their requirements. If we can integrate the image metadata distributed in 
different departments and share them, then researches will know where the remote 
sensing images that they needed are located. If users have the access privileges, they 
can even download the image files from the corresponding stations.  
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In this paper, we proposed an approach to integrate and share the remote sensing 
images over the Web. The image providers extract and store the image metadata into 
the metadata repository using the Metadata Extracting and Archiving service. And 
then, the image metadata are exposed using the Metadata Retrieving service. In order 
to eliminate the semantic conflicts of the images metadata among different stations, 
we have defined a standard metadata specification. Each Grid service should be 
published in the service community. In order to enable researches to access multiple 
remote sensing images stations simultaneously, we have designed an Agent service to 
take over users' queries and invoke the corresponding Grid services. All remote 
sensing images and metadata are stored in the local servers of each department, which 
assures full security for the remote sensing images. We developed a platform for the 
integration of remote sensing images. 

The rest of this paper is organized as follows. Section 2 introduces the conceptual 
model for remote sensing images integration. Section 3 describes the Metadata 
Retrieving service as well as the standard metadata specification. Section 4 introduces 
the Agent service to discover and invoke all deployed Metadata Retrieving services 
dynamically. Section 5 describes the architecture for the remote sensing images 
integration platform. Section 6 discusses related work. Finally, the conclusion is given 
in Section 7. 

2   Conceptual Model for Remote Sensing Images Integration 

Metadata integration and sharing is the foundation and precondition of the remote 
sensing images integration. In this paper, we proposed a novel conceptual model for 
metadata integration and servicing as shown in Figure 1. 

In Figure 1, the conceptual model is comprised of five modules:  

1. Resource Providers: Each department owns and manages a lot of remote sensing 
data, including image files, metadata and micro-images. Among them the image 
files are acquired from some toll stations or network, metadata are extracted or 
computed from image files, micro-images are made by researchers manually based 
on the remote sensing images. 

2. Metadata Processing Services: These services are deployed on the local application 
server of each department. Among them Retrieving service retrieves image meta-
data according to users' queries, Extracting service extracts image metadata from 
the header files, and Archiving service stores the metadata into the metadata 
repository. Other services include Metadata Management service, Cloud Cover 
Computing service, etc. 

3. Redirecting Services: Agent service acts as an agent between users (or 
administrators) and the individual Grid services. For example, users want to query 
the remote sensing images within a certain zone. When Agent service receives such 
a request, it will search all available Retrieving services by referring to the service 
community, and invoking them to return the image metadata. For Extracting 
service and Archiving service, their WSDL (Web Service Description Language) 
are discovered and bound dynamically according to the locations of administrators. 
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Fig. 1. Conceptual Model for Metadata and Images Integration 

4. Grid Service Community: It will answer for the description, organization, storage 
and management of Grid services. Currently, we use a datasheet to store the 
registration information of all services. The service community is accessed through 
the Grid Service Management service. 

5. Users and Privileges Management: The system users are classified into four roles: 
platform administrator, data administrators, registered users and public users. Here, 
platform administrator is in charge of the registration and management of users and 
data administrators, as well as the performance monitor of the integration plat-
form. Data administers answer for the archiving and management of remote 
sensing data, the registration of Grid services, and the access privileges control. 
Registered users can query and browse the image metadata and micro-images. 
Moreover, they can download the authorized remote sensing images. Public users 
can only query and browse the limited image metadata and micro-images. 

3   Metadata Retrieving Service and Metadata Specification 

Remote sensing images can be queried through the common query interface of the 
integration platform. However, some users want to search the remote sensing images 
by specifying the range of longitudes and latitudes; others want to specify the location 
using paths and rows. Moreover, users want to query the metadata for multiple 
satellites and sensors at one time, and they want to specify different parameter sets for 
each satellite or sensor. To meet the above requirements, we defined two search 
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operations with extensible parameters based on XML schema. One operation is 
"MetadataSearchByLL", and its input parameters are shown in Table 1. 

Table 1. Input Parameters for the Service Operation "MetadataSearchByLL" 

Parameter Name Date Type Comment 
StartDateTime DateTime  
EndDateTime DateTime  
WestBoundaryLongitude Float  
EastBoundaryLongitude Float  
NorthBoundaryLatitude Float  
SouthBoundaryLatitude Float  
ResultSetScope Int 0: Images within the selected zone 

wholly; 1: Images center within the 
selected zone; 2: Images within the 
selected zone partially or wholly. 

Source Varchar Remote Sensing Image Source 
OrbitNumber Varchar Satellite Orbit Number 
SpecialParams Varchar Its format is a XML document, 

which will store the additional 
query conditions for all selected 
satellites and sensors. 

The input parameters for the operation "MetadataSearchByPR" is shown in  
Table 2. It uses paths and rows instead of longitudes and latitudes to describe the 
images location. Moreover, it needn't the parameter "ResultSetScope" for each image 
corresponds to one unique path and row. 

Table 2. Input Parameters for the Service Operation "MetadataSearchByPR" 

Parameter Name Date Type Comment 
StartDateTime DateTime  
EndDateTime DateTime  
PathMin Int Minimum Path Number 
PathMax Int Maximum Path Number 
RowMin Int Minimum Row Number 
RowMax Int Maximum Row Number 
Source Varchar Remote Sensing Image Source 
OrbitNumber Varchar Satellite Orbit Number 
SpecialParams Varchar Its format is a XML document, 

which will store the additional 
query conditions for all selected 
satellites and sensors. 

An example for the format for the parameter "SpecialParams" is as follows: 

<SpecialParams> 
<SpecialParam> 
  <SatName>LANDSAT-5</SatName> 
  <SensorName>TM</SensorName> 
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  <CloudCover> 
    <MinValue>0</MinValue> 
    <MaxValue>10</MaxValue> 
  </CloudCover> 
</SpecialParam> 

</SpecialParams> 

The output of the operation "MetadataSearchByLL" is also a XML document. Each 
section of the document corresponds to the result set returned from one metadata 
table. A typical example for the output parameter is as follows: 

<DataSets> 
<DataSet SatName = "LANDSAT-5" SensorName = "TM"> 
  <Records> 
    <Record> 
      <Path> 400 </Path> 
      <Row> 22 </Row> 
      <OrbitNumber> 95874 </OrbitNumber> 
      <AverageCloudCover> 0 </AverageCloudCover> 
      <SceneStartTime> 2002-3-11 4:06:18 
</SceneStartTime> 
      <SceneEndTime> 2002-3-11 4:06:43 </SceneEndTime> 
      …… 
    </Record> 
  </Records> 
</DataSet> 

</DataSets> 

The output of the operation "MetadataSearchByLL" contains multiple datasets as 
usual, and each dataset has different data structure. Thus, it is impossible to define the 
output of the operation using simple data types. By introducing the XML schema for 
the input and output parameters, we can extend the operation interface optionally. 
Other client programs can process and display the output results based on the XML 
schema. 

To eliminate the heterogeneities among various types of remote sensing data, we 
defined the standard metadata specification for optical images and microwave images, 
and built the mappings between the image metadata and the standard metadata. A 
partial mapping file is as follows: 

<Satellite satname = ”LANDSAT-5” sensorname = ”TM” 
<Parameters> 
  <Parameter> 
    <ColumnName> Landsat4WRSPath </ColumnName> 
    <DataType> int </DataType> 
    <MappingColumn> TrackNumber </MappingColumn> 
  </Parameter> 
  <Parameter> 
    <ColumnName> Landsat4WRSRow </ColumnName> 
    <DataType> int </DataType> 
    <MappingColumn> FrameNumber </MappingColumn> 
  </Parameter> 
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  <Parameter> 
    <ColumnName> OrbitNumber </ColumnName> 
    <DataType> int </DataType> 
    <ColumnSize> 4 </ColumnSize> 
    <MappingColumn> OrbitNumber </MappingColumn> 
  </Parameter> 
  <Parameter> 
    <ColumnName> NumberofRows </ColumnName> 
    <DataType> int </DataT ype> 
    <ColumnSize> 4 </ColumnSize> 
    <MappingColumn> Lines </MappingColumn> 
  </Parameter> 
  <Parameter> 
    <ColumnName> NumberofColumns </ColumnName> 
    <DataType> int </DataT ype> 
    <ColumnSize> 4 </ColumnSize> 
    <MappingColumn> Samples </MappingColumn> 
  </Parameter> 
</Parameters> 

</Satellite> 

In the above XML document, Landsat4WRSPath and Landsat4WRSRow are the field 
names defined in the header file of LANDSAT-5; TrackNumber and FrameNumber 
are the field names defined in the standard metadata specification. The query 
condition and query result are described in the standard metadata, which assures the 
independence of the upper layer applications.  

4   Agent Service and Dynamic Invocation of Grid Service 

In practice, remote sensing data are distributed in different departments for 
management and system reasons. In order to improve the access efficiency and data 
security, most Grid services are deployed on the local application server of each 
department. Thus, there may be multiple identical Grid services on the Web. Which 
Retrieving service will be invoked when users submit a metadata query? We believe 
that all available Retrieving services should be invoked simultaneously. Which 
Extracting and Archiving service will be invoked when users want to archive one 
scene remote sensing image? We believe that only the Grid services deployed on the 
same department as the administrator should be invoked. In this paper, we proposed 
and implemented an Agent service to implement the dynamic discovery and 
invocation of Grid services. 

Firstly, the Grid services deployed on every application server should be registered 
using the Grid Service Management service; secondly, Agent service discovers the 
WSDL address for the Grid service with the specific service name and station identifier; 
thirdly, Agent service receives and processes the input parameter set for the Grid 
services, and then invokes the Grid service with these parameters. At last, Agent service 
takes over the outputs of the invoked Grid service, and returns them to the upper layer 
Web applications. If the invoked service is Retrieving service, then Agent service 
should merge the result set firstly. The input for Agent service is shown in Table 3. 
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Table 3. Input Parameters for Agent Service 

Parameter Name Date Type Comment 
ServiceName Varchar Grid Service Name 
Operation Varchar Operation Name 
Station Varchar It denotes the station that users belong to. For public or 

registered users, the value should be an empty string. 
InputParams Varchar Its format is a XML document, which will store the 

input parameters for the invoked Grid service. 

In Table 3, "ServiceName" denotes the invoked service; "Operation" denotes the 
operation name of the service. "Station" is used to identify the one and only Grid 
service that should be invoked. For example, an administrator worked in the optical 
department can only invoke the Extracting service and Archiving service running on 
the optical application server. If "Station" is assigned a null string, then all related 
Grid services running on every application server should be invoked, such as for 
meta-data retrieving operation. 

Assume that the invoked service is Extracting service. An example for the 
"InputParams" is as follows: 

<InputParams> 
<InputParam datatype = ”Varchar” 
  <ParamName> Satellite </ParamName> 
  <ParamValue> LANDSAT-5 </ParamValue> 
</InputParam> 
<InputParam datatype = ”Varchar” 
  <ParamName> Sensor </ParamName> 
  ParamValue> TM </ParamValue> 
</InputParam> 
<InputParam datatype = ”Varchar” 
  <ParamName> Station </ParamName> 
  <ParamValue> OP </ParamValue> 
</InputParam> 
<InputParam datatype = ”Varchar” 
  <ParamName> HeaderFile </ParamName> 
  <ParamValue> ftp://192.168.130.231/p121r34˙5t19920824.met 
</ParamValue> 
</InputParam> 

</InputParams> 

In C-Sharp, we add a Web reference to the Agent service with the reference name 
"Agent", and invoke the Extracting service based on the Agent service as follows: 

Agent.AgentService as = new Agent.AgentService(); 
as.ServiceInvoke(”ExtractingService”, ”Extract”, ”OP”,” 
<InputParams>”); 



242 B. Cui et al. 

 

The effect of these statements is equivalent to that of the following statements: 

Extracting.ExtractingService es = new 
Extracting.ExtractingService(); 
es.Extract(”LANDSAT-5”, ”TM”, ”OP”, 
”ftp://192.168.130.231/p121r34˙5t19920824.met”); 

If the invoked service is Retrieving service, an example for the "InputParams" is as 
follows: 

<InputParams> 
<InputParam datatype = ”DateTime” 
  <ParamName> StartDateTime </ParamName> 
  <ParamValue> 2007-12-21 23 : 00 : 00 </ParamValue> 
</InputParam> 
<InputParam datatype = ”DateTime” 
  <ParamName> EndDateTime </ParamName> 
  <ParamValue> 2007-12-21 23 : 10 : 00 </ParamValue> 
</InputParam> 
<InputParam datatype = ”Float” 
  <ParamName> WestBoundaryLongitude </ParamName> 
  <ParamValue> 116.74 </ParamValue> 
</InputParam> 
<InputParam datatype = ”Float” 
  <ParamName> EastBoundaryLongitude </ParamName> 
  <ParamValue> 120.41 </ParamValue> 
</InputParam> 
<InputParam datatype = ”Float” 
  <ParamName> NorthBoundaryLatitude </ParamName> 
  <ParamValue> 34.64 </ParamValue> 
</InputParam> 
<InputParam datatype = ”Float” 
  <ParamName> SouthBoundaryLatitude </ParamName> 
  <ParamValue> 32.26 </ParamValue> 
</InputParam> 
<InputParam datatype = ”Int” 
  <ParamName> ResultSetScope </ParamName> 
  <ParamValue> 0 </ParamValue> 
</InputParam> 
<InputParam datatype = ”Varchar” 
  <ParamName> Source </ParamName> 
  <ParamValue> All </ParamValue> 
</InputParam> 
<InputParam datatype = ”Varchar” 
  <ParamName> OrbitNumber </ParamName> 
  <ParamValue> 84252 </ParamValue> 
</InputParam> 
<InputParam datatype = ”Varchar” 
  <ParamName> SpecialParams </ParamName> 
  <ParamValue> 
    <SpecialParams> 
      <SpecialParam> 
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        <SatName> LANDSAT-5 </SatName> 
        <SatType> Optical </SatType> 
        <SensorName> TM </SensorName> 
        <CloudCover> 
          <MinValue> 0 </MinValue> 
          <MaxValue> 10 </MaxValue> 
        </CloudCover> 
      </SpecialParam> 
    </SpecialParams> 
  </ParamValue> 
</InputParam> 

</InputParams> 

In C-Sharp, we can invoke the Retrieving service based on the Agent service as 
follows: 

Agent.AgentService as = new Agent.AgentService(); 
as.ServiceInvoke(”RetrievingService”, 
”MetadataSearchByLL”, ””, ” <InputParams>"); 

The effect of these statements is equivalent to that of the following statements: 

Retrieving.RetrievingService rs = new 
Retrieving.RetrievingService(); 
rs.MetadataSearchByLL(”2007-12-21 23 : 00 : 00”, ”2007-12-21 23 : 
10 :00”, 116.74, 120.41, 34.64, 32.26, 0, ”All”, ”84252”, ” 
<SatName>LANDSAT-5</SatName><SatType>Optical</SatType> 
<SensorName>TM</SensorName><CloudCover><MinValue> 0 
</MinValue><MaxValue>10 </MaxValue></CloudCover>”); 

Based on the above discussion we can see that, by using Agent service, Grid service 
can be discovered, bound and invoked dynamically. Thus, any remote sensing data 
can be accessed and processed through the integration platform as long as they are 
encapsulated using Grid services and registered in the service community. Moreover, 
Agent service provides parallel queries and faults tolerance to improve the efficiency 
and reliability of the Web applications. 

5   Remote Sensing Images Integration Platform Architecture 

In order to implement the organization, storage, management and sharing of remote 
sensing data, we designed a deployment architecture for the integration platform. The 
guiding idea of the design is to improve the performance and availability of the plat-
form, and to assure the security of the remote sensing data that possessed by different 
departments. 

In Fig. 2, Agent service and Grid Service Management service are deployed on the 
platform application server. The SQL Server 2000 database is deployed on the plat-
form server, which will store the registration information for Grid services, users and  
 



244 B. Cui et al. 

 

 

Fig. 2. Deployment Architecture for the Integration Platform 

administrators. In practice, the IIS Web server, platform application server and data-
base are deployed on the same server to reduce the hardware cost and to improve the 
system performance. 

Retrieving service, Extracting service, Archiving service and other metadata 
services are deployed on the Tomcat application server in each department. Remote 
sensing image files and micro-images are stored on the FTP server, which provides 
strict access control and high security. The images access privileges and metadata are 
stored in the SQL Server 2000 database. Each user can be granted the access 
privileges to each kind of remote sensing images. Tomcat application server and 
database are deployed on the same server, but FTP server is usually a separate 
physical server to maximize the security of remote sensing images.  

Registered users and public users can query the remote sensing image through the 
integration platform. The query result includes the image metadata and micro-images, 
and the user interface is similar to the book information list in Amazon. Registered 
users can also download the remote sensing image files with appropriate privileges. 
Data administrators use the integration platform to archive and manage their remote 
sensing images. The metadata are extracted and stored during the archiving process, 
and they are integrated and shared through the Retrieving services. The five-tier 
deployment architecture not only assures the availability and extensibility of the 
platform, but also improves the performance for the remote sensing images access. 

6   Related Works 

OGSA-DAI is a middleware product which supports the exposure of data resources, 
such as relational or XML databases, onto grids [5]. Various interfaces are provided 
and many popular database management systems are supported. The software also 
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includes a collection of components for querying, transforming and delivering data in 
different ways, and a simple toolkit for developing client applications. The only short-
coming for OGSA-DAI is that it doesn't support the parallel query of multi-source 
data, and our integration platform can query the metadata of multiple satellites from 
the distributed departments. 

Wang Na proposed three-tier architecture based on J2EE platform to implement the 
real-time publication of ocean remote sensing data [6]. In this architecture, remote 
sensing image files are stored in the large-scale relational database, and they are ac-
cessed using ArcSDE spatial database engine. The real-time remote sensing data 
publication system provides the functions of querying, browsing and downloading. 
How-ever, users can only query the remote sensing data within one department, and 
they cannot browse and compare the image data among multiple departments. In other 
words, there is no integration platform to associate one image provider with another. 

Lin Yu-xian et al. proposed architecture for the sharing of remote sensing data in 
digital city, which consists of data layer, service layer and application layer [7]. In the 
service layer, it provides data service interface and resource directory. Resource 
directory provides navigation, retrieving and locating of remote sensing data 
resources. The sharing and service platform builds a central node to synchronize the 
resource directory on each embranchment node. The service platform can support the 
city application system through the data service interface. The design of the platform 
doesn't consider the archiving of remote sensing images and metadata, which is the 
foundation and prerequisite of the sharing of remote sensing data. 

Du Xiao et al. investigated rapid importing of remote sensing images and metadata 
acquiring system [8]. They transformed the remote sensing images into a user-defined 
file, which can be handled by the operation system. Metadata information of images 
can be extracted and stored into the relational database with each metadata item 
corresponding to a user-defined file. The storage of the user-defined file is 
implemented through a shared directory built on the server, which has weaker security 
and narrower scope of application than relational database or FTP server. 

7   Conclusions 

In this paper, we designed and implemented a remote sensing data integration and 
sharing platform. The image metadata are extracted and exposed using Grid services, 
and all services are managed by the service community. We proposed an Agent 
service, which can discover, bind and invoke the corresponding Grid service 
dynamically in a large-scale, open and ever-changing Grid environment. The partial 
input and output parameters are described using XML document, which enhances the 
extensibility of the user interface for service operations. Our work differs from those 
existing systems in that the integration platform supports the parallel query of multi-
source remote sensing images. We also discussed the standard metadata specification 
for metadata integration and query. In the next phrase, we will consider the 
description and location of remote sensing data via domain ontology. 
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Abstract. In this paper we propose a constraint based declarative ap-
proach for Web services composition and monitoring problem. Our ap-
proach allows user to build the abstract composition by identifying the
participating entities and by providing a set of constraints that mark the
boundary of the solution. Different types of constraints have been pro-
posed to handle the composition modeling and monitoring. Abstract com-
position is then used for instantiating the concrete composition, which
both finds and executes an instantiation respecting constraints, and also
handles the process run-time monitoring. When compared to the tradi-
tional approaches, our approach is declarative and allows for the same set
of constraints to be used for composition modeling and monitoring and
thus allows for refining the abstract composition as a result of run-time
violations, such as service failure or response time delays.

1 Introduction

Traditional Web services composition approaches (such as WS-BPEL and WS-
CDL) tackle the composition problem by focusing on the control flow of the
composition process. Although control over the composition process is critical,
in some cases it must be relaxed to some extent to make the process flexible, but
flexibility and control on the composition process are conflicting requirements.
We detail in this paper a sample crisis management scenario that highlights the
importance of proper balance between control and flexibility of the composition
process. A problem of traditional service composition approaches is that they
are procedural and as proposed in [14] they over constrain the composition pro-
cess making it rigid and not able to handle the dynamically changing situations.
Further the focus on data, temporal aspects and other non-functional require-
ments is not thoroughly investigated. Another important aspect is the run-time
monitoring of the composition process and although it is tightly coupled with
the composition process, it is not well integrated to the traditional composi-
tion approaches. Proposed solutions introduce a new layer for the composition
monitoring and thus does not provide the important execution time violations
feedback to the composition process. Finally, the scalability of the composition
process is an important factor as the number of available services to choose from
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is increasing rapidly. As a result, exploring all possible solutions to the compo-
sition problem may not be a feasible option and some choices should be made
at different stages to avoid the solution explosion of the composition process.

In this paper we propose a constraint based declarative approach for Web ser-
vices composition and monitoring problem. Our approach allows user to build
the abstract composition by identifying the participating entities and by provid-
ing a set of constraints that mark the boundary of the solution. Different types
of constraints have been proposed to handle the composition modeling and mon-
itoring. Abstract composition is then used for instantiating the concrete compo-
sition, which both finds and executes an instantiation satisfying constraints, and
also handles the process run-time monitoring.

When compared to the traditional approaches, our approach is declarative
and allows for the same set of constraints to be used for composition modeling
and monitoring and thus allows for refining the composition model as a result
of run-time violation. Moreover, our approach models both the data and control
flow and the constraints include both the functional and non-functional spec-
ifications (such as security and temporal aspects on both control and data).
Further, in contrast to the procedural approaches, we propose a declarative ap-
proach to model the composition process. Then, our approach aims to target
the conflicting requirements of flexibility and control on the composition pro-
cess. At one hand, user can loosely constrain the composition process to provide
the composition engine the flexibility to choose the solution. On other hand user
can over constrain the composition process to focus on the control. Further, to
handle the scalability requirements our approach allows for one best matched
(user chosen) Web service as a result of node instantiation and handles the case
when the service selection choice needs to be backtracked based on dependency
between services and allows for propagation of newly chosen solution.

2 Motivation and Related Work

The motivation for our work stems from the process modeling and monitoring in
a crisis situation and we present a crisis management scenario that highlights the
benefits of the approach. A crisis situation is, by nature, a dynamic situation es-
pecially in its first phases. It also demands for a composition that is characterized
by temporal constraints, uncertainty, multiple and changing goals, coordination
of multiple services and multiple data sources, and require the composition pro-
cess to be more flexible to adapt to continuously changing environment. The
situations these ad hoc compositions are dealing with are complex, ambiguous,
and very dynamic. Information arrives from multiple sources, with varying de-
grees of reliability and in different formats. Information that was treated at time
t may be superseded by new information at time t+1.

The interesting concept with a crisis scenario is that it brings together two
related dimensions: organization and situation.Organization encompasses the de-
sign time composition modeling which involves identifying activities and control
and data flow between them. There have been many approaches to model this
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dimension. Most of these approaches can be divided into Workflow composition
and AI planning based approaches, as discussed in [10]. The composition result
can be regarded as a workflow because it includes the atomic Web services and
the control and data flow between these services. Static workflow composition
approaches require an abstract composition to be specified and the selection and
binding is performed automatically by the Web services composition process,
while the dynamic workflow composition approaches require to both build the
abstract composition and select atomic service automatically based on user re-
quest as proposed in [11]. The composition process can also be regarded as a
AI planning problem assuming that each Web service can be specified by its
pre-conditions and effects (using situation calculus [5,8], rule-based planning [6],
theorem proving [15] or other approaches including [13]).

The problem of traditional approaches (such as WS-BPEL or WS-CDL) is
that all what is not explicitly modeled is forbidden. These approaches have in
common that they are highly procedural, i.e., after the execution of a given ac-
tivity the next activities are scheduled. Seen from the viewpoint of an execution
language their procedural nature is not a problem [14]. However, unlike the mod-
ules inside a classical system, Web services tend to be rather autonomous and an
important challenge is that all parties involved need to agree on an overall global
process. Moreover, this way of modeling renders difficult to model complex or-
chestrations, i.e. those in which we need to express not only functional but also
non-functional requirements such as cardinality constraints (one or more exe-
cution), existence constraints, negative relationships between services, temporal
constraints on data or security requirements on services (separation of duties for
instance). With current approaches, the designer should explicitly enumerate all
the possible interactions and in turn over-constrain the orchestration. In case
of multiple constraints, the problem becomes even more difficult. Moreover, the
flexibility of the obtained model is really low as modifying one aspect (e.g. tem-
poral) has important side effects on other aspects (e.g. control flow or security).
A more detailed discussion can be found in [9]. When compared to other declar-
ative approaches [14,9], our approach allows for the same set of constraints to
be used for both process modeling and monitoring.

The second dimension a crisis situation focuses on is the situation. The com-
position process to handle the crisis should be able to measure and to adapt
to continuously changing situation. This leads to the problem of Web services
monitoring and the approaches for dealing with Web services monitoring include
[1,2,4]. The problem with current monitoring approaches is that they are mostly
proposed as a new layer to the procedural approaches such as WS-BPEL. As a
result, they are unable to bridge the gap between organization and situation in
a way that it is not possible to learn from run-time violations and to change the
process instance (or most importantly process model) at execution time.

The need of observability (the feedback that provides insight of a compo-
sition), the support of dynamicity (ability to change resources, services, and
ordering as situations change and evolve), the support of focus change (abil-
ity to reorient focus in a dynamic environment), and the support of various
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perspectives (ability to consider the organization given different points of view
- control, data,...) guide the motivation of our approach. We believe that the
declarative approach appears to be well adapted rather than the traditional
imperative approach. Using a declarative language allows to concentrate on
the ”what” rather than the ”how” and it is more flexible as you specify only
the boundaries of the composition rather than its precise execution (reducing
the over-specification associated with the imperative method). Then, the moni-
toring of the composition is largely facilitated as the same constraints can be used
for both the definition, the instantiation, and the execution of the composition.

3 Motivating Example

Let us consider a sample scenario when the emergency landing of the plane car-
rying important government officials has resulted in serious injuries to the pas-
sengers. An emergency center has been set up in the remote region for handling
patients. In a typical SOA based setup, the emergency center works by contact-
ing the Web services provided by different systems. Depending on the condition
of each patient the emergency center may either opt for nearby initial checkup
center or for the detailed checkup center, for providing patient emergency treat-
ment and to examine the nature of injuries to the patient. The emergency center
may also decide to transfer the patient to some nearby hospital (not known in
advance), this choice will be made using the Web services provided by different
hospitals and will also be based on certain constraints such as the hospitaliza-
tion and surgery facilities availability and some non-functional properties such
as reliability, temporal requirements and others. The chosen hospital Web ser-
vice can then be used to schedule operation theatre, allocate surgery team and
to provide critical data to the hospital.

The composition process may also decide to discover and communicate with
the ambulance service (or SAMU1 service for serious injuries) to transfer the
patient to the selected hospital and again, as the Web service is not known in
advance, some constraints may be specified to discover the service.

Due to high-profile passengers, contacting Police department for assistance
may be needed. Further the access to the patient information file from the Web
service provided by the social security system may also be needed. Finally, the
emergency center may also discover and contact some blood bank service to
arrange additional blood supply for the patient (if patient blood type is rare).

4 Proposed Framework

Our proposal aims to provide a declarative framework for addressing the Web
services composition and monitoring problem, such as the one presented in the
motivating example. In this section we will briefly discuss the main concepts re-
lated to our approach and will detail them in the sections to follow. Our proposed
1 SAMU (Service d’Aide Médicale d’Urgence) is the French hospital based emergency

medical service.
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framework has two main stages, abstract composition and the concrete compo-
sition. Each stage has a set of constraints targeted to handle the organization
(composition modeling) and the situation measurement dimension (monitoring).
This gives our framework the flexibility to use the same set of constraints for
bridging the gap between organization and situation measurement (see figure 1).

Fig. 1. Proposed framework components

The composition process starts when the user specifies the abstract composi-
tion, using a user friendly interface, allowing her/him to drag and drop compo-
nents and provide constraints. Various related concepts include:

– Web services - The user can specify the concrete Web services instances
known in advance, to be used within the composition process.

– Nodes - If the Web service instance is not known in advance, the user can
specify the Web service node which has a unique type such as Hospital.

– Constraints - Constraints specify the boundaries for the solution to the com-
position process and different type of constraints can be added to the abstract
composition process for handling modeling and monitoring dimensions. The
constraints related to composition modeling include the local,choreography
and non-functional constraints while the constraints for handling composi-
tion monitoring include execution constraints (see figure 1).

The abstract composition specified by the user is used to instantiate the concrete
composition phase. As similar to the abstract composition, the concrete compo-
sition process also has different stages for handling composition modeling and
monitoring. Local and choreography constraints are used for nodes instantiation
and process execution while the execution constraints are handled at run-time
monitoring phase of the concrete composition.

In order to model the abstract composition, our approach relies on the Event
Calculus (EC) [3,7]. The choice of EC is motivated by several reasons. First, EC
integrates an explicit time structure (this is not the case in the situation calculus)
independent of any sequence of events (possibly concurrent). Then, given the
abstract composition specified in the EC, an event calculus reasoner can be
used to instantiate the concrete composition. Further, EC is very interesting as
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the same logical representation can be used for verification at both design time
(static analysis) and runtime (dynamic analysis and monitoring).

The EC is a first-order logic that comprised the following elements: A is the
set of events (or actions), F is the set of fluents (fluents are reified2), T is the
set of time points, and X is a set of objects related to the particular context.
In EC, events are the core concept that triggers changes to the world. A fluent
is anything whose value is subject to change over time. EC uses predicates to
specify actions and their effects. Basic event calculus predicates are:

– Initiates(e, f, t) - fluent f holds after timepoint t if event e happens at t.
– Terminates(e, f, t) - fluent f does not hold after timepoint t if event e

happens at t.
– Happens(e, t) is true iff event e happens at timepoint t.
– HoldsAt(f, t) is true iff fluent f holds at timepoint t.
– Initially(f) - fluent f holds from time 0.
– Clipped(t1, f, t2) - fluent f was terminated during time interval [t1, t2].
– Declipped(t1, f, t2) - fluent f was initiated during time interval [t1, t2].

Further, some event calculus axioms are available that relate the various pred-
icates together. Using EC, we are able to represent both the organization, i.e.
the abstract composition of services, and the situation, i.e. the verification that
everything goes as planned at execution time.

5 Abstract Composition

5.1 Constraints

The constraints added to the abstract composition serve as the boundaries for
the acceptable solution to the composition problem. These constraints can be
divided into following categories:

– Local Constraints are the constraints added to the Web service nodes in
the composition process. These constraints specify the properties that should
be respected while binding the Web service nodes to concrete Web service
instances and as our approach aims to choose the best matched solution
for the node instantiation, the local constraints specify one specific path
(solution) to choose from all available paths (solutions) for the Web services
composition process. Local constraints can be in the form of non-functional
requirements such as security, reliability, quality requirements. They can also
be in the form of some domain specific functional properties (hospitalization,
surgery facilities availability for the motivating example). Formally, local
constraints are translated as predicates in EC. For instance, service s1 is
reliable would be written with the following formula: reliable(s1, value)
where value is true.

2 Fluents are first-class objects which can be quantified over and can appear as the
arguments to predicates.
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– Choreography constraints specify the constraints regarding the control
flow of the composition process and express the order and execution sequence
of the participating activities. Some examples of choreography constraints in-
clude before, after, if-then-else, choice and others. Choreography constraints
are also guided by the dependency between the participating entities, spec-
ifying that a service s1 has a dependency on service s2 will require s1 to be
executed before the service s2. Formally, following EC formula specifies that
service s1 must be executed before service s2:
Initially(forbidden(s2, f)) ∧ Terminates(s1, forbidden(s2, f), ).

– Non-functional constraints specify the constraints independent of the
functional aspect of the web service composition. It can be for instance se-
curity requirements. Formally, if we want to model a specific security rule
stating for instance that once a service s1 has been executed, the service s2
cannot be executed for the next 20 minutes, we write:
Initiates(s1, forbidden(s2, f), t1)∧Declipped(t1, forbidden(s2, f), t2)∧(t1+
20 ≤ t2).

– Execution constraints specify the constraints to be validated at run-time.
These constraints take the form of monitors, which have a associated mon-
itoring event/condition and actions to perform if the condition to be moni-
tored is encountered. We will take a detailed look on monitors in section-7.

5.2 Example

Let us now review the motivating example and discuss how the abstract com-
position can be specified, introducing the associated constraints. The abstract
composition is specified using abstract-refine approach, the base abstract com-
position for the motivating example can be specified as:

initialCheckupWS, detailedCheckupWS, Hospital(?h), Ambulance(?a), SAMU(?s), regionalPo-

liceWS, someSocialSecurityWS, BloodBank(?b)

The presentation syntax above is used to describe the participating Web ser-
vices in the composition process, the question mark (?) operator marks the
variables, i.e. the Web service nodes that have not yet instantiated. The syntax
also specifies the type of participating nodes.

The base abstract composition has no constraints added to it, i.e. all that
is specified is the invocation (or instantiation and invocation for Web service
nodes). To mark the boundaries of the abstract composition, we start by adding
the different type of constraints to the abstract composition. The initialCheckup
is a concrete (already known) web service and thus has no local constraints. For
the choreography constraints, we consider the service to be invoked before the
hospital and detailedCheckup service and that if the initialCheckup service is
executed then the detailedCheckup service is also executed. Further, the service
has data dependency on the patient information from the socialSecurity Web
service. As part of execution constraints, we consider that the data validity
from the service is for 1 hour and the response time of the service should be
less that 5 ms. Finally, for the cardinality constraints, which are part of the
choreography constraints, we consider that the service can be executed zero or
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one times during the process execution. This marks the service to be optional
and thus can be skipped for some instance (for all other participating services
cardinality is exactly one). Below we present the event calculus formalization for
the associated constraints to the initialCheckupService (ICS), we will detail the
execution constraints later in section-7:

Choreography constraints:

before hospital - Initially(forbidden(Hospital(h), true))∧Terminates(ICSInvoked,

forbidden(Hospital(h), true), )

If ICS then detailedCheckup - Initiates(ICSInvoked,HoldsAt(

invoke(detailedChekup, true), t2), t1) ∧ t1 < t2
data dependency on socialSecurityWS - Initially(forbidden(ICS, true))∧
Terminates(socialSecurityWSInvoked,forbidden(ICS, true), )

Fig. 2. Abstract composition for the motivating example

The choreography constraints associated with the initialCheckupWS also
guide the partial control structure of the composition process (see figure 2-a),
specifying constraints such as before hospital does not mark that the hospital
service will immediately follow but specifies that there may be zero or many
steps (services) between them. We can then have the similar constraints for the
detailedCheckup service, excluding the constraint the if detailedCheckup is exe-
cuted then the initialCheckup in also executed. This refines the partial control
flow induced by the initialCheckup service (see figure 2-b). Next, for the hospital
node we have some local constraints such as reliable, secure Web service and that
the selected hospital must provide hospitalization and surgery facilities. Further
the hospital service has data dependency on initialCheckup and detailedCheckup
Web services, below we present constraints modeling using EC, we will leave the
discussion of execution constraint (in case of service failure re-instantiate hospi-
tal node) until section-7:
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Local Constraints: reliable(Hospital(h), true)∧providesSurgery(Hospital(h), true)

Choreography Constraints: Similar to EC model for initialCheckup service

For the ambulance and SAMU nodes, we have some local constraints and the
choreography constraint that they cannot coexist. Further, they have data de-
pendency constraint on the Hospital node and this refines the partial control
flow by stating that in any solution to the composition process either of two
services should be chosen after the hospital service invocation (see figure 2-c).

Local Constraints:

reliable(Ambulance(a), true) ∧ providesAirServices(Ambulance(a), true)

Choreography Constraints:

Initiates(ambulanceServiceInvoked, forbidden(SAMUService, true), )∧
Initiates(SAMUServiceInvoked, forbidden(ambulanceService, true), )

Then, for the BloodBank node, we can have some local constraints for service
discovery and it has data dependency on the socialSecurity service. Finally,
regionalPolice service is unconstrained and this gives the flexibility to invoke
the service anywhere in the composition process. These constraints mark the
boundary of the possible solution to the composition process but intentionally do
not over-constraint the composition process providing the flexibility for process
execution (see figure 2-d and 2-e for possible execution paths).

6 Concrete Composition

The event calculus model for the abstract composition specified by the user can
then be used to instantiate the concrete composition using the event calculus
reasoner, below we highlight the various related concepts. The concrete compo-
sition process is divided into three phases; the instantiation phase handles the
instantiation of Web service nodes to concrete Web service instances. The exe-
cution phase follows, which executes the instantiated Web services composition
process, finally the monitoring phase handles the composition process monitor-
ing during execution. In this section we will detail the instantiation phase and
in the next section will discuss the monitoring phase of the composition process.

Instantiation. The instantiation process is responsible for binding the Web
service nodes to concrete Web service instances. The process starts by using
the local constraints added to the abstract composition, that highlight the user
preferences for the Web service discovery. These constraints are used to query the
Web services repository for identifying the services satisfying these constraints
however, in case of a loosely constrained node, the result set can be very large.
Our proposal thus aims to choose the best matched Web service either selected
manually by the user or based on some user-specified criteria such as the quality
rating for the Web service, by assuming that some trusted third-party has quality
ratings assigned to services. For the instantiation process, we may also have to
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consider the choreography constraints associated to a Web service node in order
to identify if the service has data dependency on the some already instantiated
node. This will further constrain the Web service node to consider only the
instantiations that respect the dependency between nodes. For the motivating
example, the hospital node has data dependency on the initialCheckup service
and thus may require to consider only the hospital Web services which can handle
compatible data, this leads to a set of service composability rules which space
limitations restrict us to detail.

If the instantiation result set for a node is empty then we have following
possibilities. If some constraint is unsatisfied, user can be given option if she/he
wants to relax the constraint. For example the user can decide to relax the
reliability constraint in an attempt to discover new instances. Further, if the
dependency between nodes is unsatisfied, we need to backtrack to the results of
previous node to select some other instantiation solution and then proceed to
finding solution for the current node. The process continues until all backtrack
solutions have been explored. Finally when none of above two situations hold,
the composition process fails with notifying the user of the intermediate results.

Then, an important aspect of our proposal concerns the ability for the in-
stantiation to be modified at execution. Let us consider for instance that a node
has been statically instantiated. At runtime, if the service fails, the node can be
re-instantiated with a new service in order to continue the execution.

Backtracking. The backtracking process involves finding an alternative to some
previously chosen node instantiation solution. Backtracking is needed when the
dependency between nodes is unsatisfied resulting in empty result set.

For the motivating example, the Ambulance node has data dependency on
the Hospital node and lets consider the Hospital node has been instantiated to
someHospitalService providing data in JSON format, then instantiating the Am-
bulance node will require us to consider only the Ambulance services requiring
data in JSON format. Further, consider that there is no service available for the
Ambulance node which can handle JSON data (however all can handle XML),
this will require us to backtrack to the Hospital node to choose some other
service, say someOtherHospitalService which may be providing XML data.

Propagation. Once the backtracking process execution terminates, resulting in
a newly chosen solution (instance), the composition solution must be recomputed
and may require the propagation of newly chosen solution. This would likely be
the case when a (partial) solution to the composition process has already been
determined and backtracking to some higher node (in hierarchal order) may
result in propagating the new solution. Further, propagation may also be needed
when the user fine tunes the solution by manually selecting some other Web
service after the instantiation process. In reference to the motivating example
scenario discussed for the backtracking process, the reinstantiation result i.e.
someOtherHospitalService should be propagated to the Ambulance node.
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7 Composition Monitoring

The composition monitoring phase works by using the execution constraints,
called monitors, attached to the abstract composition. Below we first briefly
discuss the Event Processing Network (EPN) framework on which we will base
our proposed monitoring framework.

7.1 Event Processing Network

Event processing network[12] is defined to be a pattern promoting the produc-
tion, detection, consumption and reaction to events. An EPN model consists
of four components, event producers (EP), event processing agents (EPA), con-
sumers (C) and connection channels, called event channels (EC), for communi-
cation between other components. The EPA has following three stages, Pattern
detection - responsible for selecting events matching a particular pattern, Pro-
cessing - for applying processing functions to events detected and thus resulting
in derived events and Emission - for emission of derived events.

Regarding proposed framework, the events generated by the composition pro-
cess include the process startup, termination, and messages exchanged between
the composition process and the services. Each event has associated header in-
formation which indicates the event meta-data including its source, type (such
as inputMessage, outputMessage), time stamp and other similar information. In
context of our proposed model, the composition process and participating Web
services can be termed as the event producers. The produced events will then be
processed by the EPA, which in our case is the event listener attached to the
composition process.

7.2 Monitors

Monitors specify the execution constraints added to the abstract composition
and each monitor has a set of activation conditions and associated actions.

Activation Condition. Each monitor has a set of activation conditions and the
associated actions. The monitor activation conditions are based on the pattern
detection stage of the EPN, below we discuss different activation stages.

– Context specifies the context of events that will be used for evaluating the
event conditions. Temporal context can be specified to handle the conditions
where monitoring is based on invocation history, as an example consider that
we need to monitor the average response time for a Web service in last 24
hours. Spatial context can be specified, for example to monitor events orig-
inating from Web service in certain geographical region. Finally semantic
based context can be used to handle cases when generated events have rele-
vance through mutual object or entity, as an example consider the case when
we are willing to monitor the response time of all the Web services related
to (or have the same type of) a particular Web service. The context can also
be specified as of value null, requiring all the events to be processed.
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– Policies can include decisions to either use first, last or each of event (within
specified context) in stream for pattern detection. They can also apply fur-
ther constraints to only include the events satisfying a predicate on their
attributes or by specifying expiry time for events.

As an example consider that only output messages from some service s,
should be used for monitoring; we can thus specify the policy to consider all
the events having type as message and source as service s in their meta-data.

– eventConditions as similar to the patterns in an EPN model, the events
conditions specify the conditions to be checked for events conforming policies
and that are within specified context. Event conditions are specified using
event calculus and some common types of event conditions include verifying
data values within messages being sent and received by the composition
process, overall time taken by the composition process and others.

– Directives specify the directives for reporting monitoring violations to the
actions stage. The monitoring process may decide to report the monitoring
violations as they are observed by specifying the directive as immediately,
this would likely be the case of a service failure. However, the monitoring
process can also decide to delay the reporting by specifying directive as delay
- timeValue to delay the reporting in an attempt to give the service some
time to recover from the violation, this would likely be the case of exceeding
response time for the Service.

Actions. Once the eventCondition specified for the monitor is satisfied, asso-
ciated actions specify the actions to be taken. Some common actions include
terminate/ignore/reinstantiate and others. The re-instantiation function has an
important application to the Web services monitoring process. In case of a ser-
vice failure or a tardy service having a significant delay in the response time, to
a service chosen as the result of the instantiation process, the monitoring process
can add directives to re-instantiate the Web service node. The current service is
added to the set of already used services for the node and a newly chosen service
can then be used. This leads to the run-time composition of the Web services
and a detailed discussion is beyond the scope of this paper.

The re-instantiation and then propagation to dependent nodes can be expen-
sive, if the services are already in execution but it prevents the complete failure.
Another important aspect is the handling of (partial) execution results of the
service; if the service hasn’t yet been invoked and no data is available, the re-
instantiation is safe. If there are some intermediate result, they can either be
discarded or passed to the newly instantiated service.

7.3 Example

Let us now review the motivating example and see how composition monitoring
works using proposed framework. For the initialCheckup service we can specify
some execution constraints that the data validity period for the service response
is one hour and that the response time for the service should be less than 2
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seconds. For the response time, the monitor below can be attached to the com-
position process as part of execution constraints of the service.

monitor: initialCheckup_responseTime
activation:

context: none - every event should be taken into account
policies: last request/response message, service = initialCheckup
eventCondition:
HoldsAt(requestSent(ICService, true), t) ∧
HoldsAt(responseReceived(ICService, true), t′) ∧ t + 2 > t′

directives: immediate
action: send response time alert message

The monitor above, added to abstract composition, can then be used by the event
listener attached to the composition process for runtime handling. The monitor
requires event listener to listen for the messages sent/received by the composition
process that are within specified context (specified as none and thus listens
for every event) and those conforming policies (last request/response messages
from the initialCheckup service). Once the messages within specified context
and conforming to policies is detected by the event listener, event conditions
are checked (time difference between request/response messages greater than 2
seconds) and in case of conditions become true, directives (immediately) are
observed to identify when to report this violation to actions stage. The actions
stage can then take the appropriate actions (send notification message). Then
for monitoring the data validation, the monitor below can be specified:

monitor: initialCheckup_dataValidation type: Message
activation:

context: none
policies: last response message, service = initialCheckup
eventCondition:
Declipped(t, available(checkupWSData, true), t′) ∧ (t + 60 > t′)
directives: immediate

action: send data expiry alert message

Every service that is using the data of initialCheckup can then have a monitor
to listen for the data expiry message of initialCheckup service and to take the
corresponding actions. We can then also have a monitor to handle the Hospital
node re-instantiation in case of service failure, omitted due to space limitations.

8 Conclusion

In this paper, we present a constraint based declarative approach for Web ser-
vices composition and monitoring problem. Our approach allows user to build
the abstract composition by identifying the participating entities and by provid-
ing a set of constraints that mark the boundary of the solution. Different types of
constraints have been proposed to handle the composition modeling and moni-
toring; local, choreography and non-functional constraints guide the composition
design, while the execution constraints, called monitors and are based on Event
Processing Architecture, are used for process monitoring during execution.

The abstract composition can then be used for the concrete composition, which
involves instantiating the Web service nodes to the concrete Web service in-
stances respecting local constraints associated with the nodes. The instantiation
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process then executes the composition and attaches the event listener to the
composition process for handling run-time monitoring based on execution con-
straints. We have also presented a sample Crisis Management scenario, that
highlights our approach.
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Abstract. Identifying the right-grained services is important to lead the 
successful service orientation because it has a direct impact on two major goals: 
the composability of loosely-coupled services, and the reusability of individual 
services in different contexts. Although the concept of service orientation has 
been intensively debated in recent years, a unified methodic approach for 
identifying services has not yet been reached. In this paper, we suggest a formal 
approach to identify services at the right level of granularity from the business 
process model. Our approach uses the concept of graph clustering and provides 
a systematical approach by defining the cost metric as a measure of the 
interaction costs. To effectively extract service information from the business 
model, we take activities as the smallest units in service identification and 
cluster activities with high interaction cost into a task through hierarchical 
clustering algorithm, so as to reduce the coupling of remote tasks and to 
increase local task cohesion. 

Keywords: Service identification, service granularity, business process model, 
UML activity diagram, graph clustering. 

1   Introduction 

The basic idea of Service-Oriented Architecture (SOA) is the restructuring of the 
information technology (IT) systems or IT landscapes into loosely coupled, 
independent services. These services should allow the reuse of existing IT 
functionality in order to shorten the time between design and implementation when 
business requirements change [1]. The key challenges in developing the service-
oriented systems are the refinement and eventually the mapping of business processes 
to the existing service infrastructure. However, the existing services do not 
immediately fit the requirements elicited during business process modeling. We 
consider this problem as the identification of reusable services at the right level of 
granularity that can bring on a mismatch between the business process models and the 
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available services. In this paper, we focus on how the right level of service abstraction 
and granularity could be provided based on business process models specifying the 
business requirements. 

A business process is a collection of business functions required to achieve its 
ultimate business goals or objectives. In practice, the business functions are connected 
with each other to represent the execution sequence or execution pattern with various 
control constructors, such as serial, parallel, alternative, and so on, which are used in 
modeling a business process. A business function, also called a business activity, has 
its corresponding participant which completely supports its task and is ultimately 
materialized as a service. Thus a service is essentially a business component, which 
implements an autonomous business concept or business process.  

Note that the coverage of a service depends on the system implementation policy. 
That is, a single service can support the role of a single business activity, several 
business activities or even a whole business process. This is the problem of service 
granularity. Because a business process is composed of a set of business activities 
realized by a set of services, service granularity is related with determining both the 
number of services required to fulfill a business process and the coverage of a service. 
Hence, identifying the right-grained services is to discover and determine needed 
services to achieve the business processes designed from the business requirements. 
The problem of identifying appropriate services has not been addressed in the 
literature. No formal methodology and tools that allow the designer to generate and 
evaluate alternative designs based on a set of managerial design goals exist [2]. This 
paper describes a formal approach to identify services of right granularity.  

Our goal is to determine the service coverage to fit the business processes and then 
expose a reasonable number of services. We solve the problem of determining the 
right coverage of service using the cost metric of interactions between business 
activities. Suggested cost metric is to evaluate amount of interactions and to 
determine which activities are covered by a service. Several researches have 
suggested as the service modeling approach that can identify and specify service 
components [3–5]. However, because they provide only descriptive guidelines to 
define services, it is less obvious and objective to apply those approaches, and then it 
much relies on experience and intuition. The major contribution of our work is a 
formal and systematical approach using metrics which are expected to be clear, 
objective and efficient for identifying services of the right abstraction level. This 
article is organized as follows: First, we briefly mention the related work in Section 2. 
Section 3 describes terms and basic principles used in our paper. Section 4 presents 
our service identification method along with a running example. After analyzing and 
discussing the results of validation in Section 5, we summarize and conclude the 
paper including some future works in Section 6. 

2   Related Works 

The development and integration of services resemble Component Based Software 
Development (CBSD), where pre-built parts, known as business components, are 
assembled into larger scale applications [6, 7]. In 2005, T. Erl introduced a service 
modeling process to produce service and operation candidates. This process provides 
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steps and guidelines for the modeling of a SOA consisting of application, business, 
and orchestration service layers [3]. IBM introduced Service-Oriented Modeling and 
Architecture (SOMA) [4]. SOMA illustrates the activities for service modeling and 
the importance of activities from service consumer and provider perspectives. It is an 
enhanced, interdisciplinary service modeling approach that extends existing 
development processes and notations such as object-oriented analysis and design, 
Enterprise Architecture (EA) frameworks, and Business Process Modeling (BPM). In 
[5], Web Services Modeling Framework (WSMF) was defined to provide a rich 
conceptual model for the development and the description of Web services. The 
philosophy of WSMF is based on the maximal de-coupling principle. A model in 
WSMF consists of four main elements: ontology that provide the terminology used by 
other elements; goal repositories that define the problems that should be solved by 
web services; web services descriptions that define various aspects of a web service; 
and mediators which bypass interoperability problems.  

In [2], H. Jain et al. described a formal approach to web services identification, 
which takes an analysis level object model, representing a business domain, as input 
and generates potential web service designs, in which the classes in the object model 
are grouped into appropriate web services based on static and dynamic relationships 
between classes. An initial hierarchical grouping of classes is derived using a 
maximum spanning tree algorithm. In [8], M. Bell suggested the conceptual service 
identification process based on six best practices that can assist with identifying 
organizational concepts, establishing conceptual services, founding service 
associations, and forming service structures. Those six best practices are concept 
attribution, concept classification, concept association, concept aggregation, concept 
generalization, and concept specification. To discover abstractions and derive 
conceptual services, he used the decision tree. The attribution analysis process yields 
sets of recommended attributes that are essential inputs into most categorization 
activities. Conceptual services are derived from those attributes by applying their 
corresponding business rules.   

These approaches have key limitations: One is that they lack details about how to 
identify and define services from the business domain. Even though the decision tree 
is used in [8], they provide only descriptive guidelines instead of using a formal 
approach to modeling services. The other is that they are based on object models or 
component models. To remedy these limitations, they usually employ classes and 
component grouping techniques to identify services. To resolve these limitations in 
this paper, we formalize the service identification problem on the graph, and directly 
derive services from the business requirements rather than object or component 
models. 

3   Preliminaries 

As shown in Figure 1, the service model in between business model and 
implementation model is a key factor that can help achieve the service orientation. 
The service model provides a logical place to define the contracts that ensure that the 
business side of the organization is aligned with the IT side from a requirement  
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Fig. 1. Three part model of service orientation 

perspective [9]. Service models play an important role during service-oriented 
analysis and service-oriented design phases. We aim at identifying services from the 
business model at the proper abstraction level. The identified services are the base    
for building a service model written in WSDL. 

Once the business process is defined and modeled, and the business functionality is 
understood, then the service identification step starts. As previously stated, a business 
process is a sequence of activities that are ordered according to a set of procedural 
rules. Activity diagrams of UML (Unified Modeling Language) have been widely 
adopted into the business process modeling [10]. Based on activity diagrams, the 
modeling for communication specification and process logic of inter-organizational 
processes can be unified to the same modeling language. An activity diagram is used 
to define the execution logic of business process. Difference roles in business process 
and their communication structures can be defined based on the swim-lane notation.  

 
Definition 1. An activity diagram G is a tuple (A, D, S, R, F, AS, AF, SL), where 

1. A is a finite set of activity nodes. 
2. D is a finite set of decision nodes. Db is the set of branch nodes and Dm is the 

set of merge nodes. Db and Dm is a partition of D, i.e., Db ∩ Dm =∅ and 
Db∪ Dm = D. 

3. S is a finite set of synchronization nodes. Sf is the set of fork nodes and Sj is the 
set of join nodes. Sf and Sj is a partition of S, i.e., Sf∩ Sj =∅ and Sf∪ Sj = S. 

4. AS is the set of start nodes of G and AF is the set of end nodes of G. 
5. R is the set of business entities or organizational units of G. 
6. SL: A∪ D∪ S → R is the mapping function from diagram elements to business 

entities or organizational units. 
7. F ⊆ (AS×A) ∪  ((A ∪ D ∪ S)×(A ∪ D ∪ S)) ∪  (A×AF) is a set of edges. F is 

partitioned into two subsets FL and FR. FL is the set of intra-flow edges 
connecting nodes within the same business entity, i.e., FL= {(v1, v2) | (v1, v2)∈F 
∧ SL(v1) = SL(v2)}. FR is the set of inter-flow edges interconnecting different 
business entities, i.e., FR= {(v1, v2) | (v1, v2)∈F ∧ SL(v1) ≠ SL(v2)}.  
 

Activity diagrams for business process must be prescribed under the following three 
constraints: 

C1. There are only one start node denoted by a solid circle and one or more end nodes 
shown by bull’s eye symbols in an activity diagram. The start node has only one post-
activity node and the end node has one pre-activity node.  
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(a) An original activity diagram         (b) An activity diagram for business process 

Fig. 2. Example: activity diagram for business process 

C2. Every node connected to inter-flow edges must be either an activity node or a 
synchronization node. For example, the activity a1 in the Buyer swim-lane in Figure 2 
(b) is a newly introduced activity node to fulfill this constraint.  

C3. No edge is allowed between non-activity nodes. For example, the activity a2 in 
the Seller swim-lane in Figure 2 (b) is introduced to satisfy this constraint.     

The execution of business process is modeled by the behaviors of its activity 
diagrams. The behaviors are described in terms of the set of all execution paths from 
start node to end node.  

Definition 2. Let G = (A, D, S, R, F, AS, AF, SL) be an activity diagram for business 
process. An execution path in G is the sequence of a start node, followed by one or 
more nodes, and followed by an end node. ai ≤p ak denotes that an activity ai occurs 
before an activity ak in a path p.  

For example, Figure 3 shows a path, <AS, a1, a2, db1, a5, Sj1, a10, db3, a11, a12, a13, a17, Sj2, 
a18, a16, AF2> is an execution path in Figure 2. 

Generally, a task and an activity can be treated with no difference in the business 
process. In this paper, however, we discriminate a task from an activity. To identify a 
service, we may attempt to map an activity to a service because service orientation 
treats the activities performed by the business process as services. According to the 
concept of SOA, however, a service must describe a business workflow. Because an 
activity is the smallest unit of work that makes sense to a user, it might not describe a 
complete business flow. Thus we might have to consider the case of a service 
consisting of several activities. To express the related activities in activity diagrams, 
we need a logical unit that eventually corresponds to a service.   
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Fig. 3. A path p1 of Fig. 2–( b) 

Definition 3. For G = (A, D, S, R, F, AS, AF, SL), an activity is the smallest unit of 
work in the business process and is represented by a node in A∪ D∪ S. Especially, 
every activity node in A is given a weight which is the number of paths the activity 
state belongs to.  
 
Definition 4. For G = (A, D, S, R, F, AS, AF, SL), a task is a logical group of related 
activities in A∪ D∪ S, being clustered together in G.   

 
A service includes a sequence of business workflow, and services are executed across 
a network. However, operations internal to the service communicate directly with 
each other within a single machine, not across a network connection. Thus a service 
cannot be located across several roles. From these points of view, defining a task as to 
minimize the amount of interactions between activities has an effect on identifying a 
service of the right granularity. Thus we establish the task clustering principle as 
follows: for every activity in A∪ S∪ D in G, activities are clustered into a task where 
they are all connected with intra-flow edges. 

 



 Formal Identification of Right-Grained Services for Service-Oriented Modeling 267 

A service itself can be coarse-grained or fine-grained. The level of granularity for 
services tends to be coarser than the level of granularity for objects or components. A 
service typically exposes a single, discrete business process [11]. Coarse-grained 
services require less network roundtrips as the execution state is contained in the 
message. Consequently service granularity refers to how much functionality the 
service covers. In our view, defining right-grained services is determining a task so as 
to include an adequate number of activities. There are three possible ways for 
determining a task: 

1. One-to-One: One activity could be directly mapped to only one task.  
2. All-to-One: Activities in a role becomes a cluster in its entirety. 
3. Many-to-Many: Activities in the same role are decomposed into several 

clusters, each of which could be mapped to a task.  

In One-to-One mapping, each activity would only model a single task. For example, 
we can recognize 17 tasks from 17 activity nodes in Figure 2-(b). However, as 
previously mentioned, a task may have to comprise a sequence of activities. 
Moreover, even if an activity can conceptually be an atomic service fully describing a 
business workflow, too many fine-grained services may lead to heavy traffic between 
the service providers and consumers. In All-to-One mapping, the number of tasks is 
equivalent to the number of roles. In the example of Figure 2-(b), we can identify 3 
tasks from 3 roles. In this case, services are coarse-grained, giving benefits of 
decreasing network overhead. However, services may not be flexible enough so that 
reuse may be very hard or not even be possible at all. It is easy to see that the smaller 
the size of a service is, the higher the chance for its reuse becomes. Hence, it is 
desirable to decompose tasks properly in order to maximize the reusability and the 
composability of service components. Therefore, Many-to-Many mapping is the best 
candidate that provides the opportunities to decompose tasks in proper granularity. 
Because the number of services directly affects the performance and network 
overheads, we present in the next section the mechanical way of decomposing tasks 
based on a cost metric that assesses the amount of interactions between tasks. 

4   Service Identification  

In this section, we present how to identify tasks on G to define services at the right 
level of abstraction. We formalize the identification problem and define the cost 
metric.  

4.1   Problem Definition 

The approach we propose for identifying services uses an activity diagram G as input. 
Because services are defined from tasks in our method, we mainly focus on the 
approach of task identification on G. We formalize the task identification as  
the activity allocation problem on the graph under the task clustering principle of the 
previous section. We consider G as a weighted graph in which each branch and node 
is given a numerical weight by Definition 5.  
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Definition 5. Given an activity diagram G = (A, D, S, R, F, AS, AF, SL), each activity 
node a in A has a weight value freq(a) representing how many paths a belongs to. 
Each arc (ai, aj) in F also has a weight value cost(ai, aj) which is the interaction cost 
overhead between nodes ai and aj. The interaction cost is usually determined by the 
system environment.  

Our goal is to cluster activities and determine a task to minimize the cost of 
interactions. Then the task identification can be concretely seen as the minimal 
activity distribution (MAD) problem on a weighted directed graph G that represents 
business processes. The MAD problem is to allocate activities to tasks such that the 
total cost of remote interactions is minimized. The followings are assumptions made 
for the MAD problem. 

Assumption 1  For each activity, the cost of executing its own set of operations is 
constant regardless of the number of operations.  
Assumption 2  The remote interactions cost more than the local ones.  

Definition 6. For G, each activity or task ai has a weight freq(ai) as an initial value. 
Each edge e = (ai, aj) ∈ F has a weight cost(ai, aj) as an initial value. Then the 
interaction cost of a pair of tasks ai and aj, cost(ai, aj), is calculated iteratively as 
follows:  

( ) ),(*)(),(min),( jijiji aacostafreqafreqaacost =
 

Here, we define the total interaction cost Tcost(G) of G is the sum of cost of all tasks.  
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4.2   Service Identification  

The problem of service identification from an activity diagram of business workflow 
is formalized as the MAD problem determining tasks in the activity diagram in 
Section 4.1. In this subsection, we present the way to identify tasks at the right level 
of abstraction. The identification process consists of two steps: activity clustering and 
activity allocation. Activities are clustered in such a way that the total cost of 
communications is minimized. Each cluster is then mapped to a task. The next step is 
to organize tasks into the initial set of services by allocating activities to the 
corresponding task and defining operations for each task. Then each task becomes a 
service that can be described in Web Services Description Language (WSDL).  

(1) Clustering activities into tasks 

In graph clustering, when an edge e is joined to vi and vj, and two vertices vi and vj are 
merged into a new cluster vk, every edges incident to vi or vj except e is incident to the 
vertex vk. Activity clustering is similar to the graph clustering and starts by placing 
each activity in a task by its own, creating |A| tasks in G. Tasks are then repeatedly 
combined in such a way that the total cost of communications is minimized. The 
following shows how to calculate the weight for a new task:  
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Rule 1. When adjacent two tasks are merged, one of their incident edges having the 
largest weight is selected first.   
Rule 2. Once an edge is selected, the edge cannot be selected again in each repetition. 
Rule 3. When tasks are merged, a new edge is created and its weight is calculated. 
Rule 4. When adjacent two tasks are combined into a new task, the weight of the new 
task is the maximum weights of two tasks.  
 
Based on rules Rule 1 and Rule 2, we determine which tasks are merged. The graph G 
is reconstructed by adjusting edges on Rule 3 and assigning the weight newly to each 
task on Rule 4. The following Figure 4 shows activity clustering steps for Figure 2-(b) 
using above rules.  
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Fig. 4. Clustering steps for Fig. 2-(b) 

(2) Organizing tasks into initial set of services   
 

The ideal scenario is one in which the cohesion within a service is maximized and the 
coupling between services is minimized. Finding a service design that maximizes 
intra-service cohesion and minimizes inter-service coupling is formalized as the MAD 
problem in this paper. Now we organize identified tasks into services to derive the 
service specification. Graph clustering provides a good way for grouping the vertices 
in a graph according to their connections. We then generate a structure of the tasks. 
Activities in a task are suggested to be included in a service. This method provides 
potential designs with different levels of inter-service coupling where activities are 
organized into services, and smaller services are successively integrated into bigger 
ones. This leads the initial solution based on the preferred size of services and 
reasonable number of services desired for the business domain. The initial set can be 
further refined based on heuristics. 

(3) Service description  

For identified services, a set of attributes to describe and document the capability of 
each service is defined. Some of the key attributes include: Who owns it? Who is its 
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customer? What are the inputs and outputs? This rich description of the capabilities 
can be passed to development teams who can use the information to help select the 
appropriate implementation technologies, hosts, and deployment topologies. The 
service description is easily derived from tasks and activity descriptions provided by 
the business model. A WSDL document defines services as collections of network 
endpoints, or ports. In WSDL, the abstract definition of endpoints and messages is 
separated from their concrete network deployment or data format bindings. This 
allows the reuse of abstract definitions: messages, which are abstract descriptions of 
the data being exchanged, and port types which are abstract collections of operations 
[12]. We can gain <data type> from activities and their interaction scheme and <port 
type> from operations included in the activity. 

5   Evaluation 

Comparison of approaches: A variety of heterogeneous approaches have been 
proposed as shown in Table 2. Approaches especially vary in terms of service 
hierarchies and analysis objectives. Thus, methods are proposed to identify services 
by utilizing the information systems in place in a bottom-up approach or follow a  
 

Table 1. Comparison of approaches regarding service identification 

Approach (Year)
 
Criteria 

Jain et al. 
(2004) 

T. Erl 
(2006) 

M. Bell 
(2008) 

Proposed 
approach 

(2009) 

Background & 
starting point 

Bottom-up. 
Analysis of 

current IS and 
their 

functionality 

Meet-in-the-
middle. Parallel 

analysis of 
business 

processes and IS 

Bottom-up. 
Analysis of 
current IS 

Top-down. 
Business 

processes are 
decomposed 

Service 
classification 

scheme 

Implicit 
distinction of 
elemental and 

composed 
services 

11 service types 
are proposed  

(partially 
orthogonal) 

6 categories for 
conceptual 

services 

3 service 
hierarchies: 

service, task, 
activity 

Covering of SOA 
design phases 

Focus on service 
development, 

service 
identification is a 

minor stage 

All SOA phases 
Service 

categorization 
and specification

Service 
identification and 

specification 

Characteristics 
7 phases, short 
documentation 

Exhaustive 
documentation, 

case studies, 
guidelines 

Decision tree 
Formal criteria, 

WSDL 
description 

Application of 
process models 

for service 
identification 

Functional areas 
only to enable 

code 
reengineering 

Initially 
decomposed into 

service 
candidates 

− 

Process model 
divided into 

service 
candidates 
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procedure of analyzing business requirements in a top-down approach. Other 
approaches integrate both perspectives into a hybrid strategy, referred to as ‘meet-in-
the-middle’ approach. Compared to those approaches, the procedure presented in this 
paper introduces a strong business perspective into the derivation of service 
candidates. This is done by integrating business partners as important participants 
when deriving services from business process models.   

 
Analysis of the clustering algorithm: We first analyze the time complexity of 
clustering algorithm. Suppose n activities are obtained from the business model, then 
there are n2 pairs of activities or cluster candidates. Select the pair with greatest cost 
from n2 pair of activities, with time complexity of O(n2). The time complexity 
processing all possible activity pairs is O(n2) and suppose the average time 
complexity to compute the interaction cost of a activity pair is O(m), then the time 
complexity for the whole process is approximately O(m*n2). To compute cost 
between two activities, suppose the number of activities in every tasks is T/n and 
suppose every activity contains L operations in average and then the time complexity 
to compute cost() between tasks is 2*(T/n)*L, i.e. O(L*T/n). Therefore, the number n 
of activities has great influence on the clustering algorithm. 

 
Case study: The results of this work are currently being validated at a simplified 
version of the actual procedure that deals with requests for student grants in a LMS 
(Learning Management System). To have control over granularity is one of the major 
concerns in their migration to SOA. The validation of this work is that the presented 
identification process is adopted by the LMS. This means that the impact of each 
service under development is verified with respect to each type of granularity, One-to-
One, All-to-One, and Many-to-Many. For each type of the granularity, we evaluate the 
total interaction cost between activities. Although the simplified use on the LMS, 
Many-to-Many mapping is appropriate in the given context.  

6   Conclusion and Future Work 

Although the concept of SOA has been intensively debated in recent years, a unified 
methodical approach for identifying services has not yet been reached. Service 
granularity, the scope of functionality that is exposed by a service, is a crucial issue in 
designing SOA. Every SOA needs to have well designed services in order to gain the 
predicted benefits, such as flexible business processes and low development costs. 
However, while many literature sources suggest architects to choose the right level of 
granularity of services, none of these studies goes into detail about how to do this.  

In this paper, we attempted to discuss service granularity. Although the importance 
of coarse-grained services is stated, the enterprise architecture nowadays has to deal 
with a broad spectrum of possible service granularity levels. From this perspective, 
we defined a formal method of right-grained service identification based on the 
business model, using the graph clustering technique. To effectively extract service 
information from the business model, we proposed an activity clustering approach 
based on cost metrics. This approach takes activities as the smallest units in service 
identification, takes the cost metric as a measure of connectivity between activities, 
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and clusters activities with high interaction cost into a task through hierarchical 
clustering algorithm, so as to reduce the coupling of remote tasks and to increase local 
task cohesion.  

This approach still needs further improvement. Such as, it does not take into 
account the concept of service category which is based on the nature of the logic they 
encapsulate and the manner in which they are typically utilized within SOA. 
Moreover, certain thresholds in the identification process shall be given by 
experienced engineers to have expected effect which may be in the selection of center 
points during the process of clustering is not ideal. As part of further research, we will 
propose concrete metrics and rules to determine which granularity levels are 
appropriate in a particular context. Now we are developing a tool for service design 
based on business modeling. 
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Abstract. Web-based environments typically span interactions between
humans and software services. The management and automatic calcula-
tion of trust are among the key challenges of the future service-oriented
Web. Trust management systems in large-scale systems, for example, so-
cial networks or service-oriented environments determine trust between
actors by either collecting manual feedback ratings or by mining their
interactions. However, most systems do not support bootstrapping of
trust. In this paper we propose techniques and algorithms enabling the
prediction of trust even when only few or no ratings have been collected
or interactions captured. We introduce the concepts of mirroring and
teleportation of trust facilitating the evolution of cooperation between
various actors. We assume a user-centric environment, where actors ex-
press their opinions, interests and expertises by selecting and tagging
resources. We take this information to construct tagging profiles, whose
similarities are utilized to predict potential trust relations. Most exist-
ing similarity approaches split the three-dimensional relations between
users, resources, and tags, to create and compare general tagging profiles
directly. Instead, our algorithms consider (i) the understandings and in-
terests of actors in tailored subsets of resources and (ii) the similarity of
resources from a certain actor-group’s point of view.

1 Introduction

Trust and reputation systems are essential for the success of large-scale Web sys-
tems. In such systems usually information, provided by users or obtained during
their interactions, is collected to detect beneficial social connections, mostly lead-
ing to trust between their members. While many trust-, recommendation- and
reputation systems have been described, including there underlying models and
modes of operation [1,2,3], one particular problem has been mostly neglected:
How to put the system into operation, i.e., how to bootstrap trust between users
to let them benefit from using the system; even if there is not yet much, or even
no, collected data available.
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Our prior work [4] describes, an environment comprising humans and services,
in which interactions spanning both kinds of entities are monitored. We strongly
believe that trust can only be based on the success and outcome of previous
interactions [4,5]. Without having knowledge of prior (observed) interactions,
we argue that trust between users cannot be determined in a reliable manner.
Therefore, we propose an approach for trust prediction that aims at compensat-
ing the issue of bootstrapping trust. We consider influencing factors stimulating
the evolution of trust. In various environments, such as collaborative systems,
trust is highly connected to interest similarities and capabilities of the actors.
For instance, if one actor, such as a human or service, has the capabilities to
perform or support a collaborative activity reliably, securely and dependably, it
may be sensed more trustworthy than other actors. Moreover, we argue, that if
actors have interests or competencies similar to well-known trusted actors, they
may enjoy initial trust to some extend.

The contributions of this paper are as follows. First, we introduce our concepts
to trust prediction, and model the application environment. Second, we present
our approach for creating and comparing tagging profiles based on clustering,
and a novel method for trust prediction using similarity measurements. Third, we
evaluate our algorithms using real world data sets from the tagging community
citeulike1, and show a reference implementation of our approach.

The remainder of the paper is organized as follows. Sect. 2 is about the mo-
tivation and concepts of trust prediction. In Sect. 3 we model the tagging en-
vironment, and describe our approach in Sect. 4. The results of the evaluation
are depicted in Sect. 5. In Sect. 6 we introduce the architecture of a framework
utilizing our new approach. Related work is listed in Sect. 7. We conclude and
show our future plans in Sect. 8.

2 Towards Prediction of Trust

Trust between entities can be managed in a graph model (for example, see [6]).
The graph is defined as G = (V, E) composed of the set V of vertices defin-
ing entities trusting each other and the set E of directed edges denoting trust
relations between entities. This model is known as the Web of Trust.

In Fig. 1 four different scenarios are depicted, which show concepts for trust
determination in a web of trust. We assume a situation where trust from entitiy a
to entitiy c is to be determined. The first case in Fig. 1(a) visualizes the optimal
case, in which a trust relation from a to c can be inferred directly, e.g., based on
previous interactions [4]. In the second case in Fig. 1(b), no direct trust relation
could be determined, however trust can be propagated if we assume transitivity
of trust relations [2], enabling b to recommend c to a. The third case in Fig. 1(c)
depicts, that there is neither a direct nor a propagated trust relation from a to
c. However, unrelated third party entities d and e may provide a weaker, but
acceptable, notion of trust in c through the means of reputation. For our work
the fourth use case in Fig. 1(d) is the most interesting one, which demonstrates
1 http://www.citeulike.org
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the limitations of the web of trust. If no one interacted with c in the past and no
one has established trust to c, our trust prediction approach needs to be applied.

c

b

a e

d

(a) Direct trust in-
ference from a to c.

c

b

a e

d

(b) Recommenda-
tion of c from b to
a.

c

b

a e

d

(c) Reputation of c
by d and e.

c

b

a e

d

(d) Similarity of
(a, c) and (b, c) for
trust prediction.

Fig. 1. trust(a,c)=?: The need for trust prediction in a web of trust

We distinguish the following both modes of trust prediction:

– Trust Mirroring. Depending on the environment, interest and competency
similarities of people can be interpreted directly as an indicator for future
trust. This is especially true in environments where actors have the same
or similar roles (e.g., online social platforms). There is strong evidence that
actors ”similar minded” tend to trust each other more than any random
actors [7,8]; e.g., movie recommendations of people with same interests are
usually more trustworthy than the opinions of unknown persons. In Fig.
1(d), this means measuring the similarity of a’s and c’s interests, allows, at
least to some extent, trust prediction (dashed line).

– Trust Teleportation. As depicted by Fig. 1(d), we assume that a has es-
tablished a trust relationship with b in the past, for example, based on b’s
capabilities to assist a in work activities. Therefore, others having similar
interests and capabilities as b may become similarly trusted by a in the fu-
ture. In contrast to mirroring, trust teleportation is applied in environments
comprising actors with different roles. For example, a manager might trust
a developer belonging to a certain group. Other members in the same group
may benefit from the existing trust relationship by being recommended as
trustworthy as well. We attempt to predict the amount of future trust from
a to c by comparing b’s and c’s interests and capabilities.

Sophisticated profile similarity measurements are needed in both cases to realize
our vision of trust prediction.

3 Tagging Environment

According to our concepts of trust prediction, we need models to manage the
interests and competencies of humans, and features of resources, e.g., services, re-
spectively. In contrast to traditional centralized approaches where, one instance
such as the human resource department, manages a catalog of competencies,
we follow a dynamic self-managed user-centric approach. We assume an
environment where each actor tags different types of resources s/he is interested
in, such as bookmarks, scientific papers and Web services. Based on the kind
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Fig. 2. Description of the tagging environment

of resource tagged and the tags assigned, we can infer the centers of interest,
expressing to some extent their knowledge areas and capabilities; but from a
community’s view also the features or preferred usage of tagged resources. By
utilizing this knowledge and applying our concepts of trust mirroring and trust
teleportation, we think it is possible to predict trust relations potentially emerg-
ing in the future.

We model the environment as depicted in Fig. 2(a) which consists of:

– a set of actors A, having different interests reflected by actor-tagging-profiles
(ATP). These profiles are derived from tags T ′ ⊆ T used by ai ∈ A on a
subset of resources R′ ⊆ R.

– a set of resources R, having different properties (covering actor interests)
reflected by resource-tagging-profiles (RTP). These profiles are derived from
tags T ′ ⊆ T used by a subset of actors A′ ∈ A on rj ∈ R.

– a set of tagging actions T = {tx}, where each tx is created by an actor ai ∈ A
for a resource rj ∈ R.

3.1 Modes of Profile Similarity Measurement

We determine tagging profiles for both actors (ATP) and resources (RTP) (Fig.
2(b)). ATPs express independent from particular resources, which tags are fre-
quently used by actors and therefore, their centers of interest. RTPs describe
how a particular resource is understood in general, independent from particular
actors. According to our motivating scenario depicted in Fig. 1(d), ATP similari-
ties can be either interpreted as trust mirroring or trust teleportation. In contrast
to that, RTP similarities are mostly only meaningful for trust teleportation (e.g.,
Actor a trusts a resource rj , thus s/he might trust a very similar resource rk

as well.)
Compared to general profile similarity, and common profile mining approaches,

e.g. in recommender systems [9], we do not only capture which actor uses which
tags (ATP) or which resource is tagged with which tags (RTP). We rather con-
sider how an actor tags particular subsets of resources. Using such Tailored ATPs
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we can infer similarities of tag usage between actors ai, aj ∈ A, and therefore sim-
ilarities in understanding, using, and apprehending the same specific resources
R′ ⊆ R. Furthermore, we capture how two resources ri, rj ∈ R are tagged by
the same group of actors A′ ⊆ A. Such Tailored RTPs can be utilized to deter-
mine similarities between resources and how they are understood and used by
particular groups of actors (Fig. 2(b)).

4 Similarity-Based Trust Prediction

Similarities of actors’ tag usage behavior can be directly calculated if an agreed
restricted set of tags is used. There are several drawbacks in real-life tagging en-
vironments that allow the usage of an unrestricted set of tags. We identified two
major influencing factors prohibiting the direct comparison of tagging actions.
First, synonyms cause problems as they result in tags with (almost) the same
meaning but being differently treated by computer systems, e.g., football v.s.
soccer. Second, terms, especially combined ones, are often differently written
and therefore not treated as equal, e.g., social-network v.s. socialnetwork.

Due to the described drawbacks of comparing tagging actions directly, we
developed a new approach, which measures their similarity indirectly. This ap-
proach to similarity measurement and trust prediction, is depicted in Fig. 3.
Three steps are performed: (i) Clustering. Identifying tagging actions, each con-
sisting of an actor ai ∈ A tagging a resource rj ∈ R using tags T ′ = {tx}, T ′ ⊆ T ,
and hierarchically clustering tags in global interest areas (interests tree). (ii)
Mapping. Mapping of actor interests and resource properties to the created tree,
to construct tagging profiles. (iii) Predicting. Calculating similarities of ATPs
and RTPs, and applying trust prediction to determine potential trust relations.

4.1 Hierarchical Clustering of Global Interest Areas

The advantage of clustering related tags is twofold: (i) we are able to identify
widely used synonyms and equal, but differently written, tags (including singu-
lar/plural forms), and (ii) we are able to identify tags with similar meanings or
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Fig. 3. An approach to trust prediction based on clustering and similarity
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tags mostly used in combination. To this end, we build from the captured tagging
actions a global interests tree by applying hierarchical clustering. This interests
tree reflects which tags are generally applied to resources in combination, and
therefore, their relatedness.

The utilized concepts are well-known from the area of information retrieval
(see for instance [10]), however, while they are normally used to determine the
similarities of documents based on given terms, we apply them in the opposite
way. This means we determine term, i.e., tag, similarities based on given tag
sets, forming kinds of documents.

The tag frequency vector tx
2 (1) describes the frequencies f the resources

R = {r1, r2 . . . rj}, are tagged with tag tx ∈ T globally, i.e., by all actors A.

tx = 〈f(r1), f(r2) . . . f(rj)〉 . (1)

The tag frequency matrix tfm (2), built from tag frequency vectors, describes
the frequencies the resources R are tagged with tags T = {t1, t2 . . . tx}.

tfm = 〈t1, t2 . . . tx〉|R|×|T | . (2)

The popular tf∗idf model [10] introduces tag weighting based on the relative
distinctiveness of tags (3). Each entry tf(tx, rj) in tfm is weighted by the log
of the total number of resources |R|, divided by the amount ntx = |{rj ∈
R | tf(tx, rj) > 0}| of resources the tag tx has been applied to.

tf∗idf(tx, rj) = tf(tx, rj) · log
|R|
ntx

. (3)

Finally, the cosine similarity, a popular measure to determine the similarity of
two vectors in a vector space model, is applied (4).

sim(tx, ty) = cos(tx, ty) =
tx · ty

||tx|| · ||ty||
. (4)

We perform hierarchical clustering to the available tag vectors. This clustering
approach starts by putting each tag vector tx into a single cluster, and compares
cluster similarities successively. Tag clusters are then merged bottom-up when
the similarity measurement result exceeds predefined thresholds. The output of
clustering is a hierarchical tree structure, i.e., a dendrogram, reflecting global
interest areas and their similarity (Fig. 4). The details of the algorithm are
shown in Sect. 6.

The approach can be further refined by applying the concept of latent semantic
indexing (LSI) [11]. However, very common in information retrieval, this method
demands for carefully selected configuration parameters not to distort the sim-
ilarity measurement in our case. Our approach applies hierarchical clustering,
which means tag clusters are merged based on varying similarity thresholds.
Thus, we do not necessarily need a further level of fuzziness introduced by LSI.
2 bold printed symbols denote vectors.
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Fig. 4. A small part of the citeulike global interests tree

4.2 Tagging Profile Creation

As mentioned earlier, we create tagging profiles for both actors and resources.
While ATPs describe the interests of actors, RTPs reflect features and properties
of resources. The performed steps to create either kind of tagging profile are
almost identical. Therefore we show exemplary the construction of ATPs in Fig.
5. For RTPs the transposed tagging matrices are used.

The upper part of the left picture (Fig. 5(a)) depicts the tree of global interests,
created in the previous step. The lower part describes tagging matrices of three
actors, e.g., actor a1 tags resource r11 with tag t1. In Fig. 5(b), these tagging ac-
tivities are weighted and mapped to the bottom clusters of the interests tree (here:
level 2). For this purpose, the impact w of each tag tx on ai’s ATP is calculated
by (5), assuming that the sum runs over all resources Rai ⊆ R that are tagged
by ai with tag tx ∈ Trj . Therefore, the more tags are assigned to one resource
rj ∈ Rai , the less impact one tag tx has on the description of the resource. The
assigned weights to each cluster build the ATP vectors pai (see Fig. 5(b)).

w(ai, tx) =
∑

∀rj∈Rai

1
|Trj |

. (5)

In the next steps the ATP vectors are aggregated and propagated to the upper
levels, by simply building the average of all weights assigned to child clusters.
Hence, new ATP vectors on a higher and more abstract level are built. Finally,
the root of the interests tree is reached according to Fig. 5(b).

For each actor either all tagged resources or a representative subset (e.g., the
most frequently tagged resources) is used to create the ATP. Such a general
ATP reflects an actor’s general interests. The same can be applied to resources,
where RTPs describe their general use. Instead, tailored ATPs reflect the actor’s
understanding and apprehension of a particular and carefully selected subset of
resources. For instance, in the case of trust prediction in a collaborative environ-
ment, resources might be selected according to their importance in an ongoing
task. According to Fig. 5, this means each actor tags exactly the same resources,
i.e., rx1 = rx2 = rx3 ∀x ∈ {1, 2, 3}. On the other hand, tailored RTPs can be used
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Fig. 5. An example for tag mapping and ATP comparison: a) interest tree and actor
tagging actions. b) creating ATPs by mapping tagging actions to the tree. c) calculating
ATP similarities on different tree levels.

for trustworthy replacing one resource with another one, on which a particular
subset of actors have similar views.

4.3 Trust Prediction

The similarity of two actors ai and aj is determined by the cosine of the angle
between their ATP vectors pai and paj (cosine similarity). This similarity can
be calculated for each level of the global interests tree, whereas the similarity
increases when walking from the bottom level to the top level. Fig. 5(c) shows
the similarities of ATP vectors on different levels for the given example.

However, the higher the level and the more tags are included in the same
clusters, the more fuzzy is the distinction of tag usage and therefore the similarity
measurement. Thus, we introduce the notion of reliability ρ (6) of a tagging
profile similarity measurement.

ρ(sim(ai, aj)) =
level

numLevels
. (6)

For mirrored trust τM (7), as defined in Sect. 2, only profile similarities and their
reliability are used to predict a level of potential trust.

τM (ai, aj) = sim(ai, aj) · ρ(sim(ai, aj)) . (7)

Teleported trust τT (8) means an existing directed trust relation τ(ai, ak) from
actor ai to ak is teleported to a third actor aj depending on the similarity
of ak and aj . This teleportation operation ⊗ can be realized arithmetically or
rule-based.

τT (ai, aj) = τ(ai, ak) ⊗ (sim(ak, aj) · ρ(sim(ak, aj))) . (8)
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5 Evaluation and Discussion

We evaluate and discuss our new tagging profile creation and similarity mea-
surement approach using real-world data sets from the popular citeulike3

community. Citeulike is a platform where users can register and tag scien-
tific articles. But before we used this tagging data, we performed two refactoring
operations: (i) removing tags reflecting so-called stop words, e.g., of, the, in,
on etc., resulting from word groups which are sometimes separately saved; (ii)
filtering of tags reflecting ambiguous high level concepts such as system, paper,
article; (iii) deleting tags not related to the features or properties of resources,
including toread, bibtex-import, important. These steps reduce the available
’who-tagged-what’ data entries from 5.1 million to 4.4 million.

5.1 Interests Tree Creation

For the later following ATP and RTP creation, all actor or resource tags are
mapped to the same global interest tree. Therefore, the tree must be broad
enough to contain and cover the most common tags. Due to the huge size of
the data set, we picked the 100 articles to which most distinct tags have been
assigned, and use all tags which have been applied to at least five of these articles.

In citeulike users are free to add arbitrary self-defined tags, raising the
problem of differently written tags reflecting the same content. For instance
the tag social-network appears written as socialnetwork, social networks,
social-networks etc., all meaning the same. To realize their equality, we start
by clustering tags with a comparably high similarity (≥ 0.95), and consider
these clusters as our initial cluster set. As long as differently written, but equally
meant tags are similarly frequently used and distributed among the resources,
we can capture their potential equality, otherwise the impact of alternative tags
is comparably low and negligible. Then, we compare tag clusters applying much
lower similarities (≤ 0.50) to capture tags reflecting similar concepts.

Table 1 summarizes the tagging data properties used to construct the interests
tree. This tree consists of six levels, starting with 760 clusters on the lowest one
(see Fig. 4 in Sect. 4). The utilized algorithm is detailed in the next section.

Table 1. Data properties for constructing the global interests tree

Metric Filtered data set Interests tree

Number of articles 1020622 100
Number of articles recognized by more than 50 users 25 21
Number of distinct tags 287401 760
Number of distinct tags applied by more than 500 users 272 -
Number of distinct users 32449 -
Average number of tags per article 1.2 157
Average number of users per article 3.5 37

3 http://www.citeulike.org/faq/data.adp
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Fig. 6. ATP similarity in citeulike on different levels

5.2 Profile Mapping and Trust Prediction

We determine (i) for 10 highly active users the similarities of their general ATPs,
and (ii) for 10 users in the area of the social web their tailored ATPs. For the first
test we select the 10 articles which have been tagged with most distinct tags.
Then, for each of these articles, we picked the user who applied most tags to
it. Therefore, we get users, who tag highly recognized but different articles. We
create the ATPs by retrieving all tags, that each of the selected users applied to
his/her 10 most tagged articles (between 50 and 300 tags per ATP). We compare
all ATPs with each other (in total 45 comparisons) on each level of the interests
tree. The results are depicted in Fig. 6(a). As expected, level 5 comparisons result
mostly in no similarity, only two ATPs have a similarity of 0.42 on this level.
The amount of similar ATPs in different similarity classes increases when we
compare them on higher levels of the interests tree. On level 0, of course, all ATPs
are equal, because all tags are merged in the same cluster. These results show,
that our approach of indirect similarity measurement provides distinguishable
similarity results on different levels of the interests tree.

In a second experiment we measure similarities of tailored ATPs. We restrict
the tags used for ATP creation to a subset of resources, and consider only tags as-
signed to articles in the field of the social web. We filter all articles, which are not
linked to the citeulike groups Semantic-Social-Networks4, social navigation5,
and Social Web6. The ATP similarity results for the 10 most active users span-
ning these groups are depicted in Fig. 6(b). Obviously, due to the restricted
tag set and a common understanding of tag usage, ATP similarities, especially
on level 2 to 4, are significantly higher than in the general comparison before.
Furthermore, we compare two sets of users, interested in computer science, but
only members of one set participate in social web groups. Their general ATPs
are largely similar on level 1 to 3, because all users assigned many general tags
related to computer science. However, if we compare both groups’ ATPs tailored

4 http://www.citeulike.org/groupfunc/328/home (82 users, 694 articles)
5 http://www.citeulike.org/groupfunc/1252/home (20 users, 507 articles)
6 http://www.citeulike.org/groupfunc/3764/home (27 users, 444 articles)
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to the social web, there is nearly no remarkable similarity before level 1. We
conclude, that tailored profiles are a key to more precise trust prediction.

6 Implementation

In this section we introduce the architectural components of the trust manage-
ment framework. Our architecture has been implemented on top of Web service
technology suitable for distributed, large-scale environments. Furthermore, we
detail the clustering algorithm by showing the steps needed to create hierarchi-
cal, tag-based interests trees.

6.1 Reference Architecture

The architecture evolved from our previous efforts in the area of trust manage-
ment in service-oriented systems (see [4] for details on the VieTE framework).

Our architecture consists of the following main building blocks:

– Tagging and Social Network Web Services facilitate the integration of
existing systems and the usage of external data sources. Tagging and social
networks, for example, interaction graphs, can be imported via Web services.

– Data Provisioning comprises a set of Providers. We separated these
providers in resource-centric (e.g., Tag, Resource, Actor) and trust-centric
blocks. Providers enable access to Tagging Data and Social Network
Data using the messaging system JMS7. We use the WS-Resource Catalog
(WS-RC) specification8 to manage resources in the system.

– Trust Prediction components consist of Management support, respon-
sible for the ATP/RTP creation and tailoring of tagging profiles, and Mea-
surement support used for various algorithmic tasks such as trust prediction
and similarity calculation.

– Trust Prediction Web Service enables access to predicted trust in a
standardized manner. We currently support SOAP-based services but plan
to enhance our system by adding RESTful services.

6.2 Clustering Algorithm

We detail our clustering approach to interests tree creation as illustrated by
Algorithm 1. The clustering starts by putting each tag vector tx (see (1) in Sect.
4) into a single cluster, and comparing cluster similarities successively. After
comparing each cluster with each other, all clusters having cosine similarities
above a predefined threshold ϑ and have not been merged yet, are combined to
single clusters. Then, ϑ is lowered and the algorithm compares again all available
clusters. Finally, all tag vectors are merged in one single cluster, resulting in a
tree structure, that reflects the global interests (Fig. 4 in Sect. 4). The function
getSimilarity() implements an average similarity measurement by comparing
artificial tag vectors that are based on the averages of all vectors within respective
clusters.
7 http://java.sun.com/products/jms/
8 http://schemas.xmlsoap.org/ws/2007/05/resourceCatalog/
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Algorithm 1. Hierarchical clustering of global interest areas
/* create tag frequency matrix */
〈A,R, T 〉 = retrieveTaggingDataFromDB()
tfm = ∅
for each tx ∈ T do

tx = createTagFrequencyV ector(tx, 〈A, R, T 〉)
addToTagFrequencyMatrix(tfm,tx)

end for
/* weight single tag entries */
for each tx ∈ T do

for each rj ∈ R do
tf(tx, rj) = extractV alue(tfm, tx, rj)
updateV alue(tfm, tf(tx, rj) ∗ idf(tx, rj))

end for
end for
/* perform hierarchical clustering */
ϑ[ ] = {0.95, 0.5, 0.25, 0.15, 0.05, 0.0}
Cluster[ ][1] = createClusterForEachTag(tfm)
for i = 1 → |ϑ[ ]| do

for u = 1 → |Cluster[ ][i]| do
Cu = Cluster[u][i]
if ¬ isMerged(Cu) then

Csim[ ] = {Cu}
for v = u + 1 → |Cluster[ ][i]| do

Cv = Cluster[v][i]
if ¬ isMerged(Cv) and getSimilarity(Cu, Cv) ≥ ϑ[i] then

addToClusterArray(Csim[ ], Cv)
end if

end for
Cm = mergeClusters(Csim[ ])
addToClusterArray(Cluster[ ][i + 1], Cm)

end if
end for

end for
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7 Related Work

Recently, trust in collaborative environments and service-oriented systems has
become a very important research area. Several EU-funded projects such as
COIN9 focus on, for example, trusted collaboration in networked enterprises.
Some surveys of trust related to computer science have been performed [2,3,6],
which outline common concepts of trust, clarify the terminology and show the
most popular trust models. Trust management systems for service-oriented-
environments [12,13] as well as for mixed systems [14], comprising humans and
services, such as the VieTE framework [4], are a focus of current research. VieTE
aims at collecting interaction data in collaborations of humans and services, and
facilitating the emergence of trust among collaboration participants. For boot-
strapping such systems we introduced two concepts of trust prediction. Both
concepts model the inference of trust based on interest similarities as studied in
[7,8]. Other approaches to trust prediction do not necessarily address the cold-
start problem. They focus more on the forecast of trust evolvement based on
earlier determined trust relations [15], or on the prediction of non-existing trust
relations applying transitive trust propagation [16].

Tagging and its meaning has been widely studied in [17]. Several approaches
have been introduced, dealing with the construction of hierarchical structures of
tags [18,19], generating user profiles based on collaborative tagging [9,20], and
collaborative filtering in general [21].

Determining profile similarities has not been addressed well in previous works.
Therefore, we applied the concepts of tailored tagging profiles, and indirect simi-
larity measurement. Our approach uses various mathematical methods from the
domain of information retrieval, including term-frequency and inverse document
frequency metrics [10], measuring similarities, and hierarchical clustering [22].

8 Conclusion and Future Work

In this paper we introduced concepts for trust prediction, i.e., trust mirror-
ing and trust teleportation which address the cold-start problem and facilitate
bootstrapping trust management systems. As these concepts are based on profile
similarities, we described a novel approach to compare interests and capabilities
of entities within Web-based environments. The application of this approach has
been evaluated with real data sets, gathered from a community which has simi-
lar characteristics as our proposed tagging environment. We found out that our
approach of indirect tagging profile similarity measurement provides adequate
results for trust prediction.

Our future plans are twofold. First, we plan to apply the presented bootstrap-
ping mechanisms in our VieTE [4] trust management system for service-oriented
environments, and study their influences on trust determination and improve-
ments from the users’ point of view. Second, we will test the extended version
of VieTE in real cross-enterprise collaboration scenarios of the COIN project.
9 http://www.coin-ip.eu
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Abstract. Users often encounter unreliable information on the Web, but there is 
no system to check the credibility easily and efficiently. In this paper, we 
propose a system to search useful information for checking the credibility of 
uncertain facts. The objective of our system is to help users to efficiently judge 
the credibility by comparing other facts related to the input uncertain fact 
without checking a lot of Web pages for comparison. For this purpose, the 
system collects comparative facts for the input fact and important aspect for 
comparing them from the Web and estimates the validity of each fact.  

Keywords: Support of credibility judgment, Mining of comparative facts and 
aspects for comparison, Web mining, Credibility. 

1   Introduction 

Nowadays, there is a great deal of information on the Web and people can easily 
obtain it. As the Web increases in popularity, however, problems with the credibility 
of Web information have emerged. Most of Web information is anonymous and not 
authorized unlike conventional mass media. This is why people often encounter 
uncertain facts. For example, many Japanese Web pages report the uncertain fact that 
“soybeans are effective for weight loss” without any evidence. As another example, 
the question “Which country makes the most famous beer?” has a variety of answers 
on the Web, such as “Mexico is famous for beer” and “Germany is famous for beer”, 
on Yahoo! Answers1, a well-known question answering (QA) site. In a case like this, 
users can have difficulty judging which answers are correct or incorrect because some 
answers have little evidence and other comparative answers may be given on other 
Web sites. If users are unaware of such information credibility, they can easily be 
misled. Therefore, a system is needed for analyzing or helping users judge the 
credibility of information on the Web. 

For this purpose, we have developed a system called Honto Search to help users 
judge the credibility of uncertain facts (“Honto?” means “Is it true?” in Japanese) [1, 
2]. The aim of Honto Search is to enable a user to judge the credibility of an uncertain  

                                                           
* He also works as a Research Fellow (DC2) of the Japan Society for the Promotion of Science. 
1 The question “Which Country Makes The Best Beer?” in Yahoo! Answers: 

http://answers.yahoo.com/question/index;_ylt=AgY58h8jhIJVGArKDTlYu5966xR.;_ylv=3? 
qid=20080329195454AAGTWWC&show=3#yan-answers 
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Fig. 1. Example of a Honto Search 2.0 result 

fact by comparing related facts and checking the information in each fact. After the 
user inputs an uncertain fact and a verification target within the fact into Honto 
Search, the system collects alternative or countervailing facts from the Web and 
shows the temporal changes of each fact’s popularity and sentiment. The system is 
imperfect, however, for credibility judgment. First, it often fails to collect enough 
comparative facts for comparing the input uncertain fact. Secondly even if the system 
collects enough comparative facts, it unexpectedly also extracts unrelated facts as 
well. Thirdly, temporal analysis and sentiment analysis are not always useful. The 
really desired function is to notice aspects necessary for checking the credibility of 
uncertain facts and to enable the user to check the information about a fact in terms of 
the aspects.  

In this paper, we propose an improved, real-time system for more substantial 
credibility judgment of uncertain facts. This system extends Honto Search, and we 
call it Honto Search 2.0. A target fact in Honto Search 2.0 is an uncertain fact whose 
credibility can be judged by comparison with other related facts. To judge the 
credibility of such facts, the system has two functions: 

 Comparative Fact Finding: The system collects only comparative facts for 
judging the credibility of the uncertain fact and estimates the validity of each fact 
by using a Web search engine.  

 Aspect Extraction for Checking the Fact Credibility: The system also extracts 
aspects necessary to check the credibility of facts in detail from the Web. 

Fig.1 illustrates one example of Honto Search 2.0 where the user has checked whether 
Germany is more famous for beer than any other country. Given the two types of 
inputs, the system returns several comparative facts, such as “Belgium is famous for 
beer”, “Cologne is famous for beer”, and “Munich is famous for beer”. At the same 
time, the system estimates the validity each fact on the Web. In this example, the 
system estimates the fact “Belgium is famous for beer” as the most valid comparative 
fact in the comparative facts including the fact “Germany is famous for beer”. In 
addition, the system shows several aspects for checking credibility, such as “color”, 
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“bitterness”, and “weissbier”. By doing a Web search with these aspects and each 
fact, the user can check Web pages describing them. In this way, the system enables 
users to judge the credibility of uncertain facts. 

The remainder of the paper is organized as follows. In the next section, we discuss 
related work. Section 3 provides a system overview of Honto Search 2.0, while Section 4 
discusses the details of our method to extract valid comparative facts from the Web. In 
Section 5, we explain the proposed method to collect aspects for judging the credibility 
of facts. In Section 6, we report experimental results obtained using our system. The last 
section concludes the paper and outlines our future research directions.  

2   Related Work 

There are previous studies focused on the credibility of information. Fogg et al. 
studied various metrics to evaluate Web site credibility from the viewpoint of users 
[3] and analyzed the effectiveness of all these metrics by doing a large-scale 
experiment [4]. Nakamura et al. surveyed around 1000 participants on their attitudes 
toward the credibility of Web search engines [5]. Few such projects, however, have 
proposed concrete methods of evaluation or applications. We proposed a system, 
Honto Search, to support assessment of the credibility of uncertain facts [1, 2]. 
Kobayashi et al. proposed the method to judge whether a product name is a brand 
name or a glorified term [6].  

There are various works on comparative search and browsing in the Web research 
field. Sun at el. proposed a system named CWS for searching Web page sets that are 
appropriate for comparing two specified topics [7]. Nadamoto at el. developed a 
system, called a comparative web browser (CWB), for comparing one Web page with 
another on the same topic [8, 9]. The CWB has two browser windows and 
concurrently displays two Web pages in a way that enables the page contents to be 
automatically synchronized. Nakamura et al. proposed the system named SyncRerank 
to enable users to simultaneously rerank two kinds of search results when users 
compare two search results [10]. These works are based on the assumption that users 
need to specify comparative topics or aspects for comparison. On the other hand, our 
system can automatically find the comparative topics and the aspects for comparison. 

Many works have examined Web mining of comparative objects or information for 
such comparison. Kurashima et al. proposed a method to rank the entities in a specific 
category by using comparative sentences like “The quality of X is better than Y” [11]. 
Liu et al. proposed a system called Opinion Observer [12]. Once several product 
names are input to the system, it extracts aspects for comparing products and 
aggregates the review information about each product from the viewpoint of each 
aspect. Zhai at el. proposed a generative probabilistic mixture model to extract aspects 
for comparing topics [13]. Ohshima et al. proposed a method to find coordinate terms 
of a given term by using a Web search engine in real time [14]. Most of these 
approaches, however, have focused only on entities like products, people, and so on. 
Moreover, they assume off-line data processing. On the other hand, our proposed 
method extracts comparative facts in the form of phrases from the Web and does not 
depend on any specific domains. Moreover, our method can extract comparative facts 
and aspects for comparison in real time. 
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3   System Overview 

In this section, we describe an overview of our system, Honto Search 2.0. The 
purpose of Honto Search 2.0 is to enable users to compare an uncertain fact with 
related facts for judging the credibility of the uncertain fact in real time. Fig. 2 shows 
a flowchart of the operation of Honto Search 2.0.  

The system requires two kinds of inputs. One is an uncertain fact whose credibility 
a user wants to check. This fact is input to the system as a phrase. The other input is a 
specific part of the uncertain fact, which we call a verification target. For example, if 
a user wants to know whether Germany is famous for beer as compared with other 
regions, the user inputs the phrase “Germany is famous for beer” as the uncertain fact 
and “Germany” as the verification target. After that, it collects comparative fact 
candidates from the Web in order to check the credibility of the input fact. The 
comparative fact candidates are extracted by applying syntactic pattern mining to 
Web search indexes. In the next step, from among the collected fact candidates, the 
system selects only meaningful facts for comparison with the input fact. Examples of 
such comparative facts are “Belgium is famous for beer”, “The Czech Republic is 
famous for beer”, and so on. At the same time, the validity of each fact is estimated 
by using statistical information on the Web. The collected comparative facts and the 
input fact are thus ranked according to validity scores. 

To enable the user to check the credibility of facts in more detail, the system also 
gives the user viewpoints for comparison between facts. We call these viewpoints 
aspects. Possible aspects corresponding to the example fact above, i.e., “Germany is 
famous for beer”, are taste, amount of consumption, brand, manufacturing method, 
and so on. The system also provides a function to link to Web pages that describe 
each fact and specific aspect. As a result, the user can easily check the details of each 
fact in terms of each aspect. 

Our system collects all necessary data for analysis by using a conventional Web 
search engine and analyzing the search engine’s indexes in real time. That is, the 
system contains no data of its own. Therefore, it can flexibly deal with a wide variety 
of input facts. 

 

Fig. 2. Flowchart of the operation of Honto Search 2.0 
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4   Finding Comparative Facts 

The objective of our system is to enables users to judge the credibility of an uncertain 
fact by comparing related facts. In this section, we propose a method to achieve this 
goal by finding comparative facts and estimating their validity. 

4.1   Model and Task Definition 

When a user enters an uncertain fact, as a phrase, and a verification target, within the 
fact, into our system, it collects several comparative facts from the Web. In the case 
of the uncertain fact given above, “Germany is famous for beer”, with the term 
“Germany” as the verification target, the previous version of our system extracted 
sentences matching the pattern “(*) is famous for beer” from Web pages. Here, we 
regard the fact “Germany is famous for beer” as a proposition generated from a 
certain predicate. Moreover, we regard the verification target “Germany” as an object 
for the variable of the predicate. If we use these ideas, we can consider that the 
operation of inputting an uncertain fact and specifying its verification essentially 
consists of identifying the predicate. For example, if we define the predicate 
FamousBeerPlace(x) to mean that x is famous for beer, then our system’s first task is 
to find a set of candidate objects X = {x | FamousBeerPlace(x) could be true}. 

The second task of our system is to estimate the validity of each of the collected 
fact candidates. In the case of “Germany is famous for beer”, we need to estimate the 
importance or validity of comparative facts such as “Belgium is famous for beer”, 
“The Czech Republic is famous for beer”, and so on. We suggest that this operation 
means evaluating the strength of the relation between the predicate 
FamousBeerPlace(x) and various objects for the variable x, like Germany, Belgium, 
Czech Republic. 

Hence, in this section, we formally define our system’s tasks as the following: 

 Task1: Comparative fact Candidate Extraction: First, given an uncertain fact u 
and a verification target x, we find a predicate p such that p(x) is equivalent to u. 
Next, to collect as many comparative facts as possible, we extract other possible 
predicates P’ = { p’1, p’2,…, p’n} from the Web, where each p’(x) is semantically 
similar to p(x). After that, we extract a set of comparative objects X = { x | the 
predicate p(x) or p’(x) in P’ can be true } from the Web. We define each p(x) for x 
in X as a comparative fact candidate. 

 Task2: Precise Estimation of Fact Validity: To estimate the validity of each fact, 
we evaluate the strength of the relation between the predicate p and each 
comparative object x. 

4.2   Extraction of Syntactic Patterns to Find Comparative Facts 

In the previous version of our system, users often fail to get enough comparative facts 
to check the credibility of an uncertain fact, because the system used just one 
predicate (syntactic pattern) for collecting comparative facts. If the predicate does not 
appear on the Web, we cannot extract any comparative facts from the Web. To 
increase the variety of comparative facts, we need to collect several predicates 
representing the semantics of the original predicate. 
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Our basic strategy for achieving this goal is to extract several important keywords 
from the uncertain fact and then collect patterns, which include all of the keywords, as 
new predicates. The actual procedure is defined as follows: 

1. The system does morphological analysis of the input fact. It then extracts only 
nouns, adjectives, and verbs (other than the verb “to be”). We denote the extracted 
terms as T = {t1, t2,…, tn}. In the case of “Germany is famous for beer”, the system 
extracts {Germany, famous, beer} as T. 

2. The system issues the query “t1 AND t2 AND … AND tn” to a Web search engine 
and gets the top-N Web search results.  

3. The system first collects sentences containing all of the keywords in T from each 
result’s snippet, and then extracts substrings with arbitrary keywords at both ends. 
Examples of such substrings are “famous beer in Germany”, “Germany 
developed world famous beer”, “Germany famous for beer”. 

4. The system replaces the verification target in each substring with <variable>. For 
the above examples, this gives “famous beer in <variable>”, “<variable> 
developed world famous beer”, and “<variable> famous for beer”. 

5. The system ranks the resulting patterns by considering their lengths and their 
frequencies in the search results collected in step 2. We assume that the more 
frequent and shorter a pattern is, the appropriately it works as an alternative 
predicate. The score for pattern ranking is defined as the following: 

score( pattern ) = freq(pattern ) * log
C

length ( pattern )
                           (1) 

Here, freq(pattern) is the frequency of pattern appearing in the search results, and 
length(pattern) is the number of terms in pattern, and C is a constant number. 

6. Finally, the system selects the top N patterns from the ranked patterns as the set of 
other possible predicates, P’. It also replaces the verification target in the input 
fact with <variable> and denotes the resulting predicate as p. 

4.3   Finding Comparative Fact Candidates 

Next, we collect comparative fact candidates for checking the credibility of the input 
fact. In this step, we collect Web pages about each predicate by using a Web search 
engine and then extracting comparative fact candidates from the search results. We 
then select the final comparative fact candidates by using the assumption that 
comparative facts can concurrently appear in documents including the input fact. The 
procedure is as follows: 

1. The system converts each predicate to a query for extracting comparative fact 
candidates. If the predicate has the form “<pattern1> <variable> <pattern2>”, 
like “beer cup features many of <variable>'s famous”, then the system generates 
the query “<pattern1> AND <pattern2>”. Otherwise, the system eliminates 
<variable> from the predicate and uses the rest of the predicate as a query. For 
example, the predicate “<variable> is famous for beer” is converted to the query 
“is famous for beer”. 
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2. The system issues each query to a Web search engines and gets the to-N search 
results. The system extracts the parts of result snippets that matches <variable> of 
the predicate p or one of the predicates in P’ from the snippets of the results.  

3. The system checks whether the part of speech (POS) of each extracted term is the 
same as the POS of the verification target. If they are the same, the term can be an 
object candidate c for the variable of the predicate p. 

4. Finally, the system collects the top N Web pages including the input fact by using 
a search engine. If an object candidate c is included in some of the collected 
pages, the system regards p(c) as a final comparative fact candidate. 

4.4   Verification of Candidates as Comparative Fact 

To estimate the validity of a fact p(c), our previous system issued each fact as a 
phrase to a Web search engine and used the page counts as a query to the search 
engine. Phrase search is so strict, however, that we could not often get a page count 
for a fact. Moreover, comparing the page count of an uncertain fact with the page 
counts of comparative facts was too rough for estimating the validity of the uncertain 
fact. We instead need to estimate fact validity more precisely. 

We can assume that the validity of a fact p(c) is given by the strength of the 
relation between the object candidate c and the predicate p. Applying this assumption, 
we use the WebPMI [15] to estimate the fact validity. The WebPMI is one kind of 
point-wise mutual information and is estimated by calculating the co-occurrence 
degree between two terms on the Web. We define the fact validity FactValidity(c, p) 
of the fact p(c) by using the WebPMI as follows: 

FactValidity (c, p) = log(
H(c ∧ p)

H(c)H( p)
)                                         (2) 

Here, H(q) means the page count for query q in a Web search engine. 
By using this definition, the system estimates the fact validity for all comparative 

fact candidates collected by the procedure given in Section 4.3. Only if the fact 
validity of a comparative fact candidate is greater than zero, we regard the candidate 
as a comparative fact. Finally, the system shows the comparative facts and their 
scores to the user. 

5   Extraction of Aspects for Judging Credibility of Facts 

In checking the credibility of an uncertain fact, it is insufficient to compare related 
facts from the viewpoint of fact validity. The credibility of a fact often depends on 
specific aspects in comparing facts. In addition, the most important issue in judging 
credibility is to understand why a fact is credible or not. When a user checks the 
credibility of an uncertain fact, if the user knows specific aspects necessary to check 
the credibility, there is no problem. At that time, the user can search for clues to check 
the credibility on his or her own. Users do not always know, however, which aspects 
are important in checking the credibility of uncertain facts. In this section, we 
describe an approach to extract aspects for judging the credibility of an uncertain fact 
from the Web.  
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5.1   Collection of Aspect Candidates 

When an uncertain fact is described in terms of an aspect in a document, certain 
assessment words are often used around the aspect. For example, in the case of the 
fact “Germany is famous for beer”, phrases such as “amount of consumption is high” 
and “good taste” can be found in documents about this fact, and we can thus select 
“amount of consumption” and “taste” as aspects. For the purpose of finding aspects, 
one possible method is to collect pages including the uncertain fact and extract 
frequently neighboring assessment terms such as adjectives. Although this method 
cannot collect enough aspects and not all of them are useful, the collected aspects can 
be used as candidates. Therefore, we apply this method to first collect aspect 
candidates.  

In this paper, we have focused on uncertain facts whose credibility is checked by 
comparison with other, related facts. In this case, the necessary aspects depend on the 
facts with which users want to compare the uncertain fact. For example, one user 
might want to check the credibility of the fact “Germany is famous for beer” by 
comparison with the fact “Belgium is famous for beer”, while another user might 
want to compare with the fact “Germany is famous for sausage”. That is, the extracted 
aspects depend on the predicate for the uncertain fact. Therefore, we use the predicate 
to collect aspect candidates. The procedure for aspect extraction is described as 
follows: 

1. The system converts the predicate for the uncertain fact to a phrase query, as 
described in Section 4.3. The system then issues the phrase query to a Web search 
engine and collects the top-N search results. 

2. The system extracts phrases with the following syntactic patterns from each search 
result snippet: “<Adjective> <Noun phrase>” or “<Noun phrase> <the verb “to 
be”> <Adjective>”. In this step, we use a morphological analyzer to identify each 
term’s POS. 

3. The system extracts <Noun phrases> as aspect candidates from the collected 
phrases. At this time, aspect candidates that appear in a stopword list are 
eliminated from the list of aspect candidates. 

5.2   Aspect Ranking by Using Comparative Facts 

In the case of using only adjectives as clues for extracting aspect candidates, 
inappropriate terms can appear as aspects. Therefore, we need to estimate the 
appropriateness of aspect candidates and distinguish worthless candidates. 

The simplest approach is to calculate the probability for each aspect candidate, 
Pr(a|p), that the aspect candidate a appears given a predicate p. Unexpectedly, 
however, inappropriate terms can have a high probability of appearing as appropriate 
aspects, because candidates are collected by using a simple syntactic rule. To solve 
this problem, we introduce another hypothesis. Because expected aspects are useful 
for comparing an uncertain fact with related facts, we suppose that the more useful an 
aspect is, the more facts appear with it in Web pages, as illustrated in Fig. 3. By using 
this assumption, we determine the probability Pr(a|p). Let C be a set of comparative 
terms that are objects for the variable of the predicate p and are collected by the 
method proposed in Section 4. The probability Pr(a|p) can be defined as follows: 
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Pr(a | p) = Pr(a, p)
Pr( p)  

 

=
Pr(a,c, p)

c∈C
∑

Pr(p)  
 

=
Pr(a |c, p)Pr(c, p)

c∈C
∑

Pr(p)  
 

= Pr(a | c, p)Pr(c | p)
c∈C

∑
 

(3)

Here, Pr(a|c,p) means the probability that aspect a appears in Web pages containing 
the comparative fact p(c), while Pr(c|p) means the probability of occurrence of the 
comparative term c if predicate p is specified. Hence, Pr(c|p) is the co-occurrence 
degree between c and p, which we estimate as the following: 

Pr(c | p) = FactValidity(c, p)

FactValidity(c ', p)
c'∈C

∑
 ,                                      (4) 

where the function FactValidity was defined in Section 4. To enhance the validity in 
calculating the probability Pr(a|c,p), we introduce a semantic factor into the 
calculation, as with the syntactic patterns shown in the previous subsection. We 
redefine Pr(a|c,p) as the probability of occurrence of aspect term a in Web pages 
containing fact p(c), where a appears in the form “<Adjective> <a>” or “<a> <the 
verb “to be”> <Adjective>”. In fact, it is difficult to collect all Web pages containing 
the fact p(c) and then calculate Pr(a|c,p). Therefore, we calculate Pr(a|c,p) 
approximately by using the top-N Web search results collected with the query “p 
AND c”.  

By using these definitions, we can finally calculate the probability Pr(a|p) for all 
aspect candidates collected as described in Section 5.1. The system orders all aspect 
candidates by score and reports the top N terms to the user as important aspects for 
judging the credibility of an uncertain fact. 

6   Evaluation 

We conducted two kinds of evaluations for our algorithm. The first was for evaluating 
the performance of the algorithm in collecting comparative facts. The second was for 
evaluating how many meaningful aspects were collected by the algorithm for 
comparison. For these experiments, we prepared 20 pairs of uncertain facts and 
verification targets as a test set for evaluation. These pairs are listed in Table 1. The 
pairs in the test set were categorized into 6 groups. As described above, the credibility 
of the uncertain facts is supposed to be checked by comparison with other related 
facts, such as the examples of comparative facts given in the table. These experiments 
were conducted in Japanese, and then the results were translated into English. 
Constant number C was set to 30. 
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6.1   Validity and Variety of Collected Facts 

To evaluate the performance of comparative fact collection, we used our algorithm 
with all pairs listed in Table 1. We set the system to use Google as the Web search 
engine and to collect the top 100 search results. In this experiment, we ordered the 
collected comparative facts by fact validity and evaluated the number of collected 
facts that is appropriate for comparison with the top 3, top 5, top 10, and all results. 
The adequacy of the facts was judged by checking whether they were reported in 
Wikipedia. In addition, we evaluated the processing time of our algorithm. The 
algorithm proposed in our previous work was used as a baseline, and the previous 
results were compared with the results of our new algorithm. 

Table 1. Test set for the experiments 

Fact type Input fact Verification target Example of comparative facts 
Germany is famous for beer Germany Belgium, Denmark 
Germany is famous for beer beer sausage, wine, car 
Poland is famous for amber Poland Lithuania, Russia 

 Local product of nation 

Poland is famous for amber amber escargot, rye 
Anthocyanin helps eyestrain anthocyanin polyphenol 

Compound’s effectiveness 
Anthocyanin helps eyestrain eyestrain atherosclerosis, cyanocobalamin 
England is a rainy country England Thailand, Malaysia 

Italy is an earthquake-prone country Italy Japan, Armenia, Turkey 
Japan has many volcanoes Japan Indonesia, Guatemala 

Geographic characteristic of nation 

Drought often happens in India India Australia 
Agriculture is important in Poland Poland China, Australia, France 

Moscow is an expensive city Moscow Tokyo, London Social characteristic of nation 
London has a large population London Mumbai, Tokyo, New York 

Japan is strong in judo Japan France, Netherlands 
Japan is strong in baseball Japan United States, Korea, Cuba 

Argentina is strong in football Argentina Brazil, England, Spain 
Leading country for sport 

Japan is strong in volleyball Japan Cuba, Brazil 
Buddhism is common in Japan Japan Thailand, Korea 

Islamism is common in Indonesia Indonesia Egypt, Turkey Common religion of nation 

Hinduism is common in India India Nepal, Bangladesh 

Table 2 summarizes the results of the two algorithms. The proportion of 
appropriate comparative facts obtained by the proposed method was higher than the 
proportion obtained by the previous method in all cases except the top-3 results. In the 
case of all results, the proportion obtained by the proposed method was about 5% 
higher than obtained by the previous method. As shown in Table 2, there was little 
difference between the proposed method and the previous one from the viewpoint of 
the validity of collected comparative facts. From these results, both methods can be 
expected to perform well in collecting valid comparative facts.  

When focusing on the variety of collected comparative facts, however, we find a 
significant difference between the algorithms’ performances. The number of valid 
comparative facts collected by the proposed method was 26.1% greater than that 
collected by the previous method, on average. The proposed method was slower than 
the previous method, because the system must access a Web search engine three times 
for one calculation of the WebPMI, but we think this extra time is necessary for better 
judgment of the credibility of uncertain facts. 

For the detail study, we pick up some examples of comparative fact extraction. 
Table 3 illustrates the results. When we focused on the predicates used in fact 
extraction, we found a problem. In case an input uncertain fact does not often appear 
on the Web, the system fails to find alternative predicates for collecting comparative 
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facts and to collect comparative facts. One of the examples is the fact “Poland is 
famous for <amber>”. In such a case, we need to transform the input fact to another 
expression before applying our proposed method. Actually, when we uses the query 
“<Amber> is a specialty product of Poland” by substitutes the term “famous” with 
“specialty product”, we got vodka, mushroom, hot pepper, chess, etc. as comparative 
terms. On the other hand, in case the input uncertain fact often appears to some extent 
on the Web, the system succeeded in increasing the amount of valid comparative 
facts. The most typical case is the input “<Germany> is famous for beer”. In the case 
of this input, the previous algorithm collected 5 valid comparative facts while the 
proposed method collected 9 valid comparative ones. “Ireland”, “United States”, 
“Thailand”, “Korea” were collected by our proposed method as additional valid 
comparative facts.  

Table 2. Results of using Honto Search 1.0 (previous method) vs. Honto Search 2.0 (proposed 
method) for comparative fact collection 

Proportion of valid comparative facts in 
top-N results Algorithm 

＠１ ＠3 ＠5 All 

Average of 
processing 

time(s) 

Increase in number of 
valid comparative facts  

Proposed method 85.0% 70.4% 69.1% 70.9% 11.53  26.1% 

Previous method 85.0% 80.0% 63.3% 65.6% 2.57  - 

Table 3. Examples of comparative fact extraction. The term between brackets is the 
verification target in the uncertain fact. The number in parenthesis is the fact validity score. 
Underlined terms are valid terms as variable of the predicate for the input fact. 

Input fact (verification target) Result 

<Germany> is famous for beer 
Belgium(2.97), Cologne(2.78), Munich(2.77), Czech Republic(2.53), 
Denmark(2.43), Ireland(2.42), United States(2.03), Thailand(2.02), 
Germany(1.97), Korea(1.93), England(1.91) 

Agriculture is important in <Poland> 
Macedonia(4.00), Poland(3.39), Rumania(3.30), Spain(2.54), 
Thailand(2.15), Japan(1.15), China(0.58) 

Drought often happens in <India> Australia(3.52), India(3.18) 

<Japan> is strong in baseball event 
Cuba(3.20), Korea(2.16), Asia(2.04), Osaka(1.41), Hokkaido(1.28), 
Japan(0.96), Ehime(0.95), Wakayama(0.90), Taiwan(0.52) 

<Japan> is strong in judo event Nederland(2.70), France(1.83), Japan(1.01) 
Poland is famous for <amber> amber(0.31) 

We also need to improve the validity calculation of extracted comparative facts. 
For example, when we input the fact “<Japan> is strong in baseball event” to the 
system, we got 9 comparative facts, but only 3 facts of them were valid. The invalid 
comparative facts are superclass or subclass objects of Japan such as Asia, Osaka 
prefecture, and Hokkaido prefecture. For solving this problem, it is effective to use 
the ontological information of the verification target as well as the POS information. 

6.2   Aspect Extraction 

Next, we evaluated the performance of aspect extraction for judging the credibility of 
uncertain facts. We applied our aspect extraction algorithm with all pairs listed in 
Table 1. As described in Section 6.1, we collected the top 100 search results in 
analyzing Web pages. In this experiment, we ordered the extracted aspects for each 
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uncertain fact by the probability Pr(a|p) in formula (3) and extracted the top-10 
aspects as the final ones. Then, we evaluated how many aspects were meaningful for 
comparing the collected comparative facts with each input fact and judging its 
credibility. We manually judged whether the extracted aspects were meaningful.  

Table 4. Three best cases of aspect extraction. The term between brackets is the verification 
target in the uncertain fact. The underlined terms are appropriate aspects. 

Uncertain fact (verification target) 
<Germany> is famous for beer Agriculture is important in <Poland> Drought often happens in <India>  

amount of consumption 0.03907 vegetable 0.19545 snow 0.47420 
color 0.03654 fruit 0.05869 climate 0.47420 

weissbier 0.02200 future 0.05639 wildfire 0.17527 
bitterness 0.01579 industry 0.04210 weather 0.08000 

japan 0.01279 production 0.02950 rain 0.07052 
ferment 0.01253 nature 0.02666 amount 0.05897 

Pilsner Urquell 0.01183 region 0.01837 influence 0.04000 
culture method 0.01142 amount of crop 0.01809 region 0.03897 

restaurant 0.00960 amount 0.01809 green 0.03052 
street 0.00897 land 0.01548 problem 0.03052 

Table 5. Three worst cases of aspect extraction. The term between brackets is the verification 
target in the uncertain fact. The underlined terms are appropriate aspects. 

Input fact (verification target) 
Poland is famous for <amber>  <Japan> is strong in judo <Japan> is strong in baseball  

soup 0.02000 player 0.06868 high school 0.03087 
-   news 0.03756 team 0.03049 
-   feelings 0.03290 game 0.02993 
-   gossip 0.02567 school 0.02541 
-   rugby 0.02315 impression 0.02278 
-   factor 0.02000 awareness 0.02179 
-   think 0.01951 feelings 0.02132 
-   fighting sport 0.01685 reason 0.01827 
-   Tokyo 0.01190 United States 0.01379 
-   opponent 0.01025 foundation 0.01336 

In the case of applying our algorithm to all pairs in the test set, the average number 
of meaningful aspects was 4.75. We assume that our system would show 10 aspects 
for an uncertain fact and the user could then select specific ones to check detailed 
information about those aspects of the uncertain fact on the Web. Therefore, we 
consider the performance of our system in this experiment to be adequate. 

To more intuitively understand the results, we studied some specific cases of 
aspect extraction. Table 4 summarizes the three best cases, in terms of obtaining many 
meaningful aspects, among the pairs of an uncertain fact and a verification target. 
When we input the fact “Germany is famous for beer” and specified “Germany” as 
the verification target, we obtained 7 appropriate aspects. In this case, we assume that 
a user would want to check the credibility of the fact by comparing Germany with 
other countries famous for beer, such as Belgium. Therefore, aspects like “amount of 
consumption”, “color”, and “bitterness” would be useful for judging the credibility of 
the fact. Most of the collected aspects for the other pairs were also regarded as useful. 
The common features in these uncertain facts are that we could obtain many 
comparative facts for any pair and that they were appropriate facts for comparison. 
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For example, of the 11 comparative facts collected for the uncertain fact “<Germany> 
is famous for beer”, 9 were appropriate. 

Table 5 summarizes the three worst cases of aspect extraction. We could not 
collect any meaningful aspects for the uncertain fact “Poland is famous for <amber>, 
with only one aspect collected at all. This was because there were few pages including 
the fact, and therefore, the system could not extract syntactic patterns for collecting 
comparative facts. As for the facts “<Japan> is strong in judo” and “<Japan> is strong 
in baseball”, the system could obtain only a few meaningful aspects, although it did 
extract a several number of aspects for each fact. In the case of the former fact, the 
number of extracted comparative facts was very small. Therefore, we think that the 
quality of the extracted aspects was low. In the case of the latter fact, we actually 
obtained many comparative facts, but the system could not collect many meaningful 
aspects. This was because most of the comparative facts were not valid. We expected 
that, ideally, the comparative facts of the latter fact should represent which countries 
are other leading baseball countries. However, most of the collected comparative facts 
represented that specific Japanese prefectures are strong in baseball event. This is why 
we need a certain number of valid comparative facts to collect meaningful aspects.  

7   Conclusion 

In this paper, we developed the system to help users to judge the credibility of the 
uncertain facts by showing comparative facts and important aspects for judgment of 
the credibility. Evaluations showed that our proposed method could find comparative 
facts and important aspects for comparison from the Web if input facts are relatively 
often seen on the Web.  

However the technique of our proposed method is immature. First, if descriptions 
about uncertain facts do not appear to an extent on the Web, the system fails to collect 
comparative facts and aspects for comparison. In such a case, we need to modify 
input facts to collect as many Web pages for analysis as possible. Moreover, we need 
to consider how to extract comparative facts with negative polarity such as “Soy bean 
is totally not effective for weight loss” against “Soy bean is effective for weight loss”. 
As a more substantial problem, ideally, users expect the system to directly check 
whether the input uncertain fact is true or not and to estimate which comparative fact 
is the most credible. Our system estimates each comparative fact using WebPMI, but 
this estimation is still based on the statistical relation between the variable and the 
predicate. We have the assumption that the credibility of a fact involves various 
factors and should be estimated by considering all of them. We proposed the method 
to find aspects for checking the credibility of uncertain facts. We have a plan to 
estimate the credibility of uncertain facts by using these aspects as parameters.  

There is a lot of unreliable information on the Web. Especially, Web 2.0 contents 
are critical. Lately, Web 2.0 contents such as Yahoo! Answer and Wikipedia are 
getting more attention as collective knowledge. However, most of them are not 
authorized. Our proposed method can be useful from the viewpoint of estimating the 
credibility of Web 2.0 contents by aggregating Web 1.0 contents. In the future, we 
plan to estimate the credibility of Web 2.0 contents and support users to judge the 
credibility by using our proposed method. 
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Abstract. Over the last few years, RDF has been used as a knowledge 
representation model in a wide variety of domains. Some domains are full of 
uncertainty. Thus, it is desired to process and manage probabilistic RDF data. 
The core operation of queries on an RDF probabilistic database is computing 
the probability of the result to a query. In this paper, we describe a general 
framework for supporting SPARQL queries on probabilistic RDF databases.  In 
particular, we consider transitive inference capability for RDF instance data. 
We show that the find operation for an atomic query with the transitive   
property can be formalized as the problem of computing path expressions    on 
the transitive relation graph and we also propose an approximate algorithm   for 
computing path expressions efficiently. At last, we implement and 
experimentally evaluate our approach.  

1   Introduction 

The Resource Description Framework (RDF) is the proposal of the W3C for a standard 
metadata model to describe resources on the semantic web. An increasing amount of 
data is becoming available in RDF format. In real applications, there are many domains 
that are full of uncertainty. We face large volumes of data generated with uncertainty. 
For example, in biology science, probabilistic links between concepts can be obtained 
from various prediction techniques and probabilistic links are mutually independent [1]. 
Thus, it is desired to process and manage probabilistic RDF data.  

To process and manage probabilistic RDF data, the central problem is query 
evaluation on RDF probabilistic databases. In a traditional database system, the 
answer to a query q is distinctive. However, in a probabilistic database, the system 
computes the answers and for each answer computes a probability score representing 
the confidence. Query evaluation on the probabilistic relational databases [2, 3, 4] and 
probabilistic XML databases [5, 6] has been studied. However, this problem has not 
been addressed in RDF databases. In this paper, we propose a framework for 
supporting SPARQL queries on the probabilistic RDF database. And we also consider 
query evaluation on RDF data with transitive properties. 

For example, in Fig.1, a SPARQL query is posed on a probabilistic diseases 
database. The database consists of RDF triples with probabilities showing the 
confidence about the relationship. The query asks for the diseases that are associated 
with cough and cause of fatigue. We add the superscript “t” to mean “transitive”. 
Thus, “AssociatedWitht” denotes that this property is transitive. Now the problem is 
how to compute the probability of each answer. We will interpret this example in 
detail for introducing the main concepts and techniques of this paper.   
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We define the RDF probabilistic diseases database based on possible worlds 
semantics. A database instance is any subset I⊆triples(R) (the set of all triples in the 
database) with a certain probability. In this paper, we assume that all the triples in the 
database are independent probabilistic events. It implies that Pr(t1, t2, …, 
tn)=Pr(t1)·Pr(t2)·… ·Pr(tn). For instance, in table 1, I1={t1}, Pr(I1)= Pr(t1)·(1- Pr(t2))·(1- 
Pr(t3))·(1- Pr(t4))·(1- Pr(t5)·(1- Pr(t6)) (1- Pr(t7))=0.000288.                           

Table 1. Database instances  

I0={} (1-Pr(t1))·(1-Pr(t2))·(1-Pr(t3))·(1-Pr(t4))·(1-
Pr(t5))·(1-Pr(t6))(1- Pr(t7))=0.000192 

I1={t1} 
 

Pr(t1)·(1-Pr(t2))·(1-Pr(t3))·(1-Pr(t4))·(1- 
Pr(t5)·(1- Pr(t6)) (1- Pr(t7))=0.000288 

..... ..... 
I127={t1,t2,t3, 
t4,t5,t6,t7} 
 

Pr(t1)·Pr(t2)·Pr(t3)·Pr(t4)·Pr(t5)·Pr(t6)·Pr(t7)=0
.190512 

We now illustrate query evaluation on the probabilistic RDF database. We adopt 
the intentional query evaluation [2] that associates each triple with a probabilistic 
event. The intermediate and result tuples are associated with a complex event through 
find(σ), join(Θ) and project(π) operations.  

Consider the query in Fig.1 that consists of two atomic queries (triple patterns): 
q1(?X, CauseOf , Fatigue) and q2(?X, Associatedwitht, Cough). We first do the find(σ)  
operation which extracts all triples that match the atomic queries. For query q1(?X, 
CauseOf , Fatigue), it is clear that triples t6 and t7 match q1 and we get the tuples 
“Pneumonia” and “Flu” with events t7 and t6 respectively (shown in Fig.2(a)).  

The second atomic query q2 (?X, Associatedwitht, Cough) is distinguished by the 
transitive property “Associatedwitht ”. Note that there are two transitive triple paths 
t1→t3→t4, t1→t2 between resources “Pneumonia” and “Cough”. The tuple 

Fig. 1. SPARQL query on a probabilistic RDF database 

   SELECT ?X 
   WHERE { 

     ?X  CauseOf   Fatigue       (q1) 
     ?X  Associatedwitht  Cough   (q2 ) 
    } 
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“Pneumonia” is obtained only when t1∧t3∧t4 or t1∧t2 is true. So we assign the 
complex event (t1∧t2)∨(t1∧t3∧t4) to the tuple “Pneumonia”. Similarly, there are 
four tuples that match q2 associated with events (shown in Fig.2(b)). We can observe 
that if two nodes are strongly connected, the event expression would be huge. We will 
discuss how to process the find operation efficiently in Section 4.     

. 

 
 

 
 
 
 

 

Fig. 2. Tuples that match the atomic queries 

Then we join the tuples from two atomic queries using the logic operator “∧”, if 
the two tuples have the same value on the shared attributes.  
  

 
  ?x event 
Pneumonia t7∧((t1∧t2)∨(t1∧t3∧t4))=(t7∧t1∧t2)∨(t7∧t1∧t3∧t4) 
  Flu (t6∧t5) 

Fig. 3. )(()( 11 qq σσ Θ  

At last, we obtain two possible answers “Pneumonia” and “Flu” associated with 
events (t7∧t1∧t2)∨(t7∧t1∧t3∧t4), (t6∧t5) respectively. The probabilities of 
answers are obtained by adding the probabilities of database instances that make 
events true. For example, database instance I127={t1, t2, t3, t4, t5, t6, t7} can make the 
events of two answers true, so the probability of I127 should be added to the 
probabilities of two answers. Given the probabilistic distribution over database 
instances, computing the probability of event expressions is an NP-hard problem. We 
will employ binary decision diagram (BDD) [8] for computing the probabilities of 
event expressions.  

In this paper, we discuss the problem of evaluating SPARQL queries on 
probabilistic RDF databases. To the best of our knowledge, there is no work done on 
this problem. We claim the following contributions in this paper: 

(1) We propose a framework for supporting SPARQL query on probabilistic RDF 
databases. 

(2) We consider transitive inference capability on RDF instance data. We show 
that the find operation for the atomic query with the transitive property can be 
formalized as the problem of computing path expressions on the transitive 
relation graph, in which case we propose an approximate algorithm for 
computing path expressions efficiently. 

q2.?x event 
 Pneumonia (t1∧t2)∨(t 1∧t3∧t4) 

Flu t5 
RSV   t4 

Brochities t2∨(t3∧t4) 

(b) σ(?X, Associatedwitht, Cough) 

  q1.?x event 
 Pneumonia t7 

Flu  t6 

(a) σ(?X , CauseOf , Fatigue) 
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The remainder of this paper is organized as follows. Some preliminary is given in  
Section 2. Section 3 describes the query evaluation on RDF probabilistic databases. In 
Section 4, we design the approximate algorithms on the transitive relation graph. Section 
5 presents an experimental evaluation of our approach. Section 6 discusses related work. 

2   Preliminary 

An RDF term is an URI or a literal or a blank node. An RDF triple (s, p, 
o)∈(U∪B)×U×(U∪B∪L) is called an RDF triple, where U is a set of URIs,  B a set 
of blank nodes and L a set of literals. In a triple, s is called subject, p the property (or 
predicate), and o the object. An RDF triple pattern (s, p, o) 
∈(U∪V)×(U∪V)×(V∪U∪L), where V is a set of variables disjoint from the sets U, 
B and L.  

We also assume the following: Indvs ⊆U is a set of individuals (instances); С⊆U is 
the set of classes; Рrops⊆U is the set of properties. Рropst ⊆ Рrops is a set of transitive 
properties and Рropsn⊆ Рrops is a set of normal properties. We have Рropst

∪Рropsn= 
Рrops and Рropst∩Рropsn=∅. 

An RDF tuple is a partial function from variables to RDF terms. Note that an RDF 
tuple is different from an RDF triple (a statement implying a semantic relation 
between resources). Conversely, an RDF tuple does not carry meaning and it just 
maps some variables to some RDF terms.     

Definition (RDF Relation). An RDF relation is a set of RDF tuples. It can also be 
represented as a table. Each row corresponds to an RDF tuple and each column is an 
attribute named by a variable. For instance, in Fig.2(a), q1.?x is the variable of the 
relation containing tuples “Pneumonia” and “Flu”.  

Definition (Probabilistic RDF Database). A probabilistic RDF datatabse D is a 
finite set of probabilistic triples. We denote triples(D) as all triples in the database. 
Each triple t is associated with a probability value and a unique identifier. The triple t 
has the form <s, p, o, Pr(t), τ(t)> where s∈Indvs, p∈Props∪{rdf : type}, o∈Indvs∪L
∪C. s, p and o are subject, property and object of triple t. Pr: triples(D)→[0,1] is a 
probability function and τ: triples(D)→Strings is a mapping form each t to a unique 
identifier which we call the event of triple t in this paper. 

We interpret the RDF probabilistic database D in terms of possible         worlds. A 
database instance is any subset Ii⊆triples(D). I1, I2, ..., In  are called possible worlds. 

∏∏
∉∈

−⋅=
ii ItIt

i ttI ))Pr(1()Pr()Pr( . The sum of all probabilities of possible instances is 1, 

i.e., 1)Pr( =∑
iI

iI . 

A set of RDF triples can be represented as a graph. Now we give the concept of 
probabilistic RDF graph as follows: 

Definition (Probabilistic RDF Graph). A probabilistic RDF graph is a labeled 
directed graph denoted by G=(N, E, ℓE, τ, Pr) where: 

(1) N⊆Indvs is a set of nodes. 
(2) E={edges,p,o: (s, p, o)∈G}  
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(3) ℓE is a labeling function such that ℓE( edges,p,o)=p. 
(4) τ : E→Strings, is a mapping from edges to a unique identifier (event). 
(5) Pr: E→[0,1] is a mapping from edges to a probability value. 
 

For example, Fig.1 shows the probabilistic RDF graph for the diseases RDF 
databases.  

Definition (Probabilistic Transitive Relation Graph). A probabilistic transitive 
relation graph Gt=(Nt, Et, ℓE, τ, Pr) for transitive property pt is a subgraph of the 
probabilistic RDF graph G, where Nt ⊆N, Et ⊆E and ∀edges,p,o∈ Et, we have ℓE( 
edges,p,o)=pt.  

For example, in Fig.1, the probabilistic transitive relation graph for the transitive 
property AssociatedWitht is the part surrounded with dashed lines.  

Since in probabilistic transitive relation graph Gt, the property pt is fixed, we denote 
an edge as (s, o) instead of (s, pt, o) for brevity. Now we define the concept of path 
and reachbality on Gt. A path ps from node n1 to nk is a sequence of edges edge1(n1, 
n2)·edge2(n2, n3)· … ·edgek-1(nk-1, nk). We say that nk is reachable from n1 if there exist 
a path from n1 to nk denoted by n1ank, else n1a/ nk. Given a path ps from s to v, we 
define the path expression λ(ps) as the conjunction of events of all edges in the path. 

               ))()( i
psedge

edgeps
i

τλ
∈

∧=                                            (1) 

Given two nodes s and v on Gt, We also define the path expression T(s, v) from node s 
to v as the disjunction of expressions of paths connecting s to v:  

                 )(),( psvsT
PSps

λ
∈
∨=                                                 (2) 

where PS is the set of paths connecting s to v. 

Definition (Query Semantics). Let q be a query over the probabilistic RDF database 
D. The database is given by a probability distribution over database instances. We 
denote Answersq(Ij)as the set of results of q over the database instance Ij. For any 
result tuple ans, we have: )Pr()Pr( ∑=

jI
jIans where Ij is any database instance s.t. 

ans∈Answersq(Ij).  

3   Query Evaluation 

We have shown the concepts of a probabilistic RDF database and we now address the 
problem of how to compute the answers with probabilities given a SPARQL query. 
We restrict our discussion to conjunctive SPARQL query with the rule form Q←q1, 
q2,…, qn, where Q is the head of the query and q1, q2,…, qn are atomic queries (triple 
patterns). We use var(Q) to denote the variables in Q. For example, the SPARQL 
query in Fig.1 can be written as the rule: Q(?X)←(?X, CauseOf , Fatigue), (?X, 
Associatedwitht, Cough). 
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3.1   Intentional Query Evaluation 

We adopt intentional query evaluation of [2]. The basic idea of this approach is to 
associate each triple with a basic probabilistic event. When processing the query, the 
intermediate and result tuples are associated with a complex event that is the 
combination of basic events through find (σ), join (Θ), and project (π) operations. We 
use ee(t) to stand for the complex event of tuple t and show how three operations 
associate the tuples with complex events as follows: 

− Find (σ)  
The find operation (σ) takes an atomic query q (triple pattern) and returns all tuples 

that match the atomic query. q is of the form (s, p, o) where each term is either an 
RDF resource or literal or a don’t care. There are two cases:  

Case1: If a predicate term in q is a normal property then σ copies the events of input 
triples which satisfy the query q to the output tuples .i.e. if q(t) =t′, then 

)()'()( ttee q τσ =  

where t′is the output tuple induced by triple t. An example of find operation is shown 
in Fig.2(a). 

Case2: In this case, the predicate term in the atomic query is a transitive property. 
The atomic query is of three possible forms (a, pt, ?obj) or (?sub, pt, b) or (?sub, pt, 
?obj) where a and b are constants and pt is a transitive property. We will show that the 
find operation can be formalized as the problem of computing the path expression 
between nodes on the transitive relation graph. 

Let Gt =(Nt, Et, ℓE, τ, Pr) be the probabilistic transitive relation graph for    property pt. 
If tuple bk matches (a, pt, ?obj), there must exist a path psi: edge1(a, b1), edge2(b1, 
b2),…, edgek-1(bk-1, bk) from node a to bk in Gt. It also implies that if events τ(edge1(a, 
b1)), …, τ(edgek-1(bk-1, bk)) all are present, then the event ee(bk) of tuple bk is present. 
From Formulas (1) and (2), we get the path expression from node a to bk:  

))(()(),( i
psedgePSpsPSps

k edgepsbaT
i

τλ
∈∈∈

∧∨=∨=  

where PS is the set of paths connecting a to bk. Obviously, ee(bk)= 
))((),( i

psedgePSps
k edgebaT

i

τ
∈∈

∧∨= . So the find operation on the transitive graph can be 

formalized as the single source path expression problem on G. Similarly, computing 
the event of tuple a that matches (?sub, pt, b) or the event of tuple (a, b) that matches 
(?sub, pt, ?obj) can also be formalized as the single sink path expression problem or 
the all pairs path expression problem.  

Generally, if the predicate term in the atomic query is a transitive property, the find 
operation can be formalized as computing the path expression T(s, v) between nodes s 
and v on the transitive relation graph. We will discuss on how to compute T(s, v) 
efficiently in Section 4. An example of an atomic query with a transitive property is 
shown in Fig. 2(b). 
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− Join (Θ) 

The join (Θ) operation joins two relations on their shared attributes. R1ΘR2 contains 
all combinations of a tuple from relation R1 and a tuple from R2 where they shared 
attributes are equal. 

)'()()',(
2121

teeteettee RRRR ∧=Θ  

An example of join operation is shown in Fig.3. 

− Project (π) 

The project operation (π) restricts an RDF relation to a subset of its attributes. A 
tuple belongs to the result relation if at least one of its origin tuples belongs to the 
argument relation. The event expression of result tuple t′ can be represented as the 
disjunction of the complex events of original tuples: 

( )
: ( ) '( )

( ') ( )
A

t t tA

ee t ee t
π

π
=

= ∨  

3.2   Representing Answers of Queries as DNF  

In this section, we will show that the answers of a query can be represented as a 
disjunctive normal formula (DNF). Given a conjunctive query Q←q1, q2, …, qn, 
where Q is the goal and q1, q2, …, qn are subgoals. For obtaining answers, we do the 
find operation for every atomic query first and then do the join operation 

(q1Θq2Θ…Θqn) between subgoals; we can get tuples with the form of 
n

i
i

t∧  where ti is 

one of the answers of qi. We do the final project 1 2
( )

( ... )n
Var Q

q q qΘ Θ Θ∏ at the end, which 

groups tuples based on the values of attributes Var(Q). Thus, the result tuples can be 
represented as the disjunctive normal formula j

j
C∨ , where Cj is the conjunctive clause.  

So our problem can be transferred to evaluate the probabilities of DNFs. Note that 
if a predicate term in the atomic query qi is a transitive property then the event 
expressions of answers ti may be the complex events i.e. DNFs. In this case, we need 
to convert the formulas to DNF formulas with O(mn) where m is the maximal number 
of clauses in ti for qi and n is the number of result tuples. 

3.3   Computing the Probability of DNF Formula (BDD) 

It is known that computing the probability of DNF formula is an #P-hard problem, 
even if all variables are independent, as they are in our case. Some methods such as 
Monte Carlo method [7] is proposed for computing the probability of DNF. In this 
paper, we adopt the binary decision diagrams (BDDs) [8] method which is used 
widely in digital-system design and combinatorial optimisation.   

A binary-decision diagram represents a DNF formula as a rooted directed acyclic 
graph. Each non-terminal vertex v is labeled by a variable var(v) and has arcs 
directing toward two children: 1o(v) (shown as a dashed line in Fig.4) corresponding 
to the case where the variable is assigned 0; hi(v) (shown as a solid line) 
corresponding to the case where the variable is assigned 1. Each terminal vertex is 
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labeled 0 or 1. For a given assignment to the variables, the probability value yielded 
by the DNF formula is determined by tracing a path from the root to a terminal vertex, 
following the branches indicated by the values assigned to the variables. The 
algorithm for computing the probability of DNF formula using BDD is given in 
Algorithm ComProbability [8]. 

 

 
 

Algorithm ComProbability  
input: BDD vertex v;  
output: Probability 
1   If v is the 1-terminal Then Return 1; 
2    Else 
3      If v is the 0-terminal Then Return 0 
4      Else  // v is a non-terminal vertex  
5        lo=the low children of n; 
6        hi=the high children of n; 
7        Pr(hi) := ComputeProb(hi); 
8        Pr(lo) := ComputeProb(lo);  
9        Return Pr(v)·Pr(hi) + (1- Pr(v)) ·Pr(lo) 

4   Evaluation of Atomic Query with Transitive Property 

In Section 3.1, we have shown that if the predicate term in the atomic query is a 
transitive property pt, then the find operation can be formalized as computing the path 
expression between two nodes on the transitive relation graph. In this section, we will 
discuss how to process the find operation on the transitive relation graph efficiently. 

4.1   Storing the Transitive Relation Graph 

We define transitive relation ptp as a partial order relation of node pairs on Gt. Each 

directed edge (x, y) in Gt implies x ptp y. According to transitive property, if there 

exists a path from node x to z in Gt, i.e. xaz, then we have x ptp z such that x is the 

ancestor of z and z is the descendant of x. For example, in Fig.5(a), node a is the 

ancestor of node g and a ptp g. 

   DNF formula  
d=(t1∧t2)∨(t1∧t3∧t4) 

Fig. 4. DNF formula and the corresponding BDD 

 t1

 0 

 t2

 1 

 t3

 t4
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node Immediate 
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a {b, d, g, c} [1,8] 
  b {e} [1,4] 
  c [5,6] 
  d {b, e, h, g, f} [1,4] 

[6,7] 
e  {g, h} [1,3] 
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Fig. 5 (a). A sample of transitive relation graph (b). Encoding for nodes 

To accelerate the find operation, we pre-compute the transitive closure of relation 

ptp and store it. Some previous work has been done on storing the transitive closure 

relation [9, 10]. Agrawal et.al [11] proposed to assign a node multiple intervals that 
encapsulate reachability information for its descendant nodes. Nodes of the graph can 
be covered by a spanning tree. Each node is assigned with an integer interval [start, 
end] according to the visited orders in a depth-first traversal such that the integer 
“start” is the postorder number of the node and the integer “end” is the lowest 

postorder number among its descendants. The relation ptp between node pairs can be 

checked by their overlapping intervals. a node x is an ancestor of a node y, only if 
y.start>x.start and y.end<x.end. 

For example, every node in Fig.5(a) is assigned integer intervals as shown in 
Fig.5(b). The dashed arcs are non-spanning tree arcs in the graph. Given two nodes a 
and e, since the interval [1, 4] of node e is overlapped by the interval [1, 8] of node a, 

we have a ptp e and aae. 

4.2   Find Operation on Transitive Relation Graph 

In this section, we discuss the find operation (σ) on the transitive relation graph. As 
shown in Section 3.1, if the predicate term in the atomic query is a transitive property, 
the find operation can be formalized as computing the path expression T(s, v) from 
nodes s to v in the transitive relation graph. We assume no cycles contained in the 
transitive relation graph. 

We first consider the exact algorithm of find operation on the transitive relation 
graph. It finds all paths from s to v for computing T(s,v) by depth-first search. Since 
the reachability information between nodes is known (according to the encoding of 
nodes), it is possible to avoid transversing the whole graph. The algorithm first 
expands all successors vi of node s. If viav, it implies that there exists at least one 
path from s to v through vi and the algorithm should expand the successors of vi. 
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Conversely, if via/ v, it implies that there is no path from s to v through vi and the 
algorithm could stop expanding the successors of vi. The reachability information here 
is a kind of heuristic information used to focus searching on promising paths from s to 
v. Worst case space and time complexity of the algorithm are O(h) and O(bh) 
respectively, where h is the maximum length of the simple path from nodes s to v and 
b is the branching factor of nodes. 

When pairs of nodes are connected by multiple paths, it fails to discard substantial 
paths using reachability information. Furthermore, the path expression T(s,v) would 
be large, which becomes computationally infeasible to compute the probability of the 
path expression. For example, in Fig.5(a) since node a and node g are strongly 
connected, it almost traverses all edges in the graph to compute T(a,g)= t1∨(t2∧t3∧t4)
∨(t11∧t6∧t3∧t4)∨(t11∧t7∧t4) ∨(t11∧t10). 

To improve the efficiency of computing T(s,v), we propose an approximate 
algorithm. The basic idea is trying to obtain the incomplete path expression (denoted 
by ),(

~
vsT ) between two nodes, which is smaller than the complete one with 

approximate probability. The approximate algorithm will estimate the error of 
incomplete path expression. If the estimated error is smaller than the approximation 
threshold ε, then the algorithm will stop and return the incomplete path expression.  

Note that the path expression between nodes s and v is a DNF formula )(
1

i

k

i
psλ

=
∨ , 

where k is the number of paths from s to v and )( ipsλ  is the conjunctive clause 

representing the path expression of path psi. Now we give the definition of  
ε-approximation path expression as follows: 

Definition (ε-approximation path expression) Given the path expression T(s,v)= 
)( i

PSps
ps

i

λ
∈
∨  where PS is the set of all paths from s to v, we say that ),(

~
vsT  is the ε-

approximation of T(s,v) if : 

1) Pr(T(s,v))-Pr( ),(
~

vsT ) ≤ ε 

2) ),(
~

vsT ＝
)( i

Aps
ps

i

λ
∈

∨ , such that A ⊆ PS 

For example, in Fig.5(a), given T(a,b) = t2∨(t11∧t6), ),(
~

baT = t2 and ε=0.03, we can 

compute Pr(T(a,b))=Pr(t2 ∨ (t11 ∧ t6))=0.924, Pr( ),(
~

baT )=Pr(t2)=0.9, Pr(T(a,b))-

Pr( ),(
~

baT )=0.024≤0.03. So ),(
~

baT  is 0.03-approximation of T(a,b).  

We employ the iterative-deepening search to find the paths from s to v. Iterative-
deepening search combines breadth-first optimality with the low space complexity   
of depth-first search. In this way, we find the paths from s to v by running       depth-
first search repeatedly with a growing search depth. For each given      search depth h, 
we define FoundedPaths as the set of paths from s to v we have founded. We 
construct the incomplete path expression: ),(

~
vsTh

= )( i
hsFoundedPatps

ps
i

λ
∈

∨ . We also define 

PromisingPaths as the set of paths ps(s, vi) in the search tree that are cut off such that 
the length of ps(s, vi) is equal to depth h and vi av. 
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Now the problem is how to bound the error of incomplete path expression ),(
~

vsTh  

for each search depth h. We construct two DNF formulas dlower and dupper to represent 
the lower bound and upper bound for ),(

~
vsTh

: 

dlower = )( i
hsFoundedPatps

ps
i

λ
∈

∨ ;    dupper = )(
sinPr

i
gPathsomihsFoundedPatps

ps
i

λ
∪∈

∨  

dlower is the disjunction of expression of founded paths from s to v and dupper is the 
disjunction of path expression of founded paths and promising paths from s to v. For 

each depth h, we have: Pr(dlower) ≤ Pr( ),(
~

vsTh ) ≤ Pr(dupper). 
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Fig. 6. Approximate find algorithm on the Transitive Relation graph  

Now we give the approximate find algorithm as follows: 

Approximate Find Algorithm   

Input: nodes vorg, vdest, , path ps, approximation ε;  
Output: ( , )org destT v v%  

1 Initial Upper = 1, Lower = 0; FoundedPaths={}; PromisingPaths={}; 
2       depth=1; ps=Λ(empty path); Candidates={}; 
3 While (Upper- Lower>ε ) Do    
4    Expand vorg ’s immediate successors (v1,v2,…, vn); 
5    For i:= 1 to n do  Search(vi, vdest, ps ,depth);         
6    Lower= ComProbability( )( i

hsFoundedPatps
ps

i

λ
∈

∨ ); 

7    Upper=ComProbability( )(
sin

i
gPathsPtomihsFoundedPatps

ps
i

λ
∪∈

∨ ); 

8    depth=depth+1; 
9 End While 
10 Return ( , )org destT v v% = )( i

hsFoundedPatps
ps

i

λ
∈

∨  

11 Procedure Search (vk, vdest, ps, depth) 
12    Initial h:=0; 
13    If (h< =depth) or (Candidates<>∅) Then 
14      Add vk ’s immediate successors (vk1,vk2,…, vkn) in to Candidates; 
15      For i:= 1 to n Do 
16        If vki= vdest Then  
17          ps=ps· edge(vki,vdest); 
18          Add ps into FoundedPaths; Remove vki from Candidates; 
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19        If (vki.[start] < vdest.[start]) and (vki.[end]> vdest.[end]) Then 
20           ps= ps·edge(vki ,vdest)); Remove vki from Candidates; 
21           If (h=depth) Then Add ps into PromisingPaths; 
22             Else Search(vki, vdest, ps, h+1 );  
23        Else Remove vki from Candidates;   //vkia/ vdest 
24      End For 
25  End Procedure  

For example, to obtain the 0.01-approximation of T(a,g) in transitive relation graph 
(shown in Fig.5(a)), the algorithm sets search depth=1 first (shown in Fig.6), we then 
get FoundedPath={(a, g)}, PromisingPaths={(a, b); (a, d)}. So dlower= t1, dupper = (t1∨

t2∨t11), Pr(dlower)=Pr(t1)=0.8, Pr(dupper)=Pr(t1∨t2∨t11)=0.92. Since Pr(dupper)-Pr(dlower) 
=0.012 > 0.01, we need to increase the search depth to 2.  

When depth=2, we get FoundedPath={(a, g); (a, d)·(d, g)}, PromisingPaths={(a, 
b)·(b, e); (a, d)·(d, b); (a, d)·(d, e); (a, d)·(d, h)}. So dlower= t1∨(t11∧t10), dupper = (t1∨ 
(t11∧t10) ∨(t11∧t16)∨(t11∧t8)∨(t11∧t7)). Since Pr(dupper)-Pr(dlower)<0.01, we can 
obtain ),(

~
gaT

 = t1∨(t11∧t10) is the 0.01-approximation of T(a,g). 

5   Experiments 

We generate the dataset based on the Lehigh University Benchmark LUBM [12]. 
Probability scores are assigned to each triples. They are treated as mutually 
independent events. We modify the data generator UBA1.7 and add a transitive 
property pre-requisitet. The domain and range of pre-requisitet are both class Course. 
The triples with a predicate pre-requisitet are generated randomly. All algorithms are 
implemented in Java 1.5 and run on a windows XP professional system with P4 3G 
CPU and with 1G RAM. We use PSEpro from objectStore (http://objectstore.net) as 
the storing engine for storing the encoded probabilistic transitive relation graph. We 
also use JavaBDD (http://javabdd.sourceforge.net/) for BDD operations.  

Table 2. Queries for experiments 

Q1: Q(x):-(?x,type GraduateStudent)(?x,takesCourse,?y) 

Q2: Q(x,y):-(?x,advisor,?y)(?x,type,FullProfesr) 

Q3: Q(z):-(?x,teacherOf,?z)(?x,type,AssistantPrpfessor) 

Q4:Q(x):(?x,pre-requisitet,GraduateCourse0)(?y,type,FullProfessor)(?y, teacherOf,?x) 

Q5: Q(x):-( ?x,pre-requisitet,?y)(?z,researcInterest, ‘Research12’)(?z, teacherOf,?y) 

In the first experiment, we measure the running time for five queries developed 
(Shown in Table 2). Q4 and Q5 contain transitive property pre-requisitet. We pre-
compute the transitive closure of relation 

tp requisitere−
p and store the encoded transitive 

relation graph. We use the exact find algorithm for Q4 and Q5. The running time for 
five queries is shown in Fig.7(a). It shows that the running time of queries with 
transitive property increases significantly compared with those of the queries without  
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(d)(a)  (b) (c)  

Fig. 7. Running time and iterative depth of queries 

transitive property, since most of the time is spent in the find operation on the 
transitive relation graph. This suggests it is desired to optimize the find operation on 
the transitive relation graph. 

In the next experiment, we verify the efficiency of Algorithm Approximate Find on 
the transitive relation graph. The dataset contains 150k triples and the transitive 
relation graph for pre-requisitet consists of 657 edges and 311 nodes. We vary ε from 
0.02 to 0.1. The running time and iterative depth of Q4 and Q5 is shown in Fig.7(b) 
and (c). Note that it applies the exact find algorithm when ε=0 and the approximate 
find algorithm when ε>0. From Fig.7(b), it shows that Algorithm Approximate Find 
brings considerable time savings, since iterative depth decreases significantly (shown 
in Fig.7(c)) and path expression generated is relatively small. It suggests that if the 
users have demands of time restriction, the system could set an appropriate ε for 
speeding up processing of the queries with transitive property.  

We also evaluate our approximate find algorithm on the transitive relation graph 
with edges ranging from 500 to 3000. The error ε is fixed to 0.01. From Fig.7(d), we 
can see that the running time increases dramatically when the number of edge is more 
than 2000. It indicates that we need more efficient algorithms in the case where the 
transitive relation graph is huge and dense, which is also our future work. 

6   Related Work 

Query evaluation on the probabilistic relational database [2, 3, 4] and probabilistic 
XML database [5, 6] has been studied. There is also some research about uncertainty 
in logic and Web languages. In terms of representation, Fukushige [13] provided a 
comprehensive method for representing probabilistic relations in RDF. In  
terms of probabilistic extensions to logic and ontology languages, Koller et. al [14] 
and Giugno et al. [15] proposed probabilistic extensions of description logics; Costa 
et al. [16] extended OWL with uncertainty based on first-order Bayesian logic. Our 
work focused mostly on query evaluation on RDF databases based on possible  
worlds semantics. In [17], the authors propose the pRDF language and discuss the 
query evaluation only for the atomic query. In this paper we developed a framework 
for evaluating SPARQL conjunctive queries on RDF probabilistic databases and we 
also discussed the approximate query evaluation on the atomic with transitive 
property. 
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7   Conclusion 

This paper addressed the issue of supporting SPARQL queries on the probabilistic 
RDF databases. Query evaluation framework is developed based on possible world 
semantics. We also considered transitive inference on RDF instance data. To accelerate 
the find operation for the atomic query with transitive property, the approximation 
algorithm is proposed on the transitive relation graph. The future work includes 
designing more powerful find algorithms; developing advanced probabilistic models. 
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Abstract. Planning out maintenance tasks to increase the quality of
Web applications can be difficult for a manager. First, it is hard to eval-
uate the precise effect of a task on quality. Second, quality improvement
will generally be the result of applying a combination of available tasks;
identifying the best combination can be complicated. We present a gen-
eral approach to recommend improvements to Web applications. The
approach uses a meta-heuristic algorithm to find the best sequence of
changes given a quality model responsible to evaluate the fitness of can-
didate sequences. This approach was tested using a navigability model
on 15 different Web pages. The meta-heuristic recommended the best
possible sequence for every tested configuration, while being much more
efficient than an exhaustive search with respect to execution time.

1 Introduction

Successful Web applications (WAs) not only satisfy the need of their users for
interesting features, but also provide a pleasant user experience as well. Quality
problems (eg. bad navigability) can have a negative impact on this experience,
and should therefore be corrected. For a manager planning out the maintenance
tasks, identifying which task can best correct such problems can be daunting
since its impact on quality is generally unknown beforehand.

Many quality characteristics can be defined in a model that evaluates the
extent to which an application conforms to a set of non-functional requirements.
Such a model typically includes quality rules/standards and is refered to as a
quality model. While the use of (implicit or explicit) quality models should be
part of any improvement process, quality models do not allow, by themselves, to
determine what specific changes should be implemented to improve the quality of
an application. This is reflected in the literature. There are many contributions
focussing on the quality assessment of Web applications, yet to the best of
our knowledge there is little or no work focussing on its improvement, or more
exactly, how to achieve a certain level of quality given resource limitations. What
work exists is not specific to Web applications, but rather to general software
development [1,2,3].
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In this article, we present a method to propose improvements to a Web ap-
plication on the basis of a quality model. Given a model, a set of possible trans-
formations and an estimate of available resources, our method will propose an
optimised sequence of transformations to apply to an application. To find the
exact sequence is generally intractable since it is not solvable in polynomial time.
We therefore propose the use of meta-heuristics to find a suitable approximation.
The method is implemented using the simulated annealing meta-heuristic and is
tested in a study that serves as a proof of concept. The study evaluates improve-
ments proposed to the navigability of 15 Web pages. The proposed method is
shown to identify the optimal solution in constant time relative to the number
of transformations considered. The method is therefore deemed to be well-suited
for this problem.

The paper is organised as follows. In the next Section, we present related work
in both Web quality assessment and quality improvement by refactoring. Section 3
presents an overviewof the proposedmethod. The quality model used for the study
is presented in Sect. 4. Section 5 details the meta-heuristic algorithm (simulated
annealing) and the transformations used. Finally, Sect. 6 presents the case study.

2 Related Work

Our work crosscuts two research domains Web quality and refactoring. We
present work related to our problem in both domains.

To evaluate WA quality, several contributions have proposed guidelines, prin-
ciples, checklists, evaluation methodologies and automatic assessment tools. We
present some of these contributions. Nielsen and Loranger [4] propose advice on
how to address Web usability issues. Boldyreff et al. [5] present a set of metrics
to assess WA quality and particularly WA evolvability. Deluze [6] discusses WA
performance with respect to existing Internet technologies. These contributions
give principles but do not explicitly show how to use them to evaluate the quality
of a WA.

Some authors proposed quality assessment methods or models such as We-
bQEM (Web Quality Evaluation Methodology) by Olsina et al. [7] or FMSQE
(Fuzzy Model for Software Quality Evaluation) by Albuquerque et al. [8] . Like
many others, these contributions define quality in tree-like, hierarchical models
inspired by the ISO 9126 software product standard. The evaluation of a high-
level notion of quality is done by aggregating the evaluations of more concrete
(and more measurable) sub-factors.

Directly related to this work,Malek et al. [9] proposed a method for building WA
quality models using Bayesian networks. Following this method, they produced a
model to measure the navigability of Web pages, presented in [15]. In an controlled
experiment, they showed that the model could accurately measure the notion of
navigability as perceived as by a user. We therefore reused this model to go beyond
simple quality assessment and suggest actual improvements to pages. The model
is briefly described in Sect. 4. The approach of Malek et al. was also used by Caro
et al. [10] for the particular case of Web portal data quality.
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Some work has been done to bridge the gap between quality assessment and
improvement, mostly in the field of object-oriented (OO) software development.
In particular, the focus was put on the impact of refactoring on OO metrics
(as in Sahraoui et al. [1] and Dubois et al. [11]). The effect on quality is how-
ever implicit (e.g. lower coupling is good) and does not take into consideration
a precise and complete evaluation according to a quality model. The determi-
nation of refactoring sequences using heuristic-search methods was studied for
OO programs (e.g. Seng et al. [3], and Harman and Tratt [12]). In general, the
objective is to determine the transformation sequences that best improve some
design metrics. This work is however done without knowing whether or not this
metric selected is indeed a measure of quality.

Finally, for Web refactoring, Olsina et al. [2] propose refactoring patterns that
can be applied to design models with the perspective of improving quality. Ping
and Kontogiannis [13] propose a refactoring approach that addresses specifically
WA architecture, i.e., dependencies between Web pages. For both contributions,
the link between refactoring and quality is implicit, and yet again, the notion of
quality is based on best practices instead of on a well-defined notion of quality
as provided by a quality model.

3 Recommending Improvements

Any recommendation should be the result of a cost-benefit analysis which com-
pares the cost of implementing a change with the benefit measured in terms of
quality improvement. Although managers should be accustomed to estimating
the cost of a change, it is less obvious to estimate its effect on a quality. In fact,
most modifications (e.g. refactoring) have a theoretical impact on one or several
quality criteria, but it is difficult to decide which of a set of possible modifica-
tions is the most appropriate given a specific context. Furthermore, this decision
process is even more complicated when these modifications are combined. In this
Section, we present how our approach solves these problems.

3.1 Global Overview

At the heart of the proposed approach is the concept of transformations. A
transformation is a simple modification to a WA that corresponds to a well-
defined developer activity. This activity has a cost and affects the state of a Web
page. The objective is to select, out of a domain of possible transformations, the
best sequence to apply to a given Web page. In the proposed approach, the cost
is determined using an experts estimation of work while the impact of a given
solution is left to a quality model.

The proposed approach is illustrated in Fig. 1. It includes two processes used
for recommendation: first, the evaluation of quality and second, the suggestion
of transformation. The evaluation process judges a page in a given state: the
current state, or the state after a sequence of transformations. This process is
used by the suggestion process to find an optimal solution.
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Fig. 1. The global process for the improvement of Web application quality

3.2 Quality Evaluation Process

To evaluate the quality of a page, we rely on a quality model (QM). There
are many advantages to relying on a QM. First, it automates the judgment
of an expert and can decide objectively even in the presence of contradictory
information (ex: clutter vs functionality). Second, as presented in Sect. 2, there
are many existing models documented present in the literature. It is thus possible
to reuse previous work.

If we take the example of a transformation that adds a search engine to a
Web site. The model would not only consider a search functionality has been
added, but would likely also consider the effect of the new links/forms necessary
to access the the search page. The effect of applying this transformation on
the quality of a Web page is not obvious. If we consider a QM that models
navigability, adding a search engine might improve navigability in a Web site,
but can also add clutter to an interface, decreasing the navigability of a page. In
these cases, QMs automates the decision of whether or not the quality has been
globally improved.

A model uses metrics as inputs describing the state of a Web page and outputs
a score. If we consider a vector of metric values m = (m1, m2, ...) used as inputs
to a model, the quality model is basically a function q(m).

3.3 Suggestion Process

This process is responsible for suggesting the best sequence of transformations
(called solution) that can be applied to a Web page. The fitness of a solution
is judged by its effect on its quality as measured by the quality model. Since
the model uses metrics as inputs, transformations are defined according to their
effects on these metric. Finally, there is a cost constraint limiting the transfor-
mations that can be considered.

Measuring Quality Improvement. Let TS be a transformations sequence
TS = (t1, t2, ..., tn) i.e., an ordered sequence composed of elements taken from
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a set of available transformations (Tcandidates). The impact of such a transfor-
mation sequence can be expressed as a function that modifies the vector of
metric values m by cumulating the effect of the transformations t1, t2, ..., tn in
that order.

This function, apply transform (1), computes new inputs metrics given a
transformation sequence TS. Each individual transformation ti in TS, is associ-
ated to a metric transformation function tr meti corresponding to the effect of
applying that transformation on the Web page. The output of apply transform
is the successive application of the functions of the transformations it contains.
The modified metrics (m′) are then used by the QM to evaluate the global score
of the modified page (q(m′)).

m′ = apply transform(TS, m) = tr metn(tr metn−1(· · · tr met1(m)) (1)

Selecting Solutions. The suggestion process should identify the best solution
(TSbest) which maximises the quality improvement (Equation 2) given a cost
constraint (W ).

∀(TSi) : q(apply transform(TSbest, m0)) > q(apply transform(TSi, m0))
(2)

Each transformation ti of TS has a cost associated to it, cost(ti) that should
reflect the cost of implementing the transformations. The global cost of a trans-
formation sequence is the sum of the costs of the different transformations com-
posing the sequence and should be inferior to a cost constraint W .

Cost(TS) =
n∑
1

cost(ti) < W (3)

Searching for the Best Solution. To find an optimal solution, the suggestion
process needs to consider every possible solution. Without the cost constraint,
the search space is nearly infine because some transformations can be repeated.
Even with the cost constraint, the search space cannot be explored in polyno-
mial time. If we were to simplify the problem and consider that every possible
transformation can be applied or not (binary decision), with no ordering, the
number of solutions to consider is ∈ O(2n). Furthermore, since there is no direct
relationship between a transformation and its effect on quality, we cannot limit
the search space. There are however meta-heuristics that can find nearly optimal
solutions by guiding the exploration of the large search space in a reasonnable
amount of time [14].

4 Assessing Web Quality

In this Section, we present the kind of quality model used by the suggestion
process to evaluate proposed transformation sequences. This general description
is accompanied by the description of a model focussing on the evaluation of a
major attribute, the navigability of Web pages.
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4.1 Quality Model

Quality models are built to systematize a qualitative judgment by a stakeholder
of a phenomenon. For these QM to be useful, they should be as automated as
possible. Generally, they use metrics to quantitatively describe an observable
state as perceived by an expert and output a judgment as either a predicted
category (e.g. good vs. bad) or a predicted value (e.g. score).

For use in the proposed approach, a QM must return a global score which can
be used to compare different solutions. Furthermore, its judgment process must
be fully automated, requiring no information beyond the initial description of a
Web page.

4.2 Navigability Model

To illustrate our recommendation approach, we use the QM presented in [15]; it
evaluates the navigability of Web pages. The QM is built using Bayesian Belief
Networks (BBNs). BBNs organise an evaluation process as a graph. The graph
contains links which indicate causal or descriptive relationships and nodes which
indicate metrics or decisions. The metrics are the inputs to the model and are rep-
resented using probability distributions. Nodes with incoming links are decisions
(intermediate or final) and are represented using conditional probability tables.

Figure 2 presents the evaluation procedure for navigability. The model has 13
inputs which are described in Table 1. The decision of whether or not a page is
navigable (navigability node) directly depends on three sub-characteristics: the
ability of a user to locate a desired page, his ability to find information on the
desired page (bind) and the download speed. Both the locate and bind nodes
are intermediate decision nodes which depends on other sub-characteristics.

The operational details of the QM including the precise process to convert
metrics into probability distributions is described in [15]. In a nutshell, binary

Fig. 2. The navigability model
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metrics are converted into probabilities of 0 or 1 if the metric is respectively false
or true. Numeric metrics are converted into discrete probabilities distributions
(e.g. for P (low), P (medium) or P (high)) in two steps. First, fuzzy clustering is
used to identify significant thresholds for the metrics values (a threshold for every
possible discrete value). Second, when evaluating a Web page, the probability
distribution for input nodes is interpolated using the distance of the metrics
extracted with the neighbouring thresholds.

The output node (Navigability) corresponds to the probability that a user
would consider the navigability satisfactory. The more likely users are satisfied,
the better the quality of the page.

Table 1. Inputs to the navigability model

Metric Node Type

Download speed DownloadSpeed measure (count s.)
Ratio of links with titles (LTitle) LinkTitle measure ([0,1])
Ratio of links with text (LTxt) LinkText measure ([0,1])
Presence of a search engine (SE) SearchMechanism binary
Presence of a site map (SM) SiteMap binary
Presence of a menu (Nav) NavigationElements binary
Indication of location in Web site (CPL) CurrentPositionLabel binary
Visited links change color (VLC) VisitedLinkColor binary
Breadcrumbs (BRC) PathMechanism binary
Number of links in page (NoL) LinkNumber measure (count)
Link to home (Home) LinkToHome binary
Support for Back Button (BB) BackButton binary

5 Suggesting Improvements

In this Section, we present the suggestion process; this process is illustrated
using the example of recommending improvements to navigability. To begin,
transformations are defined with respect to their effect on the inputs of the nav-
igability QM presented earlier. Then, we present how to select the best sequence
of transformations to improve the quality of a Web page. Considering every pos-
sible solution when there are many possible transformations is intractable. We
therefore rely on a meta-heuristic algorithm: simulated annealing.

5.1 Transformations for Navigability

To improve quality, it is necessary to first identify the set of candidate transfor-
mations (Tcandidates) and define their effects on the inputs of the QM. Let TNAV

be the set of candidate transformations available to improve navigability. These
transformations can be general changes used to improve quality like refactorings
or quality-specific changes (e.g. adding a search engine). In Table 2, we define a
set of transformations applicable to improving navigability of a Web page. They
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Table 2. Selected transformations (TNAV ) and their effects on metrics(Table 1))

Transformation Metric variation

Add/Remove site map NoL +/- 1, SM := true/false
Add/Remove search engine NoL +/- 1, SE := true/false
Add/Remove URL* NoL +/- 1
Add/Remove link to Home NoL +/- 1, Home := true/false
Add/Remove menu NoL +/- a, Nav := true/false
Add/Remove current position label NoL +/- b, CPL := true/false
Add/Remove breadcrumbs NoL +/- c*, BRC := true/false
Enable/Disable back button support BB := true/false
Add/Remove visited colour link VLC := true
Divide/Merge page* NoL := NoL ÷/× 2 +/- d*
Correct link text LTxt := 100%
Correct/Remove link titles LTitle := 100%/0%

are defined according to their effect on the 12 metrics of the navigability QM.
Those which can be repeated multiple times are identified by an asterisk.

Some transformations like adding/removing breadcrumbs affect a variable
number of links (variables a, b, c and d) which depends on the Web applica-
tions themselves. The exact number of links need to be evaluated empirically.

5.2 Simulated Annealing

A naive approach to suggestion would consider every possible transformation
sequence given a cost constraint. Although the small size of TNAV allows for an
exploration of every possible solution in reasonnable time, it would not scale if
we were to consider a larger set of transformations.

Simulated annealing(SA) is a meta-heuristic algorithm inspired by the met-
allurgic process of annealing. It guides an exploration of a large search space to
find a mear optimal solution. It follows the steps described in Algorithm 1. It
reflects a cooling process where a temperature Trs0 decreases geometrically by a
factor α at every iteration. Every iteration, a solution is compared to Nrs neigh-
bouring solutions. When a neighbouring solution is better, as judged by a fitness
function, it is retained for the next iteration. If the neighbour is not better, it
can still be retained if, but only with a probability that depends on the current
temperature. This element of randomness exists to avoid stagnating at a locally
optimal solution. As the algorithm temperature drops, there however are fewer
weaker solutions accepted as e−Δ/Trs decreases. Finally, the algorithm ends when
until a specified number of iterations has passed. As with all meta-heuristics, SA
is a general algorithm which is adapted to specific problems. Three elements are
required to adapt SA: the problem’s search space, the neighbourhood function
and the fitness function.
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Solution Space and Representation. TNAV defines the transformations
available for any given page evaluated by the navigability QM. When evalu-
ating a page, not all transformations are however applicable. Excluding these
transformations limits the size of the search space and improves performance.
For example, it is useless to consider correcting link titles for a page where the
links are all correct. We therefore limit the domain of valid transformations for
a specific Web page TPage ⊂ TNAV and solutions are vectors of transformations
s = (t1, t2, ..., tn) where ti ∈ TPage.

Neighbourhood Function. The initial state is an empty sequence of transfor-
mations and the neighbourhood function(NF) is responsible to iteratively mod-
ify it until a satisfactory final solution is found. For every iteration of the SA
algorithm, the neighbourhood function chooses randomly to either add a new
transformation to the solution or remove a transformation already contained in
s. Possible additions are however limited to those that will preserve the coherence
of the overall solution. The set of acceptable transformations is Tneigh ⊂ Tpage

where ti ∈ Tneigh∧coherent(s, ti) for a solution s. The coherence function serves
not only to ensure that a solution returned makes sense to a user, but also to
reduce the search space.

Two possible situations can lead to incoherent sequences: redundant trans-
formations and opposite transformations. Some transformations affect discrete
values of metrics of a quality model (e.g. adding a search engine). It would be
redundant for these types of transformation to be reapplied twice. Some groups
of transformations have opposite effects (e.g. merging and splitting a page). A
candidate transformation is deemed incoherent with an existing solution if the
solution already contains an opposite transformation. The only way it can be
inserted is if all the opposite transformations are deleted first.

Fitness Function. For any given solution, a QM acts as a fitness function to
evaluates how “good” is a solution. Since the SA algorithm requires a single value
for the fitness evaluation of a solution, the fitness function needs to combine the
notions of cost and quality improvement. Our fitness function (4) penalises a
solution if it does not respect the cost constraint. A higher QM score solution
which does not respect the cost constraint (W ) will always yield a lower fitness
value than any solution that respects it.

fitness(s) =
{

0.5 + Nav Impr ∗ 0.5 if cost(s) ≤ W
Nav Impr ∗ 0.5 if cost(s) > W (4)

where Nav Impr corresponds to the quality improvement: the relative variation
between the current QM score and the initial score.

6 Case Study

In this Section, we present a study to evaluate the feasibility of applying the
proposed approach in an industrial context.
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SIMULATED ANNEALING(Trs0 ,Nrs, . . .) ;
Choose s0 /* Chose initial solution */ ;
Trs := Trs0 /* Initialise temperature */ ;
STOP := false ;
BestSol := s := s0 /* Initialise Best Solution */ ;
while !STOP do

for i := 1 to Nrs do
Generate s′ ∈ N(s) /* Generate neighbour */ ;
Δfitness := fitness(s′) − fitness(s) /* Fitness function */ ;
if ΔC ≥ 0 then

s := s′ /* accept the solution */ ;
else

Generate random number r ∈ [0, 1] ;
if r ≤ e−ΔC/Trs then

s := s′ /* Accept with small probability */ ;
end

end
if C(s′) ≤ C(BestSol) then

BestSol := s′ ;
end

end
Trs := α.Trs /* Lower the temperature */ ;
if StopCriteria then

STOP := True ;
end

end
return BestSol ;

Algorithm 1. Simulated Annealing

6.1 Objectives

The goal of the study is to verify the usefulness of the proposed recommendation
approach from the perspective of manager facing quality problems. The approach
is evaluated according to two objectives:

– Verify if the meta-heuristic finds the optimal solution;
– Measure if the execution uses a reasonable amount of time and resources.

This is particularly important since the evaluation of a Web application
would depend on the evaluation of every Web page.

We used the QM and the transformation set respectively presented in Sects. 4
and 5. For the first objective, we compared the quality improvement of the
solution returned by an exhaustive search to that of the best solution of the SA
algorithm. For the second objective, we compared their execution times. It was
possible to compare our approach to an exhaustive search types because of the
small number of possible transformations (TNAV ) considered in this case.
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Table 3. Transformation domain and initial quality of studied pages

# Page 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

|TPage| 21 17 17 15 13 13 15 15 9 11 13 11 9 11 9
qNAV 13% 19% 24% 25% 68% 69% 73% 73% 76% 77% 83% 84% 84% 84% 85%

6.2 Study Setup

The comparison is performed on a set of 15 randomly selected Web pages. These
pages are of different quality (qNAV ) and have different search spaces (|TPage|)
as shown in Table 3. As expected, the pages with fewer possible transformations
generally have better navigability scores.

In order to collect metrics on the Web pages, we developed a Web application.
Most metrics could be extracted automatically by using htmlunit1, a Java library
generally used to test Web sites. The metrics which required human intervention
were entered using a Web interface. This interface also allows a user to filter out
transformations that should not be considered and define TPage.

The SA algorithm was initialised with the following parameters: Trs = 10,
Nrs = 30 and α = 0.8. The Trs value can be considered a typical value con-
sidering the size of the search space. At every iteration. the algorithm selects 30
random neighbours. The α value chosen is relatively low, as normal values are
closer to 0.9. This parameter limits the number of iterations used.

Table 4. Transformation costs

Transformation Cost

Add/Remove site map 3
Add/Remove search engine 6
Add/Remove URL 2
Add/Remove link to Home 1
Add/Remove menu 6
Add/Remove current position label 5
Add/Remove breadcrumbs 6
Enable/Disable back button support 1
Add/Remove visited colour link 2
Divide/Merge page 8
Correct link texts 5
Correct/Remove all the link titles 6/4

Setting Costs. To compare the quality solutions found (first objective), Web
pages are evaluated according to four different cost constraints (W ): < 0.25WMAX ,
< 0.5WMAX , < 0.75WMAX and < WMAX , where WMAX is the maximum cost of

1 http://htmlunit.sourceforge.net

http://htmlunit.sourceforge.net
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Fig. 3. Quality for different cost constaints

a solution. This cost is computed by adding the cost of all transformations∈ TPage.
The costs of the different transformations, are set according to our expected level
of difficulty. The costs are presented in Table 4. Whether these costs are realistic
or not, should not affect the validity of the results since they affect both compared
search types (SA and exhaustive) equivalently.

6.3 Results

For every Web page considered and for every cost constraint, the SA algorithm
found the best solution. This verifies the first objective of the study. Fig. 3
summarises the quality improvement for each cost step. In this plot, pages are
grouped together according to their initial quality scores to minimise visual
clutter. There are pages with bad navigability (qNAV ≤ 25%, pages 1-4), normal
navigability (pages 5-10), and good navigability (> 80%, pages 11-15).

After the first cost constraint (25% of total cost), quality is improved for all
pages, most significantly for bad and normal pages (increase of 70% and 10%
respectively) The reason for this is simple, the most cost-effective transforma-
tions are identified and executed first. The worst pages tend to improve much
more than good pages at this step because they are more ways they can be
transformed positively than good pages. Another explanation is that their sets
TPage tend to be larger and thus WMAX (and consequently 0.25WMAX) is much

Fig. 4. Execution time vs. number of transformations considered
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larger than that of better pages. From the second constraint on (50% of total
cost), the quality of all pages becomes less and less discriminable as it gradually
converges to the best possible quality level (92%), attained when (W = WMAX).

Figure 4 shows the difference in execution time. The number of considered
candidate transformations is on the X axis, while the execution time is on the Y
axis. The Figure shows that SA requires constant ( 1.5 s.) time to find the best
solution while the exhaustive search quickly become inefficient (over 20 seconds
to consider 21 transformations). We conclude that SA is capable to find good
solutions in a reasonable amount of time.

7 Conclusion

We proposed an approach to recommend improvements to Web applications.
This is based on the idea of leveraging existing work on quality assessment and
refactoring. Given a quality model and a set of possible transformations defined
with respect to the QM, the approach searches for the best transformations to
implement considering cost constraints.

The approach consists of two processes: a suggestion process which uses a
meta-heuristic algorithm to propose transformation sequences and a solution
evaluation process which uses a QM as a black-box to evaluate these sequences.
The approach is general since the exact choice of QM depends on the quality
characteristic that needs to be improved. Furthermore, both general and quality-
specific transformations can be considered.

We illustrated the approach using a QM evaluating the navigability of Web
pages. We also presented a set of transformations defined according to their
effects on this QM. In a feasibility study, we showed that the proposed approach
managed to find the optimal sequence of improvements to 15 different Web pages
while being scalable.

It is possible to apply this technique to every page contained in a Web ap-
plication, but some transformations affect more than one page (e.g. adding a
search engine). In future work, we plan on investigating how to propose the best
improvements for a whole application instead of treating pages individually.
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Abstract. In this paper, we present a Web recommender system for 
recommending, predicting and personalizing music playlists based on a user 
model. We have developed a hybrid similarity matching method that combines 
collaborative filtering with ontology-based semantic distance measurements. 
We dynamically generate a personalized music playlist, from a selection of 
recommended playlists, which comprises the most relevant tracks to the user. 
Our Web recommender system features three functionalities: (1) predict the 
likability of a user towards a specific music playlist, (2) recommend a set of 
music playlists, and (3) compose a new personalized music playlist. Our 
experimental results will show the efficacy of our hybrid similarity matching 
approach and the information personalization method.  

Keywords: Web personalization, Web recommender systems, music 
recommendation, semantic similarity matching. 

1   Introduction 

Access to and consumption of relevant information is paramount to Web users, 
especially given the sheer volume of information now available over the Web. A key 
approach to overcome cognitive overload faced by users is the development of user-
centric systems—termed as Web recommender systems, adaptive or personalized 
information retrieval systems—that retrieve/recommend Web-based information 
artifacts such as documents and Websites based on the user’s preferences and goals. 
The idea is that a one size fits all model for Web information retrieval is non-optimal, 
rather the individualistic nature of each user should be taken into account to provide 
the user with a personalized Web experience [12,13].  This brings to relief the need to 
pursue intelligent information personalization by working with the ‘semantics’ of the 
information through the use of Semantic Web technologies [15].  

In this paper, we present a Web recommender system for recommending, 
predicting and personalizing music playlists based on a user model. We have 
developed an item and user matching approach that combines the Web 2.0 notion of 
peer wisdom and Web 3.0 concept of semantic relationships between items/users. Our 
similarity matching approach is a hybrid of collaborative filtering (CF) and semantic 
distance measurement methods. Our music recommender system offers the 
functionality to dynamically compose a personalized music playlist by selecting the 
most relevant individual tracks from a list of recommended playlists, and then 
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aggregating them to generate a personalized playlist. Our Web recommender system 
features three functionalities: (1) predict the likability of a user towards a specific 
music playlist, (2) recommend a set of music playlists that are potentially of interest 
to a user, and (3) compose a new personalized music playlist. Our experimental 
results will show that (1) the use of semantic descriptions of information items 
combined with the multi-attribute CF improves the accuracy of predictions and the 
quality of recommendations; and (2) the application of our compositional adaptation 
method allows fine-tuning of existing information items to make them more 
personalized vis-à-vis the user model. Fig. 1 shows the schematic of our Web-based 
music recommender system. 
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Fig. 1. A schematic of our Web-based recommender system 

2   Web Recommender Systems for Information Personalization 

Web recommender systems can be categorized into the following three categories (a) 
Standard Content/Collaboration Based Systems; (b) Hybrid Systems; (c) Semantics 
Based Systems. Recommender Systems employing the content-based filtering 
approach recommend information artifacts based on their relevance to existing user 
profiles and on the descriptions of the artifacts [1,2]. The limitation of the content-
based approach is that recommendation is limited to the description within the user 
profile, thus other interesting and/or related information artifacts that do not match the 
user profile are not recommended. Recommender Systems using collaborative-
filtering (CF) approach take a community-based approach by computing the 
similarities between the profiles of multiple users and then recommend information 
artifacts that are preferred by the community closest to a given user [3,10]. CF based 
recommender systems on the one hand may recommend surprising information 
artifacts, whereas on the other hand, they may miss out on information artifacts that 
are uniquely of interest to a specific user but not necessarily to his/her community. To 
address the limitations of content and CF based recommender systems, the next 
generation of recommender systems employed a hybrid of both content and 
collaborative approaches [4,8,9]. To improve the information search and the matching 
of information items and users, the recent trend is to exploit the semantic information 
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associated with user and item descriptions. Typically, ontologies are created to 
represent the user model and the information item by incorporating salient concepts 
and their relationships. A semantic matching algorithm can look beyond simple 
keyword search by traversing an RDF graph to find both specializations and 
generalizations of a given concept. Examples of such systems are [5,14]. 

From the literature review it is clear that there is an abundance of Web 
recommender systems that are apt at recommending information artifacts based on 
user and/or community model. However, these systems are not able to further adapt 
the available information artifacts to compose a personalized information artifact—
the recommended artifact may have some elements that are of no use to the user. Our 
work is an extension of the abovementioned systems as we pursue to dynamically 
compose a personalized music playlist by selecting music objects from multiple Web 
sources and then aggregating them in a meaningful manner to yield a composite 
information artifact that is more pertinent to the user’s interest. 

3   Our Hybrid Item-Based Similarity Matching Method 

For the purposes of predication, recommendation and personalization of playlists, the 
first step is to establish similarities between existing items/users. We have extended 
existing methods to develop a hybrid item-based similarity matching method. 

Item-Based Collaborative Filtering Multi-Attribute Similarity: We have 
extended traditional single-attribute CF approach [6] by developing a multi-attribute 
rating scheme that allows users to rate a music playlist along five attributes (lyrics, 
rhythm, tunes, performance, and overall likability). The algorithm is described below: 

Step 1- Specify user preferences. The user assigns the weight values (WA) to each 
attribute along which similarities between information items are to be computed.  
Step 2- Compute the similarity between items with respect to every attribute. For 
every attribute A, the similarity between information items I and J as given by [6]: 

 (1) 

Where  denotes the rating of user U on item I with respect to attribute A; 
 is the average rating of user U as per attribute A. 

Step 3- Compute the CF multi-attribute similarity between items 

   (2) 

Item-Based Semantic Similarity: In this method, we calculate the similarities 
between two items based on their semantic descriptions given in an ontology. The 
similarity between items I and J is based on the ratio of the common/shared RDF 
descriptions between I and J (count_common_desc(I,J)) to their total descriptions 
(count_total_desc(I,J)) as proposed by [7] and is given by:  

  (3) 
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We argue that our semantic similarity approach helps to bootstrap Web recommender 
systems in case not enough ratings are available on a particular item (cold-start 
problem), and also provides explanations about why a particular information artifact 
has been recommended or not.  

Hybrid Item-Based Semantic-CF Similarity: Using (Eq.2 and Eq.3) we calculate 
the hybrid Semantic-CF similarity using a linear weighted approach as: 

   (4) 

Where WM and WS are the weights assigned to CF multi-attribute and semantic 
similarities respectively. 

4   Prediction, Recommendation and Personalization of Playlists 

Prediction. Given a user U, an instance in the user ontology containing the ratings on 
music playlists, and a playlist P (not yet rated by U), our recommender system 
predicts the rating of U on P using the method provided in [6], where the similarity 
between items is replaced by our hybrid similarity (Eq.4). 

Recommendation. The recommendation of a list of music playlists to a user is based 
on his/her past ratings and the playlists’ ratings of other peers. The algorithm for 
recommending a list of playlist most similar to the user is the standard CF algorithm 
by [6] with the extension of using our hybrid Semantic-CF similarity (Eq.4).  

Personalization. Typically, Web recommender systems recommend the complete 
information artifact even if it comprises multiple components—for instance a book 
comprises chapters, and a music playlist comprises individual songs. We have 
developed a component-level recommendation approach that allows the dynamic 
selection of components from artifacts, as per their relevance to the user model, and 
aggregating them to compose a personalized information artifact. It may be noted 
that, our approach is only applicable when the multiple independent components do 
not have any inter-relationships between them and are simply part of a larger artifact 
[12].  

Given SN as the set of the N playlists recommended to the user, we recommend a 
personalized playlist as follows: 

Step 1- Compute the similarity of the individual tracks within SN with the user model. 
Let Sim(Pi,U) (i=1 to N) be the similarity of playlist Pi to user U (i.e. similarity of 
playlist Pi to the set of playlists preferred by U as derived in [6]). Let Sim1(T,U) be the 
similarity of track T to U. Because the same track may belong to multiple playlists, 
therefore we define the similarity of a track to the user model over all the playlists in 
SN that have the track T as follows: 

For every Track ,  
For every Playlist ,  

If    then      (5) 
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Step 2: Compute the genre-based similarity between individual tracks and the user 
model. Each playlist and track has a list of music genres assigned to it (i.e. Rock). 
Each user is also assigned a list of genres that represent the genres of the playlists he 
has listened to. We represent users and tracks as vectors in the g-dimensional genre 
space and use the cosine between these vectors as a measure of their similarity. Let 

  and    be the vectors of g dimensions for user U and track T respectively, where 
g corresponds to the number of genres available. Then the cosine similarity 
cos_sim(T,U) between U and T is: 

  (6) 

Where ng is the number of playlists of genre g that user U has listened to; mg is the 
number of times the track T has been assigned genre g. We apply the sigmoid 
function to the cosine similarity to scale it within the range [-1,1]. Genre similarity 
between a user U and a track T is given as:  

         (7) 

We compute the overall similarity of each track with the user model as follows:  

  (8) 

Step 3: Select tracks that are most similar to the user model by sorting them based on 
their similarity values and selecting the top M tracks (M=15). 

5   Experimental Results and Evaluation 

In this Section, we evaluate the performance of our Web based music 
recommendation system in terms of (1) the impact of semantic similarity towards 
improving the accuracy and quality of predictions and recommendations, (2) the 
appropriateness of the personalized playlist towards the user model.  

The music data is taken from the Website Lastfm (http://www.last.fm) that is a 
radio station which uses CF to recommend a radio stream to its listeners. The data set 
contains 215 users having 46850 album ratings distributed across five attributes of an 
album. In total we have 4426 albums, where each album contains a number of tracks. 
For testing purposes, we divide the user ratings dataset into training (80%) and testing 
sets (20%). We perform a 5-fold cross validation and results are averaged over the 5 
cycles of execution. We conducted a set of experiments using four different scenarios. 
Scenario 1 uses the CF method only, Scenario 2 uses the semantic similarity method 
only, Scenario 3 uses a hybrid of CF and semantic similarities methods with equal 
contribution (both have a weight of 0.5), and Scenario 4 uses a hybrid of CF and 
semantic similarities with different weights (WS=0.7; WM=0.3).  

Evaluating Prediction. We evaluate prediction based on the rating along the 
overall likability attribute only; the same evaluation can be applied to the other 
attributes. This experiment takes as input test users and their items for which a 
predicted rating value is desired, and the respective weights assigned to the rating  
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Fig. 2. MAE values for predictions with varying neighborhood sizes 

attributes of these users. We use the Mean Absolute Error (MAE) [6] to measure the 
accuracy of our predictions. We initially set all test users’ weights to Wlyrics = 0.2; 
Wperformance = 0.3; Wtunes = 0.4; Wrhythm = 0.1; Woverall likability = 0.9 for all four scenarios. 
Fig. 2 shows the values of MAE obtained with various neighborhood sizes. It may be 
noted that K=30 is the optimal neighborhood size for all scenarios.  

Table 1 shows the MAE values for the four scenarios with neighborhood size 
K=30. It may be noted that Scenario 4 produces the least MAE. 

Table 1. Prediction MAE values for the four scenarios (K=30) 

 Scenario 1 Scenario 2 Scenario 3 Scenario 4 
MAE 0.60192 0.58563 0.58257 0.57878 

 
 
Next, we aim to understand the contribution of the semantic similarity method to 

the overall hybrid similarity matching approach. We modulate the contribution of the 
semantic similarity method towards the calculation of the overall similarity with 
K=30 (Fig. 3). We note that when WS=0 (Scenario 1), MAE = 0.60192; when WS =1 
(Scenario 2), MAE = 0.58563. Fig. 3 shows that MAE reaches its minimum when the 
contributions are WM=0.3 and WS=0.7, thus highlighting the significant impact of our 
semantic similarity approach to the overall similarity value.  

Evaluating Recommendation. We evaluate the recommendation accuracy of our 
music recommender system using the HITS’ number as in [11]. We set N = 15 top 
recommendations, M = 15 tracks/playlist. We set K=30, WS = 0.7, WM = 0.3. 

From Table 2 it may be noted that there is a clear advantage (i.e. number of HITS) 
when we combine the semantic and CF similarities thus vindicating the efficacy of 
our hybrid similarity matching approach. 

 

 

Fig. 3. Impact of the semantic similarity approach on the overall prediction 
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Table 2. HITS’ number for CF and Semantic-CF recommendations for all test sets 

Test Set 1 2 3 4 5 
Semantic-CF Recommendation 13 10 20 17 12 

CF Recommendation 
Hits 

2 7 4 6 2 
 
 

Evaluating Personalized Playlists. We measure the quality of our personalized 
playlists in terms of (1) the similarity between the personalized playlist and the user 
model with respect to an Appropriateness Factor (AF); and (2) the Matching Genre 
Ratio (MGR) of the personalized playlist to the preferred genre(s) of the user model. 
For each track in the personalized playlist, we compute the MGR as: 

       (9) 

Where MGcount(U,T) is the number of matching genres between user U and track T 
of the personalized playlist P; Gcount(T) is the number of genres for track T. We test 
our personalization approach by taking 20% of test users from every test dataset. 

For all test users in each test dataset, we generated personalized playlists based on 
the N playlists that were earlier recommended to them. We compared the AF of the 
personalized playlist with the corresponding user model. Table 3 shows the percent 
increase in AF for all test users for every test dataset. On average, the increase in the 
AF over all 5 test datasets is 71.55%.  

Our results show that by averaging the MGR over all test users in the test datasets, 
74.43% of the genres associated with the personalized tracks match the user models 
(see Table 3). Therefore, we conclude that the personalized playlist is closer to the 
user’s interests as compared to the original N recommended playlists. 

Table 3. Impact of the personalization on the recommendations in terms of AF and MGR  

 Test Set 1 Test Set 2 Test Set 3 Test Set 4 Test Set 5 

AF % Increase 88.55 % 57.31% 81.38 % 66.59 % 63.93 % 

Average 71.55 % 

MGR 68.69 % 78.34 % 72.63 % 75.32 % 77.18 % 

Average 74.43 % 

6   Discussion and Concluding Remarks 

Our work has demonstrated the potential of using semantic relationships to match 
items and individuals improves the search results, as opposed to the use of traditional 
collaborative filtering methods. Our information personalization approach generates 
improved web experiences for users in terms of providing them personalized 
information as opposed to the entire artifact.   

As part of our future work, we plan to further extend our semantic similarity 
matching technique beyond using just the semantic attributes to compare items and 
we plan to develop a new semantic similarity measure that takes into account explicit 
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relationships between information items that can be reasoned over to infer 
information items that are better correlated with the user model. 

References 

1. Billsus, D., Pazzani, M., Chen, J.: A Learning Agent for Wireless News Access. In: Proc. 
of the Intl. Conf. on Intelligent User Interfaces, pp. 33–36 (2002) 

2. Cano, P., Koppenberger, M., Wack, N.: An industrial-Strength content-based Music 
Recommendation System. In: Proc. 28th Intl. ACM SIGIR Conf. on Research and 
Development in Information Retrieval, Salvador, Brazil (2005) 

3. Shani, G., Chickering, M., Meek, C.: Mining Recommendations from the Web. In: 
Proceedings of the 2nd Intl. Recommender Systems Conference, RecSys (2008) 

4. Debnath, S., Ganguly, N., Mitra, P.: Feature weighting in content based recommendation 
system using social network analysis. In: Proc. 17th Intl. Conf. on World Wide Web, 
Beijing, China, pp. 1041–1042 (2008) 

5. Katakis, I., Tsoumakas, G., Banos, E., Bassiliades, N., Vlahavas, J.: An adaptive 
personalized news dissemination system. Journal of Intelligent Information Systems 32, 
191–212 (2009) 

6. Sarwar, B., Karypis, G., Konstan, J., Riedl, J.: Item-Based Collaborative Filtering 
Recommendation Algorithms. In: Proc. of the 10th Intl. WWW Conference (2001) 

7. Hau, J., Lee, W., Darlington, J.: A Semantic Similarity Measure for Semantic Web 
Services. In: Web Service Semantics: Towards Dynamic Business Integration (2005) 

8. Resnick, P., et al.: GroupLens: An Open Architecture for Collaborative Filtering of 
Netnews. In: Proc. of ACM Conf. on Computer Supported Cooperative Work, pp. 175–
186. Chapel Hill, NC (1994) 

9. Celma, O., Ramrez, M.H.P.: Foafing the music: A Music Recommendation System Based 
on RSS Feeds and User Preferences. In: Proc. 6th Intl. Conf. on Music Information 
Retrieval (2005) 

10. Cotter, P., Smyth, B.: PTV: Intelligent Personalized TV Guides. In: Proc. 12th Conf. 
Innovative Applications of Artificial Intelligence, pp. 957–964. MIT Press, Cambridge 
(2000) 

11. Sarwar, B., Karypis, G., Konstan, J., Riedl, J.: Analysis of Recommendation Algorithms 
for e-commerce. In: 2nd ACM conf. on Electronic Commerce, pp. 158–167 (2000) 

12. Abidi, S.S.R.: Designing Adaptive Hypermedia for Internet Portals: A Personalization 
Strategy Featuring Case Base Reasoning With Compositional Adaptation. In: Garijo, F.J., 
Riquelme, J.-C., Toro, M. (eds.) IBERAMIA 2002. LNCS (LNAI), vol. 2527, Springer, 
Heidelberg (2002) 

13. Abidi, S.S.R.: Intelligent Information Personalization; From Issues to Strategies. In: 
Germanakos, P. (ed.) Intelligent User Interfaces: Adaptation and Personalization Systems 
and Technologies. IGI Global Press (2008) 

14. Mobasher, B., Jin, X., Zhou, W.: Semantically Enhanced Collaborative Filtering on the 
Web. In: Berendt, B., Hotho, A., Mladenič, D., van Someren, M., Spiliopoulou, M., 
Stumme, G. (eds.) EWMF 2003. LNCS (LNAI), vol. 3209, pp. 57–76. Springer, 
Heidelberg (2004) 

15. Spivack, N.: The Third-Generation Web is Coming, 
http://www.KurzweilAI.net/ 

16. Schafer, J., Frankowski, D., Herlocker, J., Sen, S.: Collaborative Filtering Recommender 
Systems. In: Brusilovsky, P., Kobsa, A., Nejdl, W. (eds.) Adaptive Web 2007. LNCS, 
vol. 4321, pp. 291–324. Springer, Heidelberg (2007) 



Verification of Composite Services with

Temporal Consistency Checking and Temporal
Satisfaction Estimation

Azlan Ismail, Jun Yan, and Jun Shen

School of Information Systems and Technology, University of Wollongong,
Wollongong, NSW, 2522, Australia
{ai423, jyan, jshen}@uow.edu.au

Abstract. This paper aims to address the issue of consistency and sat-
isfaction of composite services with the presence of temporal constraints.
These constraints may cause conflict between services and affect the esti-
mation over composition requirements. Existing verification approaches
have not adequately addressed this issue. Therefore, this paper con-
tributes to the verification method with temporal consistency checking
and temporal satisfaction estimation. A set of checking rules and estima-
tion formulae are presented according to workflow patterns and temporal
dependencies. The method will lead to three major outcomes; consistent
with satisfactory combination, consistent with unsatisfactory combina-
tion and inconsistent with unsatisfactory combination.

Keywords: composite service, temporal consistency, temporal
constraints, temporal satisfaction, verification.

1 Introduction

A business process in the Web services environment contains a set of services that
are composed using compositional language such as WS-BPEL[9]. The composed
services may invoke external parties which offer required functionality based on
certain quality criteria with some additional constraints.

This work focuses on the temporal constraints that can be attached together
with the offered values. The temporal constraints can be utilized to restrict a
period of time (e.g., execution duration, availability) or time points (e.g., start
time operation, finish time operation, setup time operation) or both. In the
Web services environment, these constraints can be extracted from Service Level
Agreement(SLAs). Recently, a specification of SLA namely WS-Agreement [2]
has been proposed and some recent works have used and extended it.

In our previous work [7], we have shown that temporal constraints may cause
violation to individual temporal constraint of services when they are analyzed
collaboratively. Thus, it is vital to check the temporal consistency and ensure
that only consistent combinations are considered for the satisfaction estimation.

To address these problems, we propose a verification method which takes sev-
eral major inputs including temporal constraints to perform consistency checking
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and temporal satisfaction estimation. This method utilises workflow patterns [15]
as the basis to explore the process model. A set of consistency checking rules are
proposed based on the temporal relation [1] [16] and temporal constraints verifica-
tion in workflow [13] [4]. The temporal estimation formulae are proposed based on
the QoS aggregation of service composition [3] [8]. The method will lead to three
distinct outcomes; consistent with satisfactory combination, consistent with un-
satisfactory combination and inconsistent with unsatisfactory combination.

The rest of the paper is organised as follows. Section 2 describes the data
required for enabling the checking and estimation procedure. Section 3 presents
the verification method with a set of checking rules and formulae as well as sum-
marising them as an algorithm. Section 4 remarks some related works. Finally,
section 5 summarises this paper and discusses some future work.

2 Capturing Related Information

The temporal consistency checking and the temporal satisfaction estimation re-
quires various data as inputs. Information related to the execution order can
be extracted from a composition model described using one of the composition
languages such as WS-BPEL. The information related to QoS, temporal and
composition requirement can be extracted from Web service level agreement
specification such as WS-Agreement. Formally, the verification model involves a
set of elements (P, F, T, U, G) where each of them is described as follows:

– P is a process represented as a graph with two elements (A, E). A is a set
of activities (s1, ..., sn) where each si refers to an individual service that
provides one or more operations. E is a set of edges that define the rela-
tions between services, E ⊆ A x A. In WS-BPEL, services can be identified
through < partnerlink >. Furthermore, their relations can be determined
by the control structure activities such as < sequence >, < flow >, etc.

– F is a function that retrieves a pattern as a subset of the process, S. For the
sake of simplicity, this paper focuses on two types of patterns;
• Sequential pattern which is comparable to < sequence > in WS-BPEL.

When the pattern type is sequential, S contains a pair of services, such
as (si ≺ sj).

• Parallel pattern which is comparable to < flow > in WS-BPEL. When
the pattern type is parallel, S contains a partial set of services, such as
(si ≺ (si+1, ..., si+m) ≺ sk).

– T is a function that retrieves temporal constraints information of a component
service si ∈ A. We focus on two types of temporal constraints as follows:
• start-after-time constraint sa; it constrains the time for a service Tsa(si)

to start executing.
• finish-before-time constraint fb; it constrains the time for a service Tfb(si)

to finish executing.
These constraints can be referred to the time period defined in WS-Agreement
specification. Recent works such as [14] has discussed and proposed some ex-
tension to WS-Agreement. For instance, an agreement can be defined by two
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dates; start date and finish date. A start date does not mean an operation must
start on the date, but rather states it can start at any time from this date. Sim-
ilar interpretation can be given to the finish date. Obviously, these two dates
can be translated into sa as the start date and fb as the finish date.

In addition to the agreement period, an agreement may also have a validity
period for specific quality attribute. This data can be extracted through
< QualifyingCondition >. For instance, a duration time of 2 hours can
only be executed within office hour, 9am to 5pm. In regards to the temporal
constraints, we may translate 9am as sa and 5pm as fb.

– U is a function that retrieves duration value of a component service si ∈ A,
given as Ud(si). A duration represents an interval value such as 10 minutes,
1 hour, etc. The value can be obtained from < ServiceLevelObjective >.

– G is a set of composition requirements. Since we are interested in time, the
requirement would be any time-related requirement. In this work, we focus
on the total time to be spent by the composed services.

3 Verification Approach

The following subsections provide the details of the temporal consistency check-
ing and temporal satisfaction estimation which lead to the outcomes.

3.1 Temporal Consistency Checking

This procedure contains a set of rules which are based on the following:

– Temporal relation - As mentioned in [11] there are thirteen types of temporal
relations formalised by [1] as interval relations and followed by [16] as point
relations. For the sake of simplicity, we focus only on before and overlap
temporal relations. Furthermore, we analyse the relation between temporal
constraints based on point relations.

– Estimation of Completion Time - The estimated completion time will be
computed and checked against fb. We utilize the works from temporal ver-
ification of workflow such as [13] [4]. However, in our work, the temporal
constraint verification is meant to support determination of consistent com-
bination between services.

With these rules, two distinct decisions can be defined, as follows:

Consistent Combination, CON -
It is determined when any of the following rule is satisfied, given as follows:

1. R1: The fb of preceding service maintains the before type relation with
the sa of succeeding service.

2. R2: The addition of estimated completion time of the preceding service
and the duration of succeeding service does not violate the fb of suc-
ceeding service.
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These rules are applied to check the consistency of sequential, splitting and
merging patterns. For the sequential pattern with a pair of services (si ≺ sj),
consistent combination, given as CONseq , is determined when it satisfies the
following:

R1(Tfb(si) < Tsa(sj)) ∨ R2(Tsa(si) + Ud(si) + Ud(sj) <= Tfb(sj)) (1)

For the splitting pattern with a set of services (si ≺ (si+1, ..., si+m)), con-
sistent combination, given as CONsplit, is determined when it satisfies the
following, ∀ j = {1, ..., m}:

R1(Tfb(si) < Tsa(sj)) ∨ R2(Tsa(si) + Ud(si) + Ud(sj) <= Tfb(sj)) (2)

For the merging pattern with a set of services ((si+1, ..., si+m) ≺ sk), con-
sistent combination, given as CONmerge, is determined when it satisfies the
following, ∀ j = {1, ..., m}:

R1(Tfb(sj) < Tsa(sk)) ∨ R2(Tsa(sj) + Ud(sj) + Ud(sk) <= Tfb(sk)) (3)

Combination of splitting and merging determine the consistency of the par-
allel pattern. Therefore, for the parallel pattern, given as CONpar , consistent
combination is determined when it satisfies this rule:

CONsplit ∧ CONmerge (4)

Inconsistent Combination, INC -
It is determined when the combination violates R1 AND R2 for any pattern.
The rules can be summarized as follows:

¬CONseq ∨ ¬CONsplit ∨ ¬CONmerge (5)

3.2 Temporal Satisfaction Estimation

This procedure will eventually lead to the overall conclusion namely; (i) consis-
tent with satisfactory combination, (ii) consistent with unsatisfactory combina-
tion and (iii) inconsistent with unsatisfactory combination. We adopt the work
from QoS aggregation of service composition [3] [8] to design the formulae. With
the given formulae, the estimated time to be spent can be accumulated based
on QoS workflow reduction techniques such as the one proposed in [3]. However,
as discussed in our previous work [7], the temporal constraints may cause some
waiting time. In this work, we define it as follows:

Definite Waiting Time, dwt -
It is determined when the fb of preceding service maintains the before type
relation with the sa of succeeding service. Therefore, for the sequential pat-
tern, the definite waiting time is computed as follows:

dwtseq = Tsa(sj) − Tfb(si) > 0 (6)
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For the splitting pattern, the definite waiting time is computed as follows:

dwtsplit = min(Tsa(si+1), ..., Tsa(si+m)) − Tfb(si) > 0 (7)

For the merging pattern, the definite waiting time is computed as follows:

dwtmerge = Tsa(sk) − max(Tfb(si+1), ..., Tfb(si+m)) > 0 (8)

For the parallel pattern, the definite waiting time is computed as follows:

dwtpar = dwtsplit + dwtmerge (9)

With this definition and formulae, the temporal satisfaction estimation for the
total time to be spent can be obtained as follows:

Estimated Time Spent, EstS -
For the sequential pattern, the estimated time spent is formulated as follows:

EstSseq = Ud(si) + Ud(sj) + dwt (10)

For the parallel pattern, the estimated time spent is formulated as follows:

EstSpar = Ud(si) + max(Ud(si+1), ..., Ud(si+m)) + Ud(sk) + dwt (11)

By applying the workflow reduction technique, the estimated time to be spent
can be accumulated. Therefore, the overall conclusion can be defined as follows:

Consistent with Satisfactory Combination, CONsatisfy -
Given a process P , consistent with satisfactory combination is determined
as follows:

for any patterns, (CONseq ∧ CONpar) ∧ (EstSseq + EstSpar ≤ G) (12)

Consistent with Unsatisfactory Combination, CONunsatisfactory -
Given a process P , consistent with unsatisfactory combination is determined
as follows:

for any patterns, (CONseq ∧ CONpar) ∧ (EstSseq + EstSpar > G) (13)

Inconsistent with Unsatisfactory Combination, INCunsatisfactory -
Given a process P , inconsistent with unsatisfactory combination is deter-
mined as follows:

for any patterns, (INCseq ∨ INCpar) ∨ (EstSseq + EstSpar > G) (14)
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3.3 The Algorithm

This section presents the algorithm for verifying composite services with tem-
poral consistency checking and temporal satisfaction estimation as depicted in
(1). The algorithm begins by extracting a pattern from P (line 1). It is followed
by an iterative verification based on sequential or parallel pattern (lines 3-9 and
10-17). For both, the verification performs the temporal consistency checking
(lines 4 and 11). If consistent, then it moves to the estimation (lines 5 and 12).
Consistent services are then combined towards atomic service (lines 5 and 12-13).
For the successful iteration, the algorithm checks whether the process can sat-
isfy the composition requirement which leads to consistent with satisfactory or
consistent with unsatisfactory (lines 22 and 24). For the unsuccessful iteration,
the outcome is inconsistent with unsatisfactory combination (line 27).

Require: (P, F, T, U, G)
Ensure: (CSC, CUC, IUC)
1: Ftype(S) ← get the first pattern in P
2: while P is not an atomic service do
3: if the pattern is Fseq(si ≺ sj) then
4: if consistency checking is CONseq then
5: Ud(si) ← EstSseq and si = si + sj and Update P with new si

6: else
7: Mark as inconsistent and break
8: end if
9: end if

10: if the pattern is Fpar(si ≺ (si+1, ..., si+m) ≺ sk) then
11: if consistency checking is CONpar then
12: Ud(si) ← EstSpar and si = si + (si+1, ..., si+m) + sk and
13: Update P with new si

14: else
15: Mark as inconsistent and break
16: end if
17: end if
18: Ftype(S) ← get the next pattern in P
19: end while
20: if P is an atomic service then
21: if satisfaction checking is CONsatisfy then
22: return CSC
23: else
24: return CUC
25: end if
26: else
27: return IUC
28: end if

Algorithm 1. Verification Algorithm
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4 Related Works

Verification of composite services is gaining attention from researchers. The tax-
onomy proposed in [5] is utilised for presenting this section. In relation to our
work, two perspectives are involved, namely the performance perspective and
temporal perspective.

From the performance perspective, the aim is typically to predict the satis-
faction of QoS values over the performance metric. In the context of web service
composition, existing work such as [3] [8] proposed measurement methods based
on workflow structures such as sequential, parallel, etc. Our work adopts this
direction by emphasizing the needs to check for temporal constraint consistency
which may give impact to the prediction. Moreover, it is worth to highlight recent
work that addressed the integration of composition specification and QoS-related
specification to support performance prediction. In [6], an extension of WSDL
was proposed to describe and integrate QoS information into BPEL processes. In
addition, [17] addressed the integration of information gathered from BPEL and
SLA and used the simulation technique to verify against performance metric.

From the temporal perspective, the aim is to ensure the given temporal
constraints are consistent when combining with the composition specification.
Within the web service composition, [10] addressed verification of BPEL process
with temporal constraints which was presented as finite-state machine equipped
with a set of clock variables. Then, the verification of temporal constraints was
implemented by using a model checker. In addition, [12] proposed temporal con-
straints that were defined in OWL-S by using time ontology. Then, an extension
of Petri Nets was proposed and used to verify the temporal constraints. In con-
trast to [10] [12], we consider different types of temporal constraints that can be
extracted from SLAs. Furthermore, we utilised workflow-based pattern instead
of formal method.

5 Conclusion and Future Work

In this paper, we have presented a verification method that utilises various infor-
mation including temporal constraints and structural dependencies to perform
the checking and estimation procedure. The method will lead to three major out-
comes. In addition, it can contribute to the analysis of the behavior of composite
services from the temporal consistency and satisfaction perspective. Obviously,
there is no point of making a prediction if services are actually inconsistent
between each other.

Future work will focus on the evaluation of the effectiveness of the approach.
Furthermore, we will explore other properties such as related to resource that
contribute to the consistency checking and satisfaction estimation. This will
expand the method to cater from different perspectives.

Acknowledgments. This research is partly supported by the Australian Re-
search Council Discovery Project Scheme under grant number DP0663841 and
University of Wollongong Small Research Grant.
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Abstract. In recent years, business process research has primarily
focussed on optimization by automation, resulting in modeling and ser-
vice orchestration concepts implying machine-to-machine communica-
tion. New standards for the integration of human participants into such
processes have only recently been proposed [1,2]. However, they do not
cover user interface development and deployment. There is a lack of con-
cepts for rich business process UIs supporting flexibility, reusability and
context-awareness. We address this issue with a concept for building hu-
man task presentations from service-oriented UIs. Those User Interface
Services provide reusable, rich UI components and are selected, config-
ured and exchanged with respect to the current context.

1 Introduction

Over the past years, the Internet has evolved to a stable and popular appli-
cation platform. This is especially true for business applications, which heav-
ily employ Web Services to provide functionality in a technology-independent,
reusable way. Usually, those applications represent business processes (BPs) that
are executed in a service-oriented fashion based on a composition description,
the most prominent composition language being WS-BPEL [3]. BPEL focuses
on machine-to-machine communication and a fully automatic process execution.

Although BP research stems from the modeling and automation of originally
human-centered workflows, current process engines and standards like BPEL
do not reflect the undisputed importance of human interactions. Common hu-
man activities in processes involve data input and validation as well as decision
making. Consequently, several vendors like IBM and Oracle provide proprietary
BPEL extensions in their engines to support such ”human tasks”. Of course,
their use entails interoperability and portability problems [4]. Promising recent
proposals like BPEL4People (B4P) [1] and WS-HumanTask [2] allow for a stan-
dardized integration of human-based activities in BPEL processes.

Problems that persist with these specifications are the development and de-
ployment of the human task user interfaces. Mature standards and tools have
been developed for BP modeling, specification and execution, but no comparable
efforts have addressed the presentation layer.

G. Vossen, D.D.E. Long, and J.X. Yu (Eds.): WISE 2009, LNCS 5802, pp. 351–364, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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To adequately support human tasks, sophisticated user interfaces are needed.
They should, for example, include advanced data visualization techniques (e. g.,
interactive tables and graphs), allow for multimedia integration (e. g., image slide
shows and rich text editors), support collaboration functionality, etc.

In prevalent solutions, UIs are usually generated from proprietary markup
code. First and foremost, vendor-specific UI definitions contradict portability
and interoperability of human task specifications. Furthermore, resulting user
interfaces do not meet the necessary requirements. They are usually simplis-
tic, form-based and lead to media disruptions. As an example, users need to
open external applications to write a report or look up a route, while the same
kind of functionality could be included in a more interactive and intelligent
task UI.

All in all, there is a lack of concepts for the definition and deployment of
flexible and reusable rich UIs in business processes. Thus, development and
maintenance of human-involved BPs are time-consuming and costly. Since pro-
cesses can be accessed from different contexts (user roles and preferences, device
characteristics), context-awareness of UIs in this domain poses an additional
challenge.

To address the above-mentioned problems, we show how to utilize service-
oriented user interfaces at the presentation layer of human tasks. Therefore, we
propose a concept for coupling a service-oriented UI integration and composi-
tion system developed within the CRUISe1 project and presented in [5,6] with
existing business process engines.

The remainder of this paper is structured as follows. In Section 2 we present a
motivating example and discuss both advances in the integration of human tasks
in business processes, as well as strategies for providing the corresponding user
interfaces. After giving a brief overview of the CRUISe system in Section 3, our
concept for the integrated, declarative UI composition description, the dynamic
UI composition based on CRUISe, and the interface between the presentation
layer and the underlying human task (engine) are presented in Section 4. Section
5 describes our prototypical implementation with the help of the exemplary
process and its corresponding user interface. In Section 6 we conclude this paper
and outline future work.

2 Human Interaction in Business Processes

The problem domain of human interaction in BPs can be divided into two parts
(cf. Figure 2): (1) Human Task Integration and (2) Human Task Rendering. The
former refers to the formal and practical integration of human activities in BPEL-
based BPs, including data and role management. The latter deals with issues
regarding the UI description, generation and deployment for such human tasks,
as well as with its interface to the task engine. We will briefly discuss related work

1 The CRUISe project is funded with means of the German Federal Ministry of Edu-
cation and Research under promotional reference number 01IS08034-C.
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concerning both parts after introducing an exemplary human-involved process
which illustrates the necessity of rich UIs for human tasks.

2.1 An Exemplary Business Process

Together with an industry partner we designed a business process which serves as
a motivating example and use case for our implementation. To reduce complexity
we limited the process to a sequence of essential (human) tasks. It is without
doubt, that in the real-world, it would include additional system tasks, which
are independent of our concept, though.

Our use case represents an insurance process (Figure 1). It is started by an
incoming notification of claim from a customer (1), which is reviewed by an
insurance employee in a human task (2). If the claim is accepted, it is forwarded
to a field worker for planning an on-site-inspection (3). When he has finished
his inspection and handed in the results (4), the case can be decided on by an
insurance employee (5).

Estimate HT

(1) (2) (4)(3)

Onsite Prep Inspection Assessment

(5)HT HT HT HT

Claim

Fig. 1. Human-Involved Insurance Process

As can be seen, upon activation this process includes at least four human
tasks. Every one of them needs to provide a corresponding user interface to
allow the different people involved to input data needed. In task (2), it needs
to be decided whether the claim is denied, or which field worker it is assigned
to, alternatively. The task UI for (3) should provide information on the case
and how to get to the customer. The UI for task (4) has to provide means for
data input from the inspection, e. g., for photos and a textual report. Finally,
the employee has to be provided with preprocessed, visualized data in (5) to
support his decision-making.

We identified several UI parts that are very common in business processes
and would significantly simplify human task interaction. They relate to often-
needed input data. As an example, instead of putting in color codes, users can
be offered a color picker. In our example, maps can be used to visualize the
route to the customer for field workers, and to show service providers nearby
that may repair damages. Field workers can be provided a rich text editor for
their reports, and media integration, such as an image uploader and browser.
For insurance employees, we can utilize rich UI components that provide sophis-
ticated data visualization, such as interactive graphs. In contrast to prevalent
solutions, we argue that such rich UI components can make business processes
including human tasks much more efficient and thereby more profitable.
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2.2 Integration of Human Tasks in BPs

Following a whitepaper by IBM and SAP, in 2007 all major BP engine vendors
jointly released two specifications for standardization by OASIS: BPEL4People
[1] (B4P) and WS-HumanTask [2] (WS-HT).

B4P introduces a PeopleActivity in BPEL that allows for the integration of
human interactions. Those are specified based on WS-HumanTask, which pro-
vides an XML syntax for modeling human tasks and notifications. Furthermore,
WS-HT defines an API for accessing task instances and controlling their life
cycle from a client (often referred to as Task List Client, TLC). According to [7],
both specifications show a fair support of common workflow resource patterns.

Definition, generation and deployment of a concrete user interface for hu-
man interactions within a business process are not covered by WS-HumanTask.
It does define a rendering element which is supposed to enclose UI-specific
markup, but its content is unspecified. Thus, related efforts regarding process
and task UIs are discussed in the next section.

2.3 Strategies for Providing User Interfaces for Human Tasks

Research has covered different aspects of human-involved BPs, e. g., model-
driven development [8,4], user access control [9] and integration with existing
BPEL engines [10]. UI specification and provision in this context has been ne-
glected, so far. Since WS-HT does not cover human task rendering either, we will
present alternative strategies for service or BP UIs in the following, and discuss
how they relate to the requirements specified in Section 1.

A pragmatic approach for UIs in SOA are Dedicated Client Applications.
They are built with Java, .NET, or the like, and offer a “perfect-fit” UI at best.
Service orchestration is either defined implicitly in the program code or facili-
tated by an underlying process engine. Since the user interface and its process-
binding are completely custom, this method does not meet our requirements of
a reusable, standards-compliant UI provision.

Another popular approach to SOA UIs are Web Portals [11], where local or
remote portlets (WSRP) include the services’ presentation. Usually, each portlet
is developed like a client application. Yet, alternative approaches like WSUI em-
ploy UI generation techniques, which are discussed later. Portal-based solutions
imply the setup of a heavy infrastructure and entail poor practical reusabil-
ity due to proprietary vendor-specific extensions. Furthermore, the binding of
portals to process engines as offered by SAP and IBM is not standardized at all.

With the advent of “Web 2.0”, mashups have become an alternative SOA
composition principle [11]. In the business world, they are referred to as Enter-
prise Mashups – applications which form a “user-centric micro-combination
of standards-based internal and external data sources” [12]. Prominent tools
and platforms, e. g., from Serena, JackBe and Corizon, offer visual composi-
tion mechanisms and widget-based UIs, but do not provide standardized inte-
gration with BPEL engines. Research efforts from the workflow point of view
cover mashup-like, ”Web-centric” composition models [13,14]. However, none of
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these approaches focus on the development and deployment of a corresponding
(context-aware) web user interface for the resulting mashup application.

A popular strategy for SOA UIs is automatic UI Generation from service
descriptions. It usually employs UI-specific extensions to WSDL, such as GUIDD
[15]. While research has mainly focused on mobility, multimodality [16] and
adaptivity [17] of resulting service UIs, some works propose to integrate such
techniques with business processes, e. g. the XML Interaction Service presented
in [18], and the model-to-code transformation in [19]. In commercial systems,
like the ActiveVOS engine (cf. Section 5), XSLT is used. UI generation often
results in rather simplistic HTML or XForms which lack desired interactivity and
flexibility. More advanced UIs are not supported by existing solutions and would
dramatically complicate UI description and the underlying generation logic. In
contrast to these system, our approach uses the declarative UI description to
integrate existing, distributed, rich UI components for human interaction.

It is clear to see, that no current approach allows for a standards-compliant
integration of rich, reusable, interactive user interfaces for human tasks in BPEL-
based BPs. Component-based web UIs lack a standardized process binding, while
integrated, generation-based approaches do not facilitate UIs that are as rich
and flexible as needed. Thus, in the next section we will present a promising
alternative for providing rich UIs in different application domains.

3 CRUISe: Service-Oriented UI Composition

As can be seen from the last section, standardization for integration of human
tasks in BPs is actively driven by several major vendors of BPEL engines. Yet,
definition and deployment of the corresponding UIs are largely unspecified and
based on proprietary solutions. In this paper we propose the coupling of BPEL
processes with the service-oriented user interface management system CRUISe
[5] to facilitate rich, flexible and reusable user interfaces for human interaction
in BPs. While BPEL allows for the orchestration of back end services, CRUISe

CRUISeBPEL4People
WS-HT Engine

Human
Tasks

BPEL Engine

Business
Processes

User
Interface

BPEL
(B4P)

WS-
HumanTask

Composition
Description

WSWSWSUIS
WSWSWSWS

(1) Human Task Integration (2) Human Task Rendering

Fig. 2. Conceptual idea of a CRUISe-based task UI
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realizes the orchestration of User Interface Services (UIS) that provide the pre-
sentation layer for human tasks, as illustrated in Figure 2.

Concept, architecture and related work of CRUISe have been presented and
discussed in [5,6]. In the following, we will briefly outline relevant parts of
CRUISe to illustrate its convenience for the provision of human task UIs.

We argue that web applications can be solely based on services that provide
data, business logic and user interfaces – we focus on the latter. By using
distributed services for the dynamic composition of a web application UI we can
exploit advantages of service-oriented architectures, like reusability, customiz-
ability, and technology-independence, at the presentation layer.

Figure 3 gives an overview of CRUISe. Its core concepts are User Interface
Services (UIS) that encapsulate generic, reusable web UI components. They are
dynamically selected, configured and integrated into a homogeneous, web-based
UI with help of the Integration Service, which supports different Integration
Contexts. This means, that the integration can be carried out on the server as
well as on the client (Figure 3 shows the server-side integration).

    CRUISe Runtime

Integration 
Service

UIS
Registry

Context 
Service

Client-Server-Environment Composition and Adaptation

update

find

UISWSWSDS WSWSFS

registerbind

UI ServicesData Services Functional Services

Web Application UI

CRUISe Composition Description

Application Generator

Fig. 3. Architectural overview of CRUISe

In CRUISe, the presentation layer of web applications is described declar-
atively in a Composition Description. It specifies the orchestration of several
UIS, i. e., their configuration, layout, binding to back end services, and the event
flow between them. This description is transformed into an executable web ap-
plication containing UI placeholders by the Application Generator. Input and
output of this generation process are technology-specific and independent from
the overall concept. In the case of the prototype presented in [5], the composition
description is based on JSP, and the transformation results in a servlet.

Generated applications run in the CRUISe Runtime, which controls event- and
data-flow specified in the composition description and allows for homogeneous
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binding of services providing business logic and data. The location of the Runtime
may be server- or completely client-side.

At application initialization, that is, when a client sends a request, the UI
placeholders are dynamically filled by embedding integration code for User In-
terface Services. Therefore, the Runtime calls the Integration Service which is
responsible for finding UIS in a UIS Registry that match the given application
requirements and context. Those are ranked by their accuracy of fit, and the
integration code for the most suitable UIS is returned and dynamically included
into the application. As mentioned above, integration code can be, for instance,
JSP, portlet, or client-side JavaScript code.

When the integration process is finished, UI services are initialized and may
load remote UI code or content. Again, this UIS binding can be carried out on
the server (by downloading UI components to the web server) or on the client (by
loading remote UI components with JavaScript, comparable to Google’s APIs).

Overall, this architecture has numerous benefits: it allows for easy, declarative
authoring of a web application UI, it facilitates the composition of web UIs
from reusable, configurable, rich components that are provided “as-a-service”
and can thus be integrated dynamically with the help of their interface. Since
application and Integration Service are decoupled, the latter can be used in
different integration contexts, i. e., by different types of applications. Finally, the
integration at run time allows for context-aware configuration and exchange of
UIS and thereby adaptive user interfaces.

In the next chapter we will show how rich UI components can be provided for
human interaction in BPs. Thereby, WS-HT clients form a specific integration
context that can benefit from the CRUISe Integration Service.

4 Service-Oriented User Interfaces for BPEL-Based
Business Processes

This section covers our concept of binding BPEL engines, responsible for the
orchestration of back end services, with the CRUISe system orchestrating User
Interface Services. This solutions offers a separation of concerns between task
and UI management and simplifies authoring and maintenance while offering
rich and adaptive UIs for human tasks. On a side note, it proves the seamless
integration and practicability of CRUISe for human-involved processes.

An overview of the concept is given by Figure 4. It comprises three interre-
lated concerns: (1) the definition of a CRUISe-based human task UI, (2) the
integration of User Interface Services as task UIs at run time, and (3) the com-
munication between the UIS-based presentation layer and the underlying human
task (engine). All three aspects are discussed in more detail in the following.

4.1 Composing the Human Task UI

Our concept integrates seamlessly into the authoring process of a human task.
As usual, an author needs to define a task with the means of WS-HumanTask. As
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Task UI
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Human Task Engine
WS-HumanTask Description
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Integration 
Service

UIS
Registry

find bind

Fig. 4. Integration of CRUISe with a business process infrastructure

mentioned in Section 2.2, WS-HT defines an element named rendering whose
content is not covered by the specification and is supposed to contain an XML-
based description of the task’s user interface. Figure 5 shows that multiple ren-
derings may be defined, and that we add a CRUISe-specific one (line 2). Because
of its declarative, XML-based nature, we can embed a CRUISe Composition De-
scription (CCD) there.

Fig. 5. CRUISe UI definition in WS-HumanTask rendering

The CCD, i. e., the UI description, contains “hot spots” which are later filled
with UI components provided by User Interface Services. Those hot spots are
defined with the help of specific tags (uis:component). In Figure 5 the CCD
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contains a single UIS declaration (line 3). It contains properties of the UI com-
ponent to integration, e. g., the mode “route” of a map (lines 4–7), initialization
data (lines 8–13), subscriptions for incoming and outgoing events (line 14), the
UIS location (line 15) and further configuration data for the UI component, e. g.,
an API key. Usually, this hot spot would be embedded in a complete, declarative
UI description, whose language is not stipulated by CRUISe. Depending on the
server environment, i. e., the technology used by the Task List Client, it can be
XHTML, JSP, PHP, XAML, or the like.

Line 11 exemplifies access to task instance data: In this example from our
prototype (cf. Section 5), the driving directions from an insurance company to
a customer are visualized by a UIS. Therefore, the customer’s address is made
available in the task instance, and accessed from the UI composition via an
XPath expression. This mechanism allows for run time access to relevant task
instance data from the task’s presentation layer.

4.2 Integration of User Interface Services

WS-HT defines the Task List Client (cf. Section 2.2) as an interface between
task engine and client. With its help users can list, view, and execute human
tasks. To this end, the TLC makes use of the task engine’s standardized web
service interface to retrieve and update task instance data.

Figure 4 shows, how CRUISe (cf. Figure 3) and the business process infrastruc-
ture blend in. As can be seen, the TLC is extended with the server-side CRUISe
Runtime. Conforming to the concept presented in Section 3, it contains communi-
cation functionality to establish a connection with the CRUISe Integration

  Task List Client

Other Renderer (e.g. XSLT)

CRUISe Runtime

Parser Bridge

Task Instance DataRenderings

CCD

Human Task Engine

CRUISe
Integration 

Service
Rendering
Selection

Task UI

Client

Fig. 6. TLC-CRUISe-Binding
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Service (CIS). For the CIS, the TLC is yet another web application with a
specific integration context.

Details of the TLC extension and the binding with the Integration Service
are shown in Figure 6. The server-side CRUISe Runtime contains a Parser and
a Bridge component. At run time, the TLC requests presentation markup (the
renderings) from the task engine. In case of a CRUISe rendering, the CCD
is processed by the Parser, which extracts all UIS definitions. After resolving
expressions that refer to task instance data, the integration process is executed
as described in Section 3. The Bridge forwards UIS definitions to the Integra-
tion Service which returns integration code for the appropriate UIS. Once all
integration code has been loaded and composed to a complete task UI by the
Runtime, it is returned to the TLC and sent to the client.

UIS Binding takes place on the client. The UIS integration code is executed
when the task UI is initialized in the browser, and loads remote UI compo-
nents from UIS servers. This mechanism is comparable to loading a Google Map
from remote. Event flow between integrated UI components is controlled by the
CRUISe Runtime, based on the wiring specified in the CCD.

4.3 UI-HT-Interaction

In WS-HT, every human task has an incoming (from the BP) and an outgoing
message (back to the BP). Both need to conform to a given XML schema defined
during the modeling of the process. The compliance of the incoming message is
assured by the BP engine and not in our responsibility. Its data can be accessed
from the UI via XPath expressions as mentioned in Section 4.1.

The consolidation and validation of the outgoing message, though, is a chal-
lenge for the presentation layer. As user-generated data resides in different UI
components (provided by different UIS), it needs to be combined and prepared
to conform to the given schema. Thus, a CRUISe-based task UI needs to provide
means for data consolidation, transformation and submission to the human task

CRUISe RuntimeTS-UIS

Transformation
Stylesheet

Task Output 
Message

Human Task Engine

UIS 1 UIS 2 UIS n...

Fig. 7. Data Processing by the TaskSubmission-UIS
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engine. For this purpose, a task author includes a specific UIS in the task UI:
the TaskSubmission-UIS (TS-UIS). Its structure is illustrated in Figure 7.

At design time, the TS-UIS is specified by the task author as data sink for
UI components providing task-relevant data. At runtime, it collects all data and
stores it in a temporary DOM. For this purpose, the TS-UIS includes additional
transformation logic to XML, as JSON is typically used for client-side informa-
tion exchange. This data aggregation and transformation functionality is fully
transparent to the user. The visual representation of the TS-UIS contains a sta-
tus indicator, which shows if all information necessary has been supplied by the
user, and means to complete the task, e. g., a button.

On task completion, aggregated UI data is mapped to a valid task output mes-
sage for the human task. This mapping is based on a transformation stylesheet
provided by the task author.

4.4 Context-Aware Task UIs

As mentioned in Section 1, an additional requirement for web-based process
UIs are heterogeneous usage contexts, e. g., different devices (PDA vs. desktop
PC) and different situations (private vs. public) it is accessed from. Instead of
integrating UI adaptation logic in the task description, our concept supports
the separation of concerns between task management (task engine, TLC) and
management of the (adaptive) UI (CRUISe).

Context-awareness in CRUISe can be attained in different ways. For one,
context data can directly influence UIS configuration, e. g., as initialization pa-
rameters. In addition, context parameters can impact the UIS selection process.
For instance, the availability of necessary plug-ins on the client (e. g., Flash) can
be taken into account when deciding which UI component to integrate.

Beside usage, user and device context, the process context plays an important
role with regard to BPs. Since task instance data can be referenced in the com-
position description, they can affect the contextualization, as well. As a result,
we can adapt the UI depending on the task status or relevant process data.

In this paper we do not specifically focus on UI adaptation for human tasks.
Yet, by decoupling BP engines from these aspects by using the CRUISe system
and its adaptation mechanisms, context-aware user interfaces can be provided
for any standards-compliant task engine.

5 Implementation

To verify our concepts we integrated the CRUISe Integration Service with a
BPEL4People engine and tested it with an exemplary business process contain-
ing several human tasks. In the following we will present details of our imple-
mentation, the process and its corresponding CRUISe-based task UIs.

Of the two commercially available BPEL engines that claim support for
B4P and WS-HT – Intalio Tempo and Active Endpoints ActiveVOS – we
found that only Active Endpoints’ product was completely standards-compliant.
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Thus, we decided to base our proof-of-concept prototype on their BPEL engine
ActiveBPEL 5 and the corresponding TLC, which are available as open source.
It constitutes a minimally invasive integration, because it only affects the Ac-
tiveBPEL TLC and relies on the task engine’s interface standardized in WS-HT.
Hence, our solution works for any standards-compliant human task engine.

In our prototype the composition description is defined as XHTML containing
placeholders for UIS (cf. Section 4.1), and processed by an XSLT style sheet used
by ActiveBPEL to generate the user interface.

We extended the ActiveBPEL TLC – a Java web application – with the Ren-
dering Parser and the CRUISe Bridge as described in Section 4.2. Conceptually,
both form the server-side CRUISe Runtime. Web service communication with
the Integration Service is based on Apache Axis, a framework already used by
the TLC. It was necessary to bypass the client-side “same origin policy” [20]
for the interaction between TaskSubmission-UIS and task engine. Therefore, we
added a REST and a SOAP proxy mechanism to the Integration Service and
extended it with “JSON with Padding” functionality – a mechanism commonly
employed for client-side access to content from external domains.

Fig. 8. Screenshot of a CRUISe-based UI within the ActiveBPEL TLC
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To test our implementation we designed the business process presented in
Section 2.1 with the help of the ActiveVOS Designer, and used it with the
extended TLC. One of the resulting human task UIs is shown in Figure 8.

It is embedded in the TLC frame (A), which provides additional information
about the task. The CRUISe-based task UI below differs a lot from prevalent,
form-based interfaces and offers more interactive and “rich” UI components. For
instance, it includes a map (B1 and B2), a rich text editor (C), a picture browser
(D) and a charting UI component (E) – all of them realized and integrated as fully
configurable and reusable UIS. The reusability is exemplified by the map UIS
being integrated twice in different modes, i. e., configurations: B1 (minimized) is
visualizing a route on a map, while B2 provides textual directions. The TS-UIS
on top (F) indicates that data is missing for task submission. Once it has been
entered and validated, a button for task completion appears.

With the help of our prototype we could prove the practicability of our con-
cept. The resulting UIs are more useful, effective and context-aware compared
to those of existing systems at stable authoring cost.

6 Conclusion and Future Work

Our paper describes how the user interface management system CRUISe can be
utilized to provide rich, reusable UIs for human tasks in BPEL processes. The
concept presented fills the gap of UI Rendering for human interaction in current
standards. By integrating service-oriented UIs, development and reuse of human
task presentations is greatly simplified, and resulting UIs become richer and
context-aware. Since our approach relies on existing standards and decouples
UI management and process execution, CRUISe-based UIs can be reused with
different WS-HT-compliant BP engines. Apart from these benefits, our concept
and prototype show the applicability of CRUISe in different integration contexts
– in this case the server-side integration in a WS-HT Task List Client.

In the future we plan to investigate into UIS of higher granularity, so that
one UIS may provide a complete human task UI. We are further interested
in combining multiple human tasks into one, integrated user interface, and to
incorporate collaboration techniques. In CRUISe we are focusing on the context-
aware selection and configuration of UIS by improving context monitoring and
incorporating Semantic-Web-based service matching mechanisms.

References

1. Agrawal, A., et al.: WS-BPEL Extension for People (BPEL4People) Version 1.0.
(June 2007),
http://www.ibm.com/developerworks/webservices/library/specification/

ws-bpel4people/

2. Agrawal, A., et al.: Web Services Human Task (WS-HumanTask) Version 1.0.
(June 2007),
http://www.ibm.com/developerworks/webservices/library/specification/

ws-bpel4people/

http://www.ibm.com/developerworks/webservices/library/specification/
ws-bpel4people/
http://www.ibm.com/developerworks/webservices/library/specification/
ws-bpel4people/


364 S. Pietschmann, M. Voigt, and K. Meißner

3. Alves, A., et al.: Web Services Business Process Execution Language Version 2.0.
(April 2007), http://docs.oasis-open.org/wsbpel/2.0/wsbpel-v2.0.pdf

4. Link, S., Hoyer, P., Schuster, T., Abeck, S.: Model-Driven Development of Human
Tasks for Workflows. In: Proc. of the 3rd Intl. Conf. on Software Engineering
Advances (ICSEA 2008), October 2008, pp. 329–335 (2008)

5. Pietschmann, S., Voigt, M., Meißner, K.: Dynamic Composition of Service-Oriented
Web User Interfaces. In: Intl. Conf. on Internet and Web Applications and Services
(ICIW 2009), Mestre/Venice, Italy, pp. 217–222. IEEE CPS, Los Alamitos (2009)
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Abstract. Recently, existing design methodologies targeting traditional Web 
applications have been extended for Rich Internet Application modeling 
support. These extended methodologies currently cover the traditionally well-
established design concerns, i.e. data and navigation design, and provide 
additional focus on user interaction and presentation capabilities. However, 
there is still a lack of design support for more advanced functionality that now 
is typically offered in state-of-the-art Web applications. One yet unsupported 
design concern is the personalization of content and presentation to the specific 
user and his/her context, making use of the extra presentational possibilities 
offered by RIAs. This article addresses this concern and presents an extension 
of the RIA design approach OOH4RIA, to include presentation personalization 
support. We show how to extend the RIA development process to model the 
required personalization at the correct level of abstraction, and how these 
specifications can be realized using present RIA technology. 

1   Introduction 

Due to the growing demand for Web applications offering  a rich user experience, 
traditional Web applications are being replaced by the so-called Rich Internet 
Applications (RIAs), which provide an interface, interaction and functionality 
capabilities similar to desktop applications. RIA development has new requirements 
and concerns come into play [17], complicating the task of a Web engineer. The Web 
engineering community is well-aware of these difficult challenges, extending the 
design methodologies that target traditional Web 1.0 applications to also support 
RIAs (e.g. WebML [3], RUX [13], OOHRIA[9], OOHDM [16]). However, due to 
their relative youthfulness, these new methodologies do not yet cover all design 
concerns usually encountered in state-of-the-art Web applications. One yet 
unsupported aspect is the personalization of content and presentation to the specific 
user and his/her context, specifically for RIAs. RIA UIs are typically dependent on 
the context device rendering them and vulnerable to the limitations they impose: 
limited screen size, more difficult interaction and poorer multimedia support. In this 
paper, we aim to overcome some of these problems by personalizing the UI 
depending on the specificities of the device (i.e. the device context). To do so, we 
adapt the UI in two ways: (1) an interface re-organization to fit the UI layout to the 
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device dimensions, and (2) the transformation of some origin widgets into specific 
widgets that work more efficiently on the target device. 

In this paper, we thus extend the existing RIA design method OOH4RIA [9,12] to 
support the personalization of the RIA user interface for different devices. Based on a 
set of models and transformations, OOH4RIA defines a model-driven development 
process that allows to easily introduce new concerns to RIA development. In this 
paper, we extend the OOH4RIA process by (1) introducing a user model, a device 
model and a presentation model marking and a widget mapping, (2) defining 
transformations able to generate presentations for different devices, reducing the 
effort to redefine new presentation models for each device and (3) integrating a new 
role in the engineering process called the personalization designer, in charge of 
defining the personalization models and artifacts. This extended process allows us to 
obtain different device-aware versions of the same RIA project.  The remainder of 
this paper is organized as follows. Section 2 presents the extensions done in 
OOH4RIA to integrate personalization. Section 3 presents the main contribution of 
the paper: the personalization of the RIA user interface to different contexts. Section 4 
shows a running example to illustrate the proposal. Section 5 points out how 
personalization for RIA’s and for traditional Web applications differs, and outlines 
related approaches. Finally, Section 6 provides conclusions and future research lines. 

2   Integrating Personalization in the OOH4RIA Development 
Process  

OOH4RIA [9] is a proposal whose main target is to cover all the phases of the Rich 
Internet Application (RIA) lifecycle development. It defines a model-driven process 
that specifies the artifacts to obtain an almost complete RIA for a GWT framework 
[7]. This paper presents an extension of the OOH4RIA development process with 
activities and artifacts that allow us to introduce the personalization concern into RIA 
development. To represent this extended process (see Fig. 1) we use the OMG 
standard called Software Process Engineering Metamodel (SPEM)[11]. Specifically, 
we have selected the SPEM Activity Diagram because it allows us to introduce the 
sequence of activities with their input and output work products as well as separating 
the responsibilities of different process roles. However, the model-driven discipline 
defines a new kind of automatic activities, artifacts and roles that are not represented 
by the standard SPEM notation. For this reason, we have extended the SPEM profile 
introducing a ProcessRole stereotype able to represent transformation engines called 
"Model Transformer" and defines a set of stereotypes of the metaclass activity to 
represent different MDA transformations such as PIMToPIM, PIMToPSM, 
PIMToCode, PSMToCode, etc.  

The OOH4RIA process starts when the OOH designer defines the OOH domain 
model in order to represent the domain entities and the relationships between them. 
This model is the starting point of the three main subprocesses in which this process is 
split: (1) the definition of the RIA server side where the GWT Server side 
transformation generates the business logic and persistence from the domain and 
navigational entities, (2) the RIA user interface that begins with the Define OOH 
Navigation Model activity where OOH designer represents the navigation through the 
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domain concepts and establishes the visualization constraints using the navigation 
model. The process continues transforming the navigation model into the presentation 
model by means of the PIM2PSM transformation called Nav2Pres which establishes 
the different screenshots, which represent spatial distributions of the widgets rendered 
in a given moment, of the presentation model. After obtaining the container 
screenshots of the presentation model, the User Interface designer completes by 
placing the widgets, defining the style and establishing the spatial configuration by 
means of Panels.  

The personalization extension introduced by this work presents two initial 
activities, which can be performed order-independent. The first is the activity Define 
Device Model carried out by the Personalization Designer where the domain, 
navigation and presentation models are the input work product of this activity. In the 
device model, for each targeted device, a set of widget mappings is specified, which 
specify the transformation of a particular widget type to another widget type, more 
suitable for the targeted device type. These mappings can be selected (i.e. re-used) 
from a predefined set of widget mappings (stored in the so-called Widget Mappings 
Repository), or newly defined. Depending on the user browsing device, a set of 
transformation rules defined inside the Press2DevicePres transformation (explained 
in the next paragraphs) will be triggered performing the corresponding widget 
mappings. The second activity is Define User Model, during which the 
personalization designer specifies the user model. This model represents the dynamic 
data structures where the information about the user and his/her context is stored 
which is used to base the personalization on (e.g., device type).  

The next step in the personalization process consists of marking the presentation 
model. The goal of this activity is to mark which elements will be subject to spatial 
rearrangement, and to provide the necessary details for the subsequent transformation. 
This process (i.e. marking) has to be repeated for each target device. The markings are 
defined using the marking technique defined by the MDA guide [10]. This activity 
produces different sets of markings defined over the presentation model (i.e. marked 
presentation model), that together with the user model and the widget mappings 
specified in the device model, are the inputs of the Pres2DevicePres transformation. 

The personalization process is concluded by the execution of a (fixed) set of 
transformation rules, part of the OOH4RIA personalization approach. In this work, 
we focus only on rules referring to presentation issues; content personalization rules 
are outside the scope of this paper. These transformation rules produce a device-
specific presentation model. Concretely, the rules transform the user interface 
elements that were previously defined in the user interface models in two steps. First, 
the location of the user interface elements in the target application is transformed, 
according to the markings made by the personalization designer. Second, widgets are 
transformed, according to the mappings specified by the personalization designer. 

Since the RIA possesses a rich interactive user interface similar to desktop 
applications, the static features of widgets must be completed with a model that will 
allow us to specify the interaction between these widgets and the rest of the system. 
This model has been called orchestration model and is represented as a UML profile 
of state machine diagram. The orchestration model does not have to be defined from 
scratch because a model-to-model transformation called Pres&Nav2Orch allows us to 
obtain the skeleton, where after the designer completes the orchestration model 
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introducing the events, operations and triggers of different states. The orchestration 
model and the personalized presentation model are the input of the Orch2DeviceOrch 
transformation, which generates a new orchestration model personalized to a specific 
device, corresponding to re-organized layout and widgets. 

 

Fig. 1. Simplified Personalization Extended Process of OOH4RIA 

Afterwards, the user model together with the domain, navigation and presentation 
models are the input that permits to realize the activity Define Personalization Rules. 
This activity defines the personalization rules that establish the different 
personalization strategies that will personalize the website to the user preferences, 
goals and context. To define these rules we use the PRML language [6] which was 
defined in the context of OOH to extend it with personalization support. These rules 
can be modified at runtime to modify the personalization strategies (this is out of the 
scope of the present work). 

The last step consists of defining the model-to-text transformations that will grant 
us the personalized RIA implementation. The GWT Server Side transformation 
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generates the server code from the OOH domain and the navigation models, while the 
GWT client side transformation generates the client side code using a specific GWT 
framework. These model-to-text transformations are written in the MOFScript 
language which follows the OMG ModelToText RFP for the representation of model-
to-text transformations.  

3   Device Context Adaptation of the Presentation Model 

In this work, we are focused on the device context personalization of the presentation 
layer of a RIA, and for this purpose, we must reorganize the layout widgets in the user 
interface depending on the screen size, and some widgets may need to be transformed 
into others that better fit the targeted device screen dimensions.  

In OOH4RIA, the RIA presentation elements and their layout is represented by the 
presentation model. As explained, the OOH4RIA presentation model is based on the 
GWT framework, which is composed of widgets and panels (i.e. layout widgets) where 
the widgets are placed. For personalization purposes, the designer has to specify how 
these panels and widgets are transformed and/or reorganized for the target application 
(i.e. specific device). For instance, one screenshot element (which represent spatial 
distributions of the widgets rendered in a given moment) specified in the original 
presentation model may be split into different screenshots in a mobile screen device. As 
already explained, we allow the personalization designer to add device dependency 
support using a mark-and-transform approach. By providing pre-defined mappings, and 
supporting the overall personalization transformation process in the OOH4RIA 
development process, we significantly reduce the effort for the designer.  

The OOH4RIA device context adaptation is made up of following steps:  

• Defining the User Model, containing user and context variables (e.g., device 
type), to store runtime information on the user and his/her context. 
Personalization will be based on the runtime information stored in the user model 
(e.g., the device type). 

• Defining the Device Model, by selecting and instantiating existing widget 
mappings from the Mapping Repository or defining custom mappings. A widget 
mapping specifies how to transform one widget type (e.g., a Tree) to another 
widget type (e.g., a MenuBar). The device model consists of different sets of 
mappings, each targeting a particular device type. 

• Marking the Presentation Model, in order to determining the spatial arrangement 
of the panels in the target presentation. As for the widget mappings, different sets 
markings are specified, each containing markings targeting one particular device 
type. 

• Perform personalization transformations, by executing a pre-defined set of 
transformation rules. The personalization transformation takes as input the 
presentation model, the user model, the device model and the markings, to 
generate the personalized presentation model. This transformation is fully 
automated, and can be performed at runtime (depending on the device type of the 
user), or at design time, pre-transforming n personalized presentation models, one 
for each targeted device. In our implementation, we elected the latter approach, to 
avoid runtime performance overhead. 
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We now discuss the different steps in more detail. 
a) Defining the User Model 
In the user model, information regarding the user characteristics, interest, preferences 
or context is stored. In our case, as we focus on device dependency, we store 
information regarding the device context of the user in order to select, at runtime, 
which presentation model variant is to be used in the Web application.  
b) Marking the Presentation Model 
In the following step, the designer marks the presentation model in order to indicate 
how the elements will be reorganized. For each targeted device type, a new marked 
presentation model is defined. These sets of markings together with the device model 
data will drive the transformation rules (explained next), which modify the spatial 
arrangement of the elements, and transform widgets from one type to another. 

To allow the designer marking the elements, the metamodel of the presentation model 
is extended: each of the panels has a new attribute called Location which indicates 
whether the panel will be placed in a new screenshot or it will be shown in an existing 
one (in Section 5 we can see an example on marking a presentation model). The 
location attribute can have different values:  

• Inherits: this is the default value for all the panels. The panels are nested, all the 
nested panels will be placed in the same screenshot as their upper panel unless 
the designer specifies a different value. 

• New: in this case the designer specifies that the panel will be placed in a separate 
screenshot. 

• None: this value is assigned when the designer wants to exclude the panel, so it 
will not be visible (and all what is contained in it) from the target application. 

• All: the designer assigns this value when he wants to include this panel in all the 
screens of the target application. 

• Containerid: this value denotes another concrete panel (designated by its 
containerID) in which the current panel should be nested.  

c) Defining the Device Model 
In order to deal with the personalization at widget level, the personalization designer 
selects widget mappings from a predefined set of mappings, and instantiates them, 
complementing them with the necessary details for the specific presentation model 
(e.g., height and width of an element), If needed, he can define new, custom widget 
mappings. This results in several sets of mappings, each targeting a specific device 
type. Each mapping specifies the conversion of a widget (type) to another widget, 
giving it similar functionality in the target device. In Fig. 3 we can see one set of 
mappings, targeting a vertical type mobile device for the running example RIA of 
Section 5. 
d) Performing the Personalization Transformation 
The activity diagram represented in Fig. 3 establishes the general execution workflow 
of transformation rules that constitute the Pres2DevicePres transformation introduced 
in the OOH4RIA process (see Fig. 1). A fixed set of transformation rules 
automatically transforms the presentation model to a personalized presentation model. 
The input of the transformation is the defined set of widget mappings for a specific  
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device and a marked presentation model, which steer the generic transformation 
process indicating which widgets to transform, and how to relocate panels. As there 
are n sets of widget mappings, and n presentation markings, the Pres2DevicePres 
transformation is performed n times, each producing a specific personalized 
presentation model for a specific targeted device type.  

 

Fig. 2. The Device Model of GWT Mail application 

The execution starts with the root rule called CreatingPresModelForEachDevice 
which creates the presentation model element for each device defined in the device 
model. When the dimensions (height and width) of the device are larger than the 
definition, the transformation invokes the CreatingIdenticalScreenShot rule, which 
creates Screenshots identical to the destination model. On the contrary, if the device 
dimensions are smaller, than the CreatingScreenShotFromRoolPanel rule 
establishes a Screenshot from the container panel with the dimensions adjusted to 
the device. 

Here begins the reorganization of the containers or panels where the 
transformation checks whether the root panel contains inside panels. If it does,  
the CheckingContainedPanels rule is executed and it decides the destination of the 
panel according to the value of the location attribute. (1) If location is equals to new 
then the panels requires a new Screenshot, thus executing the 
CreatingNewScreenshot rule. (2) If the location is equal to the ID of a pre-existing 
panel or is equal to intherits then a new Screenshot will be created within it. (3) 
However, if we want to eliminate the panel (location equal to none), we execute 
RemovingContainedPanel rule. (4) Finally, if we want the panel to appear in all the 
Screenshots (location equal to All), the PlacingPanelScreenshot rule is executed. 

Figure 4 gives specific details of the rule CreatingNewScreenShot using the 
QVT graphical notation. There are two checkeable domains, i.e. two metamodels 
are checked to see if these domain patterns comply with them.  
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Fig. 3. Rule Map of the ObtainSpecificDevicePres QVT Transformation 

 

Fig. 4. Example of Pres2Device: CreatingNewScreenShot QVT Transformation Rule 

On the one hand, the rule confirms that there is a p panel containing a cp panel, its 
location attribute being new. Also, it confirms that there is a Device element in the 
device model, from which we request name and dimensions. A Screenshot element is 
now created in the enforceable domain, with the name derived from the panel and its 
contained-panel (pname + “_”+ cpname). Additionally, the rule creates a root panel 



 Personalizing the Interface in Rich Internet Applications  373 

called cp2 inside this Screenshot containing the elements of the original Screenshot. 
Finally, the rule executes the where part which checks whether the panel in its turn 
contains other panels. If this is the case, the rule recursively invokes the 
CheckingContainedPanels rules; otherwise, the workflow goes to point B starting the 
simple Widgets transformation side.  

Point B in the Pres2DevicePres transformation is where the widget 
transformations start. Here, the transformation checks if there is a WidgetMapping 
into the device model for the current Widget. If it does not, the original Widget is 
copied into the target presentation model by the CopyingSameWidget rule. If it does, 
the CreatingNewWidget rule is executed, which transforms the widget according to 
the corresponding mapping from device model.  

 

Fig. 5. CreatingNewWidget QVT Transformation Rule 

Figure 5 presents the CreatingNewWidget rule, converting one widget into another 
one by gathering the information from the WidgetMapping defined in the device 
model. Firstly, this rule checks that the source Widget is not a panel in the When 
sentence. From here, the rule creates a new widget that maintains the same name, 
position and isDisable properties. However, the rule introduces the personalization 
information from the device model (see Fig. 2), where the WidgetMapping defines a 
new Widget by means of the typeTarget attribute, and establishes the new location of 
the widget with the posX and posy, and the new dimension with height and width 
attributes. Finally, the rule checks if the Widget contains other nested Widgets in the 
Where clause of the QVT rule, in this case, this rule is invoked recursively in order to 
transform the contained widgets. 

In the next section we present the different artifacts generated during the process 
applying them to a clear and simple case study: the GWT Mail application [12]. In 
essence, this case study demonstrates how to construct a relatively complex user 
interface, similar to many common email applications, and how to easily adapt this 
user interface to a smaller device such as PDA. 
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4   Running Example 

Figure 6 shows the presentation model for the GWT Mail case study. This example 
was also used in [9] where a complete description of all the design models is 
presented. In this paper we only focus on the presentation model and we are going to 
adapt this model so it is suitable for a mobile device. To model the needed device 
personalization the designer has to follow the steps explained in Section 3: 

 

Fig. 6. Marked Presentation Model of the GWT Mail application 

a) Defining the User Model 
The user model is defined storing information regarding the device context of the user 
in order to select, at runtime, which presentation model variant is to be used in the 
Web application. In our case, the user model contains a variable “DeviceType”, 
storing the device type of the user. 
b) Marking the Presentation Model  
Following the OOH4RIA development process, the designer marks, for the targeted 
device, the different panels depending on where he wants to locate them in the target 
application. In this case, the designer decides the north panel will be eliminated in the 
target website; the center panel will inherit1 the location of its upper panel (in this 
case the rootpanel called MailReader). The content panel will be located in a new 
screenshot. Finally, the west panel is relocated in the same screenshot as the center 
panel (so the location value is its containerID, e.g center). The marked presentation 
model for the running example is shown in Fig.6. 

                                                           
1 As explained before inherits is the default value so it is not needed to explicitly specify it, but 

we show it here for clarity purposes. 
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c) Defining the Device Model 
After marking the presentation model, the designer specifies the transformations for 
the desired widgets. In our example, he instantiates the existing TreeToMenuBar 
mapping from the Mapping Repository and specifies the target position of the widgets 
(in the target panels) and their size. Furthermore, he defines a custom mapping to 
transform a NavigationalGrid to a MenuBar. 

The device model for this case study is shown in Fig 2. In this case two main 
WidgetMapping classes are specified, namely Tree (originated from the Mapping 
Repository) and NavigationalGrid. These classes represent the tree widget located in 
the vertical panel called west of the source presentation model and the 
navigationalGrid widget located in the vertical panel called Center of the same model 
respectively. In the case of the tree widget the designer specifies that it is transformed 
into a MenuBar widget. In the same way, the widgets contained in the tree (i.e. 
TreeItems) are mapped into MenuItems. In the case of the NavigationalGrid widget, 
the designer specifies its target widget as a MenuBar widget. The NavigationalGrid is 
a custom widget (the reader can consult the metamodel of the presentation model in 
[8]), and in this case it contains other widgets to be mapped: buttons which are 
mapped as MenuItems, and a Grid that is mapped into a Horizontal panel. 

 

Fig. 7. Screenshots of the Presentation Model of the GWT Mail for PDA 

d) Performing the Personalization Transformation 
Given the marks done in the presentation model and having the device and user 
models specified, the set of transformation rules specified in Fig. 3 is executed. First, 
as the screen of the target device is smaller than the one of the source device, a new 
screenshot is created from the root panel called MailReader 
(CreatingScreenShotFromRootPanel rule). The next step checks the panels of the 
source presentation model based on the marks done by the designer. For the upper 
panel (i.e. north) the location is none, so the RemovingContainedPanel rule is 
executed. This panel will not be present in the target application. As such, the marks 
of all panels are inspected, applying the appropriate transformation rules. For 



376 I. Garrigós, S. Meliá, and S. Casteleyn 

example, the panel called content has location=new which means that the rule 
CreatingNewScreenShot is performed, creating a new screenshot where the panel 
content is placed. 

Mail ReaderMail Reader
Inbox

Menu

Santiago Meliá 14/01/2009

Hello

Sandy Pérez 14/01/2009

Hi everybody

Irene Garrigós 14/01/2009

How are you doing?

Reply

New

Forward

  

ContentContent
okFrom: Santiago Meliá

To: example@domain.com

Subject: Hello

Ehh, I like this project XD

Best regards
Santi

 

Fig. 8. ScreenShots of the implementation of the GWT Mail for PDA 

The vertical panel called center inherits its location from the upper panel 
(MailReader) so it is placed in the same screenshot (already created). Finally the 
vertical panel called west is also located in the same screenshot because its location is 
the same as the center panel (i.e. containerID=center). 

After the transformation of panels is performed, widgets are checked. In this case 
the indicated widgets (Tree and NavigationalGrid) are transformed in the device 
model performing the CreatingNewWidget rule. In Fig. 7 we see the generated 
presentation model and in Fig.8 two screenshots of the generated application. 

5   Related Work 

Personalization has been intensively studied in traditional Web application methods. 
Typically, content, navigation and presentation are personalized to tailor to the 
specific user based on his/her preferences, characteristics, context and browsing 
behavior. Traditional Web applications limit the possibilities to track the user 
browsing to the requests performed to the server. RIAs provide new client-side 
capacities, new presentation features and different communication flows between the 
server and client side. These differences with respect to traditional Web applications 
must be taken into account in RIAs design, as well as in the specification of 
personalization strategies. Moreover due to the richer set of events that can be 
contemplated (e.g. drag and drop, scroll, mouse over, etc…) interaction with the user 
gets richer too and as a consequence, new and more accurate personalization 
possibilities arise. 

In this paper, we focus on the presentation layer, where a RIA website gets more 
distinctive from a traditional website. In the context of traditional Web applications 
we can find several approaches treating the personalization of the interface [1, 4, 5, 
8]. We highlight two approaches: [1] and [5] in which the layout is personalized 
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depending on the user access device. As explained, presentation in traditional 
websites is very limited. RIA applications provide richer and more interactive user 
interfaces, similar to desktop applications. They offer multimedia native support and 
support animations. As a consequence, from a personalization point of view, the 
layout and look-and-feel of the application can be personalized but also system 
reaction to user interaction has to be specified accordingly. Recently, existing Web 
design methodologies were extended to also support RIAs. The most relevant ones are 
(1) OOHDM[16] which provides the use of ADVcharts to model widget 
interaction[14]. (2) WebML which extends its conceptual modeling primitives for 
RIA’s [3] and provides support for distributed event-driven RIA’s and specific 
interaction patterns typically occurring in RIA’s[2]. (3) RUX [13], a method 
independent presentation framework for RIA’s, allowing it to tackle presentational 
specificities of RIA’s. RUX has been applied to WebML and UWE, lending its 
presentational capabilities to these approaches and (4) OOH4RIA which we will 
elaborate and use as a framework in this article. 

To the best knowledge of the authors, there is only one approach [15] that provides 
personalization support specifically targeting Rich Internet Applications. This 
approach is not in the context of Web engineering and performs on-the-fly adaptation 
over AJAX pages. The authors combine ontologies to annotate RIAs and adaptation 
rules which are derived from semantic Web usage mining techniques. This approach 
however, does not contemplate the personalization of the presentation features, which 
is exactly the focus of this paper. We thus present a personalization approach founded 
in a Web application method, and specifically focus on the RIA-specific elements of 
the presentation layer.  

6   Conclusions and Future Work 

In this paper, we presented an approach that allows achieving device-dependence in 
Rich Internet Applications, by extending the existing Web design method OOH4RIA 
with personalization support. We herein focused on the enhanced presentational 
capabilities of RIA’s. We positioned the personalization design activity in the overall 
RIA design process, and explained it in detail. Our approach consists of two main 
steps. During the first step, the personalization designer marks the presentation model 
for spatial rearrangement of widgets in the targeted device. This marking needs to be 
done for each targeted device. The second step consists of the definition of the device 
model, by specifying widget mappings: one set of mappings for each device, 
specifying which and how the different widgets should be mapped onto other widgets 
for a targeted device. The designer does so either by selecting existing widget 
mappings, and instantiate them for particular use (i.e., specifying concrete values for 
generic parameters, such as height or width), or creating custom ones. Based on the 
markings and the mappings, specific (device-dependent) presentation models are 
automatically derived. This is done by a set of transformations specified as part of the 
OOH4RIA development process. 

Our approach was illustrated using a case study, consisting of GWT mail 
application, which we personalized for (small screen) PDA devices. 
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Currently, we are integrating the personalization transformation in the OOH4RIA 
tool, which is based on the Eclipse Graphical Modelling framework (GMF) and 
supports the overall development process. Furthermore, we are currently working on 
defining the transformation rules that should be performed over the orchestration 
model to complement the work described here. 
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Abstract. Recently, the Web has made dramatic impact on our lives becoming 
for many people a main information source. We believe that the continuous 
study of user needs and their search behavior is a necessary key factor for a 
technology to be able to keep along with society changes. In this paper we re-
port the results of a large scale online questionnaire conducted in order to inves-
tigate the ways in which users search the Web and the kinds of needs they have. 
We have analyzed the results based on the respondents’ attributes such as age 
and gender. The findings should be considered as hypotheses for further  
systematic studies. 

Keywords: Web search, search engines, user survey, user study. 

1   Introduction 

Although search engines are Web gateways, still, many times, it is difficult for users 
to satisfy their search needs. The reasons of lower effectiveness of Web search en-
gines are multiple and may not always be immediately evident. We thus believe that 
the investigation of user search habits and the analysis of the needs they have is nec-
essary and should be repeatedly conducted over time. This is especially important 
now in the view of the re-organization of the Web and the change in user focus and 
interest brought about by the Web 2.0 phenomenon and related technologies. 

To this end we have decided to survey users for identifying the current usage pat-
terns of search engines, related problems and necessary improvements that need to be 
done. The survey was administered on the group of 1000 online respondents in  
Japan in February 2008. We have divided users into equal or roughly equal groups 
considering their age and gender to analyze the results.  

                                                           
∗ The complete report of this study is available at:  
http://www.dl.kuis.kyoto-u.ac.jp/~ohshima/ 
questionnaire2008_report.pdf 
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The previous studies of the Web search (see [3] for survey) were often based on 
analyzing query logs. In [6] the authors manually classified a set of 500 queries from 
a query log into three basic classes: navigational, informational and resource, where 
each class could have some sub-classes. Since query logs contain large amounts of 
data, automatic approach was needed. Qiu and Cho [7] used click-through data and 
anchor-link distribution to correctly classify nearly 60% of queries into navigational 
and informational types. White and Morris [8] analyzed the searching and browsing 
behaviors of advanced searchers confirming that users who use advanced query  
syntax seem to be more efficient in search and spend more time online.  

However when using anonymized query logs it is usually hard to determine the 
problems that average users have. This is because query and click-through data cannot 
always precisely answer questions on the degree to which the users had satisfied their 
search needs, the problems they encountered, neither their wishes or expectations they 
had. In addition, it is difficult to accurately interpret the data from the viewpoint of 
particular user attributes such as gender or age. 

In this study we directly asked users about their activities related to the Web search 
and enhancements they would like. The objective was to make an overview of current 
user search activities on the Web and to identify potential problems and needs that 
users have when searching the Web. We have also focused on Web 2.0 sources. 

Surveys made by Graphics, Visualization, & Usability Center (GVU) of Georgia In-
stitute of Technology [4] were the first studies of the Web carried through online  
questionnaires. The objective of that project was to measure and describe the user 
population in the early years of the Web. More recently, Fogg et al. [1] reported results 
of an online questionnaire done in order to analyze user’s perception of page credibility 
and to understand the key factors that influence it. The Pew Internet & American Life 
Project [5] is an initiative for continuous study of demographic aspects of Internet 
usage. Data collecting is usually done through telephone surveys. The topics of pub-
lished surveys range from e-health, social communities to the impact of the Internet on 
politics. However, to the best of our knowledge, no similar questionnaire-based study 
that would directly concern the issues of Web search has been done so far. Lastly, with 
the advent of the so-called Web 2.0 it is becoming more appealing to analyze the  
activities of users in generating, utilizing and evaluating content on the Web. 

2   Questionnaire Settings 

The questionnaire was conducted online on a group of 1000 Web users in Japan be-
tween the 9th and 11th February 2008. The respondents volunteered for the study. For 
completing the survey the respondents received financial gratification. Subjects were 
grouped into equal size categories (250 respondents in each category) depending on 
their age: 20-29, 30-39, 40-49 and 50-59 years old. Also, in each category, half re-
spondents were males and half females. Thus there was an even distribution of the 
four age groups for each gender. In addition, the subjects were selected so that the 
distribution of their living places roughly reflected the population distribution within 
Japan. In consequence, there were more users coming from densely populated areas 
(e.g., Tokyo and Osaka) than from the less populated ones (e.g., Ehime, Fukui).  
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We have presented the subjects with a multiple answers and top N answers’ ques-
tion types. The former gives the respondents the freedom to choose as many answers 
as they need among those provided, while the latter lets the subjects select N most 
significant answers. The questions and answers were written in Japanese. We show 
the translated results here. 

We performed a chi-square significance test on the results to find significant differ-
ences between the answers of different user groups. For accuracy, we do not calculate 
it if answers to particular questions were chosen by less than the 5% of users. 

3   Results 

For each question, we first describe the aggregated results collected from all the par-
ticipating users. Next, we will report statistically significant differences between par-
ticular user groups, provided there were any, in the form of an itemized list with the 
corresponding annotations: A (age) and G (gender). All the reported differences are 
with the significance strength p<1% unless stated otherwise. Due to space constraints 
we report here only some interesting findings. 

Question on User search Activities 
First, we asked a question about users’ search activities on the Web via a multiple 
answers question (see Fig. 1). Not surprisingly, search by using standard search en-
gines has been the most frequently chosen activity largely exceeding other choices. 
93.7% users selected the Web search as one of their choices and 42.4% admitted 
issuing navigational search queries, that is, queries whose underlying intent is to re-
turn pointers to given pages or sites. Conventional search engines are also commonly 
used by users for news, image and video searches (33.3%, 22.9% and 14.8% of users, 
respectively). Only a relatively small number of users (about 5%) use advanced 
search operators such as “intitle:” or ”-“. This confirms the results from the previous 
study done by White and Morris [8]. We have also found out that many queries are 
issued from toolbars in Web browsers (37.5%). Also, relatively large number of sub-
jects (14.9%) access links to copies of search results returned by search engines  
(e.g., when the original page cannot be accessed). This explains why major search 
engines provide access points to the cached copies of their search results despite  
risking violations of copyright laws.  

Α The answer about the Web search using conventional search engines has been 
chosen at almost equal rates among different age groups. On the other hand, users 
in their 20s perform significantly more mobile search, video search, news search, 
image search, Q&A search and search in Wikipedia1 than other age groups, and 
the decrease in the usage is inversely correlated to the age of users.  

G Searching for news and inside Wikipedia as well as searching using advanced 
operators are significantly more common among men than among women. On the 
other hand, women tend to more frequently search in Q&A sites (p<5%).  

                                                           
1 http://www.wikipedia.org 
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Question on Favorite Content Types and User Activity on the Web 
Next, we focused on the content types on pages that users view and create on the Web 
(Fig. 2). We asked users what content types they viewed in the last week and what 
content types they created or edited in the last month on the Web through a multiple 
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Fig. 1. Question on users’ searching activities on the Web (multiple answers) 

answers’ question. News articles are the most frequently viewed content followed by 
blogs and videos from social sites like YouTube2. Wikipedia appears to be a highly 
popular destination (31.5%). Social bookmarking content in sites such as delicious3 
still remains in the interest of a rather small group of Web users. The low number of 
bookmarked and annotated pages appears to be one of the main problems preventing 
them to be used for search improvement on Web scale [2]. 

Considering user activity, it could be observed that majority of users do not per-
form any content generating/updating actions (49.5%). Actually, we have found out 
through additional question that the most popular activity is not social – “creating 
links in personal browsers” (30.6%). Users are usually less active in creating particu-
lar content type on the Web when compared to consuming it. We define an activity 
indicator of a given user group for a particular content type as the number of the users 
in the group that actively create the content divided by the number of the users in the 
group that only consume the content. If the activity indicator is 0 then the particular 
user group is just passively consuming the content, while the value 1 means all the 
users create, modify or distribute the content. Table 1 displays the activity indicators 
for different content types for all user groups. We can see that the activity indicator 
for Wikipedia is 0.08 (26/315) and 0.07 in case of video sharing sites for which only 
29 users upload videos as opposed to 400 watching videos online. It is however much 
higher for blogs or public diaries, 0.47 (190/404). The activity indicator for blogs 
decreases along with the age of user groups. 

Α Users in older age groups view different content types significantly less fre-
quently than the users in younger age groups (except for the questions about 
reading news in news sites or through conventional Web search engines). Users 
in their 20s are most active in almost each content generating/editing activities 
when compared to the other age groups. The exceptions here are updating own 

                                                           
2 http://www.youtube.com 
3 http://delicious.com/ 
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Web sites, writing private blogs, making bookmarks in browsers, editing 
Wikipedia content. Regarding the bookmarks in browsers, the young users 
probably just use search engines to re-find content or navigate to particular sites. 
They also use social bookmarking sites such as del.ici.ous more than older users. 
As for editing the Wikipedia content, the young respondents may lack knowledge 
and confidence to write or correct articles that are often of narrow focus and re-
quire certain knowledge. 

G Female users read statistically more blogs of their acquaintances, while male 
users read more news articles in news sites, read more Wikipedia content as well 
as watch more movies in video sharing sites. We also found out that men more 
frequently update content in Wikipedia than women do (p<5%).  
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Fig. 2. Question about content types that users view and create/edit on the Web 

Table 1. Activity indicators of different user groups for selected content types 

Category Sub-category Videos Wikipedia Blogs 
20s 0.07 0.05 0.54 
30s 0.07 0.12 0.45 
40s 0.11 0.06 0.44 

Age 

50s 0.03 0.12 0.39 
men 0.07 0.09 0.47 Gender 

women 0.08 0.07 0.47 
All 0.07 0.08 0.47 

Question on Context of Search Results 
We have also investigated what kinds of additional information users wish to have 
when receiving search results besides the usual data (titles, snippets, URLs) delivered 
by conventional Web search engines (Fig. 3). This was a top N question type in which 
the respondents had to select three results in the order of their importance. Interest-
ingly, the most often selected choice is the one about displaying typical queries for 
which pages in search results are usually retrieved (55.7% of users have selected it as 
one of their top choices). Showing snapshots, images or graphs of returned pages is 
the second most popular answer (42.9%). No significant differences were found for 
different user groups. 
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Fig. 3. Question on additional information users would like to have in Web search 

Questions on Types of Searched Objects and the Problems in Person Search 
We have also asked about what kinds of objects the users usually search for the in-
formation on the Web using multiple answers’ question (Fig. 4). We have found out 
that users search for any kinds of real-world objects. Especially, searches for the in-
formation about famous persons, places or products are the most common answers. 
Also, about 26.5% of users issue their own names into search engines in order to track 
the information about them on the Web. The Pew Internet & American Life Project 
reported the higher occurrence of this kind of search for the group of young Web 
users in USA (47% of US teens issue their own names as search queries [5]). In our 
study this number was 33% of the users in their 20s. 

Α Young people submit their own names, names of other persons or their groups, 
whether famous or not, more frequently than the older users. On the other hand, 
users in their 30s submit more often names of places where they work(ed), 
live(ed) or learn(ed). Names of owned products are more often submitted as  
queries by users in their 30s and 40s than by the other age groups.  

G Women statistically more frequently than men submit names of places where they 
live, work or learn to search engines for receiving object-related information. 

Through an additional question, we have also asked users about problems that they 
encounter when searching for the information on persons or small groups of persons 
on the Web. The trustworthiness of Web information appears to be the main problem 
for users. They often do not trust the information they encounter on the Web (51.9% 
of users). In addition, many subjects admitted that there is lots of untrue information 
on the Web (35.2%). Thus, there is an obvious need here for further improvements of 
search technologies related to personal information retrieval that would take into 
account the credibility of results apart from their relevance. In addition, the freshness 
of personal information is another aspect that the users cannot easily evaluate (46%). 
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Fig. 4. Question on types of searched objects 
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4   Discussion 

First, we briefly list some of the important results: 

• Web search is very popular. When searching users often issue queries from browser 
toolbars, however, they rarely use advanced query operators. Cached copies of 
search results are relatively popular among searchers. Web search using search en-
gines is done at the same rate independently of users’ age, gender and locale. Men 
search and read news as well as Wikipedia content more frequently than women, 
while women read more blogs.  

• News articles are highly popular and news reading or news searching are quite 
common activities. Wikipedia continues to be very popular, while social bookmark-
ing sites still remain in the interest of few users. Younger Web users more fre-
quently search and read various types of content on the Web when compared to 
older users. Women are more interested in blogs and diaries, while men prefer more 
Wikipedia and news content.  

• Many users do not contribute to any content on the Web. The typical contribution is 
usually in the form of blog or diary comments. Consumers of blogs are thus more 
active than, for example, those of Wikipedia. The activity of users depends on age. 

• Users would like to obtain information on the topics for which pages are popular on 
the Web. In general, there seems to be need for more additional data on search  
results to be provided for searchers. 

• Person and product search are popular and users commonly search for information 
on current affiliations of persons or their reputation. Quite many users, especially 
the younger ones, check online information on themselves. Credibility of informa-
tion and its freshness seem to be key problems in person search. Users often cannot 
obtain satisfactory information when searching information on persons. Person 
name disambiguation and credibility analysis of personal information should  
become important research areas.  

Next we discuss some issues and implications: 

• The above study has some weaknesses. First, it has been conducted within a single 
country making the results subject to certain cultural differences. Second, the selec-
tion of subjects was not purely random within the population, since the users volun-
teered for the study. Third, many problems could be only crudely identified since 
asking more detailed or complex questions would require presenting particular ex-
amples to users and providing them with detailed explanations.  

• From the study, it appears that users require additional information on search results 
such as common queries issued by other users for which the results are returned. Al-
though, the ranking algorithms applied by current search engines have been greatly 
improved, conventional interfaces for displaying search results seem to be still in-
sufficient for users. Thus users have problems to find appropriate pages from re-
sults’ lists using only the information on page titles and snippets. Therefore  
more additional information on returned pages should improve user Web search  
experience. 

• The results of the group analysis can be used for improving personalized search and 
recommendation systems on the Web. For instance, female users may prefer to ob-



386 H. Ohshima et al. 

tain more search results from Q&A sites or blogs, while men from news sites and 
Wikipedia for their queries. Naturally, many users will prefer not to reveal their 
personal data and there are certain privacy issues here that should be considered. 
However, some user attributes can be actually automatically estimated to some ex-
tent. Even quite general user attributes such as age group, gender and location could 
already increase the effectiveness of Web search applications. 

5   Conclusion 

Concluding, Web search is the most common activity on the Web and it is important, 
although challenging, to continually measure users’ satisfaction, recognize their be-
havioral patterns and problems they face. We believe that the effective studies should 
not only be done on numerical data, such as the one in query logs, but should also 
include direct questioning through which more complex issues can be highlighted and 
investigated (e.g., age, gender). To this end, we conducted an online survey on 1000 
Web users focusing on general user activity on the Web.  

Acknowledgements 

This research was supported in part by the National Institute of Information and 
Communications Technology, Japan, by Grants-in-Aid for Scientific Research (Nos. 
18049041 and 18049073) from MEXT of Japan, and by the Kyoto University Global 
COE Program: Informatics Education and Research Center for Knowledge-
Circulating Society. 

References 

[1] Fogg, B.J., Marshall, J., Laraki, O., Osipovich, A., Varma, C., Fang, N., Paul, J., Rangne-
kar, A., Shon, J., Swani, P., Treinen, M.: What makes Web sites credible?: a report on a 
large quantitative study. In: Proceedings of CHI 2001, pp. 61–68 (2001) 

[2] Heymann, P., Koutrika, G., Garcia-Molina, H.: Can social bookmarking improve web 
search? In: Proceedings of WSDM 2008, pp. 195–206 (2008) 

[3] Jansen, B.J., Pooch, U.: A review of Web searching studies and a framework for future 
research. Journal of the American Society of Infor. Science and Techn. 52(3), 235–246 
(2001) 

[4] Kehoe, C.M., Pitkow, J.: Surveying the Territory: GVU’s Five WWW User Surveys. The 
World Wide Web Journal 1(3), 77–84 (1996) 

[5] The Pew Internet & American Life Project, http://www.pewinternet.org 
[6] Rose, D.E., Levinson, D.: Understanding user goals in web search. In: Proceedings of the 

WWW 2004, pp. 13–19 (2004) 
[7] Qiu, F., Cho, J.: Automatic identification of user interest for personalized search. In: Pro-

ceedings of the WWW 2006, pp. 727–736 (2006) 
[8] White, R.W., Morris, D.: Investigating the querying and browsing behavior of advanced 

search engine users. In: Proceedings of SIGIR 2007, pp. 255–262 (2007) 



An Architecture for Open Cross-Media

Annotation Services

Beat Signer1 and Moira C. Norrie2

1 Vrije Universiteit Brussel
Pleinlaan 2

1050 Brussels, Belgium
bsigner@vub.ac.be

2 Institute for Information Systems, ETH Zurich
CH-8092 Zurich, Switzerland

norrie@inf.ethz.ch

Abstract. The emergence of new media technologies in combination
with enhanced information sharing functionality offered by the Web pro-
vides new possibilities for cross-media annotations. This in turn raises
new challenges in terms of how a true integration across different types
of media can be achieved and how we can develop annotation services
that are sufficiently flexible and extensible to cater for new document
formats as they emerge. We present a general model for cross-media an-
notation services and describe how it was used to define an architecture
that supports extensibility at the data level as well as within authoring
and visualisation tools.

1 Introduction

With the rapid growth of Web 2.0 communities, many users are no longer simply
passive readers of information published on the Web and have become actively
involved in the information management process by creating new content or
annotating existing resources. While web technologies have enabled the large-
scale and low-cost sharing of information, annotation services allow users to
integrate and augment that information in an ad-hoc manner without any pre-
defined integration schemas or the need to have a local copy of that information
or even update access. This allows user communities to build a knowledge layer
on top of the Web through various forms of annotation services. As a result, the
idea of external link metadata as introduced by the hypertext community in the
form of dedicated link servers, has nowadays found its manifestation in more
widely used applications in the context of Web 2.0.

The opening of information resources to third-party contributors has also been
recognised by the digital library community as a way of enriching existing content
with community-based annotations and associations to supplementary external
resources. By bridging the gap between content managed within a digital library
and digital information available outside of the library, as well as enabling anno-
tations across digital library systems, external annotation and link services may
contribute to the integration of content managed by different digital libraries.
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The potential of knowledge sharing through collaborative annotations can
only be fully exploited, if a general and sustainable annotation fabric can be
established to ensure that annotations persist over time and can be reused
and extended by future applications. Therefore, some common annotation stan-
dards and guidelines are required to make different solutions interoperable rather
than producing isolated and proprietary annotation services. In the context
of the Web, we have already seen first efforts to establish specific annotation
standards such as the one defined by the Annotea1 framework. The digital
library community has also tried to establish annotation standards by defin-
ing digital library reference models which include annotations as information
objects.

However, in addition to specifying common annotation models and standards,
it is necessary to define a flexible and extensible reference architecture capable
of supporting any form of cross-media annotation. It is no longer sufficient to
support only textual or a fixed set of multimedia annotations. The Web is a
platform with a rich and continuously evolving set of multimedia types and it
is important to ensure that link and annotation services can be easily extended
to cater for new media types at the data level as well as by integrating them
into authoring and visualisation tools. In this paper, we present such an ar-
chitecture along with the general cross-media annotation model on which it is
based.

We begin in Sect. 2 by providing an overview of existing annotation systems.
In Sect. 3 we introduce the concept of open cross-media annotation systems
and discuss some of their requirements in terms of extensibility on both the
model and architecture level. We then introduce our cross-media annotation
model in Sect. 4, discussing how it supports extensibility and comparing its
main features with existing annotation proposals. Details of how to realise an
annotation service based on the proposed model and architecture are provided
in Sect. 5. Concluding remarks are given in Sect. 6.

2 Existing Annotation Systems

Before discussing different solutions for content annotation, we consider the ques-
tion of what the difference is between an annotation and a link or association
with supplemental information. In our opinion, the annotation process mainly
“differs” from regular linking as known from a variety of hypermedia systems
through the fact that the creation of a new annotation often includes the con-
tent authoring of the annotation object itself. In contrast, link authoring usually
creates associations between existing resources. We would therefore see anno-
tation services as a specialised application of more general link services. This
implies that we do not treat annotations as metadata but deal with them on
the same level as any other information object. In this section, we therefore
cover more general hypermedia solutions as well as specialised annotation ser-
vices.
1 http://www.w3.org/2001/Annotea/



An Architecture for Open Cross-Media Annotation Services 389

The Annotea [1] project developed by the World Wide Web Consortium
(W3C) provides a framework for collaborative semantic annotations and book-
marks as well as topics. Annotea makes use of the Extensible Markup Lan-
guage (XML) in combination with the Resource Description Framework (RDF)
to store annotation metadata about XML documents on separate servers. The
W3C’s Amaya2 browser and editor uses Annotea to annotate arbitrary web
pages. The Amaya editor enables parts of an HTML document to be addressed
based on XPointer expressions which can then be annotated by textual infor-
mation. Some of the ideas introduced by Annotea are nowadays used in social
bookmarking and tagging systems. The linking (and annotating) of XML re-
sources is also supported by the XML Linking Language (XLink) [2].

While Annotea and XLink make explicit assumptions about the type of doc-
ument to be annotated, the Flexible Annotation Service Tool (FAST) [3] claims
to be more flexible by providing a core annotation service with different gate-
ways for specific information management systems. The gateway approach is a
good mechanism to integrate the annotation service with different information
management systems. However, FAST does not explicitly deal with extensibility
issues in terms of different media types on the annotation tool and application
level. For a cross-media annotation service, it is essential that new media types
can be introduced without having to change already existing applications as we
show in the next section.

The interoperability of link services has also been discussed by the open hy-
permedia community and different proposals such as the Open Hypermedia Ref-
erence Architecture (OHRA) [4] have been made. The same comments that have
been given for FAST in terms of a simple extension with new media types are
also valid for the OHRA architecture.

An annotation service addressing parts of documents managed by a digital
library system through the concept of marks is presented by Archer et al. [5].
Annotations can be stored either together with the document or in an external
repository. While the system provides a flexible means of addressing specific
document parts, it currently supports only textual annotations.

A fixed set of multimedia annotations is supported by the web-based MAD-
COW [6] multimedia digital annotation system which uses a client-server archi-
tecture in combination with a browser plug-in. A good overview of MADCOW
and other annotation solutions is provided in [7]. While these systems can be
extended on the model level to support new types of media, we will show that
there is a lack of simple extensibility on the application level. In an optimal case,
there should be a clear separation of concerns not only between the media-specific
annotation details on the model level but also between a general annotation au-
thoring and management tool and its components dealing with various types
of annotation resources. As a contribution of this paper, we therefore discuss
some limitations of existing annotation tools and introduce an architecture for
extensible cross-media annotation services.

2 http://www.w3.org/Amaya/
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3 Open Cross-Media Annotation

In this section, we discuss the limitations of existing digital annotation tools with
respect to support of cross-media annotations and introduce the requirements for
true cross-media annotation tools. Existing annotation architectures and services
can be classified based on the types of resources that can be annotated as well
as the potential media types that can be used in annotations. To illustrate the
different types of systems, we define the annotation matrix shown in Fig. 1. On
the horizontal axis, we mark the number of different resource types that can be
annotated whereas on the vertical axis we record the number of different media
types that can be used in annotating a given resource.

Fig. 1. Annotation matrix

The simplest type of annotation service, represented by A = {A1, . . . , An}
in Fig. 1, only provides functionality for one type of resource to be annotated
(e.g. text) and the annotations themselves can also be of a single type only
(e.g. sound). An example of such a system is Annotea where XML documents
are annotated with textual content. Some more flexibility is provided by systems
where a single type of resource can be associated with annotations of different
media types. For example, textual content is annotated with text notes, sounds
and movies. These types of annotation services B = {B1, . . . , Bn} are located on
the vertical line going through 1. The Stickis3 browser toolbar is such a solution
where regular webpages can be annotated with a set of rich media content. A
third class of systems C = {C1, . . . , Cn} enables the annotation of different types
of resources, but with a single annotation media type only. Those solutions can
3 http://stickis.com

# resource types
1 2 3 4 5 ...

1

2

3

4

5

...

# annotation types

B1

B2

D2

open cross-media 
annotations

D1

A1... An C1 C2 C3



An Architecture for Open Cross-Media Annotation Services 391

be found on the horizontal line going through 1. Last but not least, we have
true cross-media annotation services D = {D1, . . . , Dn}, where a set of different
resource types can be linked to annotations of different media types. An example
of such an annotation service is MADCOW, where a fixed set of digital resource
types (i.e. text, images and videos) can be annotated with text, images, sound
or videos.

Even if we have a true cross-media annotation service, there is often a limi-
tation in terms of there being a fixed set of media types that can be annotated
and used in annotations. We aim for an extensible solution where any new type
of resource or annotation can be added at a later stage. We name these types of
extensible solutions open cross-media annotation systems. Open cross-media an-
notation systems are not represented by a single point in our annotation matrix,
but rather cover the entire shaded area. While some existing solutions such as
the FAST model support this kind of extensibility on the model level—at least
for digital media types—we show that there is a lack of extensibility when it
comes to the architecture and application level.

To illustrate what we mean by a lack of extensibility on the annotation ar-
chitecture and application level, let us have a closer look at the MADCOW [6]
multimedia digital annotation system. As mentioned earlier, the authoring tool
for creating new multimedia annotations has been realised as a browser plug-in.
The tool currently deals with text, image and video annotations which is also
reflected through different visual elements such as media-specific buttons in the
MADCOW user interface. Let us consider what happens if it is decided that
a new media type, for example sound, should be supported by the MADCOW
annotation system. Since the authoring tool has been implemented as a single
monolithic component, the user interface would have to be extended to deal with
the new type of resource. This implies that for each newly introduced media type,
a new version of the user interface would have to be deployed. Furthermore, since
there is no flexible mechanism to dynamically extend the set of supported media
types on demand, each instance of the annotation tool always has to support
all existing types of resources even if a user works only with a limited subset of
these media types. Last but not least, often there is not a single annotation tool
but different versions (e.g. browser plug-in and standalone component) making
use of the same underlying annotation model. Therefore, we have to ensure that
the user interfaces of all existing annotation tools are extended individually in
order to support a single new media type. This problem of extensibility on the
annotation tool or application level is not something that is present in MAD-
COW only, but rather is common to most existing annotation solutions when
faced with requirements to introduce new media types. Our solution to deal with
this extensibility problem is to make sure that the visual definition of annotation
anchors (selectors) for a specific resource type is no longer part of the general
annotation tool but realised in separate visual plug-in components that can be
automatically installed on demand.

We propose an architecture for an open cross-media annotation system based
on a cross-media annotation model that supports this form of extensibility. The
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basic idea is that we have one or more annotation services that offer their func-
tionality to different client applications as shown in Fig. 2. A first important
thing to point out is that we make a clear distinction between the core anno-
tation and link service and any media-specific implementation. The annotation
service knows how to deal with the underlying annotation model presented in the
next section but any media-specific functionality is introduced via specific data
plug-ins. To extend the annotation service with a new media type, a data plug-in
has to be provided. An annotation service might be installed with an existing set
of data plug-ins, but plug-ins can also be downloaded and installed on demand
from different resource plug-in repositories (see dashed arrows in Fig. 2). Since
we aim for extensibility not only on the model and data layer but also on the
application level, a visual plug-in has to be developed in addition to the data
plug-in. While it seems to be obvious to separate the media-specific creation and
visualisation of annotation or link anchors from the general annotation tools, it
is exactly the current lack of this separation of concerns that makes it difficult
to flexibly extend existing annotation solutions with new media types.

Fig. 2. Open cross-media annotation architecture

Since we do not want to force application developers to rewrite and change
their entire application to make use of our annotation service, we propose a stan-
dalone annotation/link browser component that runs on the client platform. The
only required communication between a client application and the annotation
browser deals with information about the resource that is currently accessed
within the client application. Based on a unique resource identifier, the anno-
tation browser contacts the annotation service to get information about any
additional external annotation and link data that has been defined for the given
resource. The annotation browser also has to ensure that a visual plug-in for
the given resource type is installed. Each visual plug-in has basically two pur-
poses. First, it has to be able to render a specific resource type and visualise any
annotation anchors (defined by selectors) that have been defined within that
resource. Secondly, the visual plug-in has to provide some functionality to cre-
ate and delete resources as well as selectors. After the information about the
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annotations has been retrieved from the annotation service, the annotation an-
chors will be highlighted by the visual plug-in. In the case that an annotation
is selected within the annotation browser, a request is sent to the annotation
server to get supplemental information for the selected annotation. As soon as
another resource is accessed in the client application, the information shown in
the annotation browser is automatically updated. While the communication and
integration of existing applications with an annotation tool is not novel and has
already been used in related approaches, again the extensibility of these anno-
tation tools is often limited due to the fact that the application logic of the tool
deals with media-specific details.

Having presented the general idea of open cross-media annotation systems
along with the requirements for extensibility on both the data and application
levels, we will provide some details of how extensibility is achieved on each of
these levels in the next two sections.

4 Annotation Model

In this section, we start by looking at one of the proposed reference models for
annotation services before going on to present our general cross-media annotation
model that could be used as a basis for the implementation of such services.

Within the DELOS Network of Excellence on Digital Libraries4, a reference
model (DLRM) was defined to support more systematic research on digital li-
braries and serve as a foundation for comparing the functionality of different
digital library implementations. We briefly outline the parts of the DELOS ref-
erence model dealing with annotations. This enables us to position our model
in relation to the existing reference model as well as highlighting some of the
major differences arising from the goal and intended use of the model.

Fig. 3. Digital library resource domain concept map

4 http://www.delos.info
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Figure 3 shows parts of the digital library resource concept map as intro-
duced in the DLRM document [8]. The most general concept in the reference
model is the Resource which is used to represent any digital library entity. Par-
ticular instances of digital library resources (e.g. text, videos and annotations)
are represented by the Information Object concept. A Resource defines some
characteristics which are shared by all the different types of resources. These
characteristics include a unique resource identifier, information about the re-
source format and quality as well as specific resource policy information.

The definition of composite resources is supported through the hasPart rela-
tion whereas the linking of different resources is enabled by the associatedWith
relation. The annotation of arbitrary resources (or particular regions) with other
information objects is represented by the hasAnnotation relationship between
the Resource and Information Object concepts. Since we will pay special at-
tention to the annotation mechanism while comparing our model with the ref-
erence model, we would also like to give the exact definition of an annotation as
provided in the DLRM document:

An Annotation is any kind of super-structural Information Object in-
cluding notes, structured comments, or links, that an Actor may asso-
ciate with a Region of a Resource via the <hasAnnotation> relation, in
order to add an interpretative value. An annotation must be identified by
a Resource Identifier, be authored by an Actor, and may be shared with
Groups according to Policies regulating it (Resource is <regulatedBy>
Policy). An Annotation may relate a Resource to one or more other
Resources via the appropriate <hasAnnotation> relationship.

Candela et al. [8]

After this very brief overview of the concepts for annotating and linking re-
sources in the DELOS digital library reference model, we now introduce our
model. The first thing to note is the fact that our model is defined using the
OM data model [9] that integrates concepts from both entity relationship (ER)
and object-oriented data models and is intended to bridge the gap between con-
ceptual and implementation models. This means that our model can be mapped
directly to database structures and is therefore a step closer to the realisation
of annotation services than the typical reference models while still being at the
conceptual level.

As explained in Sect. 2, we treat an annotation as a special type of link
between two or more resources. Our annotation model is actually an application
and extension of our more general resource-selector-link (RSL) model [10] for
cross-media linking. The extended RSL model is shown in Fig. 4.

The OM model supports information modelling through a separation of classi-
fication and typing. While typing deals with entities represented by objects with
attributes, methods and triggers, the classification through named collections
deals with the semantic roles of specific object instances. In Fig. 4, collections
are represented by the rectangular shapes with the membertype specified in the
shaded upper right part. The OM model provides a high-level association con-
struct, representedby an oval shape, which enables associations between entities to
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Fig. 4. RSL-based annotation model

be classified and manipulated directly. A ranking over an association is indicated
by placing the association’s name between two vertical lines (e.g. |HasLayers|). It
is important to emphasise that OM also serves as a modelling language for a set
of object-oriented data management systems and has been used to implement our
link and annotation server (iServer) [11].

Similar to the Resource concept in the DLRM model, our annotation model
introduces the generic notion of an entity type and all entity instances are
classified and grouped by the collection Entities. As in the DELOS reference
model, an entity has different characteristics which are shared among all special-
isations of the entity type. Each entity is created by exactly one individual
which is represented in the model by the CreatedBy association. Furthermore,
access rights can be defined at entity level by the AccessibleTo association.
Note that these access rights can be granted on the group level or to individuals
as well as to combinations of groups and individuals. A set of contextResolver
instances can be associated with each entity which defines if an instance is avail-
able within a specific context. Last but not least, arbitrary properties (param-
eters) in the form of key/value pairs can be associated with an entity by using
the HasProperties association. This enables the extension of entities with any
additional metadata required by third party applications without having to ex-
tend the core data model. To deal with complex metadata, an entity can also be
associated with other entities by using the concept of a link introduced in the
following paragraphs. The RSL model offers three specialisations of the abstract
entity concept represented by the resource, selector and link subtypes.

The resource type represents any particular digital or physical resource
that has to be managed by the annotation and link model. It is similar to the
Information Object concept in the DLRM model. For each specific resource
type to be supported, a new resource subtype with media-specific characteristics
has to be defined via a resource plug-in mechanism.
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The definition of links between different entities is supported by the link type.
A link can have one or multiple source entities and point to one or more target
entities which is reflected by the cardinality constraints on the HasSource and
HasTarget associations. As mentioned earlier, we treat annotations as a special
classification of links which is represented by the collection named Annotations
in our model. Note that by treating links and annotations as first-class objects
and at the same time modelling them as specialisations of the entity type, we
gain some flexibility compared to the DLRM model where links are represented
by the associatedWith relation. We can not only define links between resources
but also create links that have other links as source or target objects. This enables
us, for example, to easily add an annotation to a link; something which is not
possible in the DLRM model since the hasAnnotation relationship cannot be
defined over the associatedWith relation.

Often we want to link or annotate specific parts of a resource rather than
entire resources. In our model, we therefore introduce the selector type as a
third specialisation of the entity type. A selector is tightly coupled to a spe-
cific resource type (over the RefersTo association) and enables the selection of
a specific part of a given type of resource. For example, a selector for sounds
might be time-based (i.e. from time ti to time tj) whereas a selector for text
documents could be based on character positions (i.e. from character ci to char-
acter cj). It is up to the developer of a new resource plug-in to not only provide
an implementation for the specific resource type but also the corresponding
selector. Each selector is further associated with a layer which, in the case of
overlapping selectors, defines their precedence order.

How does our selector concept compare to the resource addressing function-
ality offered by the DLRM model? In the DLRM model, specific regions of a re-
source can be annotated by using the Region concept. However, the mechanism
for selecting a specific region of a resource is only available for the information
object to be annotated but not for the annotation itself. This means that, in
DLRM, only entire information objects can be used as annotations whereas, in
our RSL-based model, also parts of resources can be used to annotate other
entities. Another benefit of the selector concept and the modelling of links and
annotations as first-class objects becomes evident, if we revisit the concept of
links provided by the associatedWith relation in the DLRM model. There, links
can only be defined between entire resources whereas in our model we can use
the selector concept to create links between specific parts of different resources.

As described earlier, our RSL-based annotation model defines any access
rights at entity level. This has the advantage that we can not only specify if
a resource is available as supported in the DLRM model by the regulatedBy
and Policy concepts but also define access rights on the selector and link level.
This means that we can, for example, define that a selector which is used to
annotate a resource is only available for specific users whereas the resource itself
may be available for everybody. We can therefore specify access rights on a very
fine level of granularity and not just define if an entire resource is accessible
or not.
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The same flexibility that has just been described for accessing annotations,
links, resources and selectors based on user profiles is also applicable to the
context-specific information delivery based on the contextResolver concept in-
troduced earlier in this section. This implies that an annotation or any other
entity might only be accessible in a specific context. For example, some anno-
tations might only become available if the user has already accessed specific
resources beforehand.

A final remark has to be made about the representation of different types of
annotations in our annotation model. In Fig. 4, only a single type of annotation,
described by the Annotations collection, is shown. Of course it is easily possible
to distinguish different types of annotation by introducing further subcollections.
We can, for example, distinguish between formal and informal annotations as well
as comments, explanations and other types of annotations. Since the OM model
offers the possibility that an object can be a member of different collections, it is
even possible that an annotation has multiple classifications at the same time as
described in [12]. Annotea also offers a flexible classification of annotations via
the annotation subtype concept. A slightly different approach has been chosen in
FAST [7], where parts of an annotation can be classified via a specific meaning
mechanism.

Our annotation model introduces some flexibility in terms of the granularity
and the types of objects that can be annotated as well as used in annotations.
While the model has many similarities to existing solutions, for example the
DLRM model, it also shows that through generalisation and the treatment of
annotations and links as first-class objects, we become more flexible in cross-
annotating digital as well as physical content. While the presented model can
be extended to deal with new types of media by providing specific resource
and selector implementations, the management of cross-media annotation and
link information is only part of the problem to be addressed. Whereas other
annotation models such as the FAST model also deal with media extensions on
the model level, in the next section we investigate some of the problems arising
when this extensibility should be supported at the application and annotation
tool level. Based on our experience in implementing solutions for different types
of cross-media annotations, we propose an extensible and scalable architecture
for open cross-media annotation services.

5 Extensible Annotation Tools

After highlighting the requirements for extensible cross-media annotation ser-
vices and presenting our solution on the model layer, we now show how the
extensibility can be dealt with on the authoring tool and visualisation level. As
introduced earlier, the data plug-ins are responsible for persistently storing any
additional data that is required to support a new media type. In particular, a
specific implementation of the resource and selector concepts have to be provided
for each new data plug-in and the interface methods to create, read, update and
delete (CRUD) media-specific data have to be implemented.
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The functionality of a visual plug-in is defined by an interface that has to
be implemented by concrete visual plug-in instances. Each visual plug-in has to
provide some functionality to define new resources as well as selectors which can
then be used as annotation sources or targets by the general annotation tool.
Furthermore, the interface defines a number of methods that are used by the
general annotation tool to get access to the selector or resource that is currently
selected within the visual plug-in. This is the only direct connection from the
annotation browser introduced earlier in Fig. 2 to arbitrary visual plug-ins.

The annotation browser can not only be used to browse existing annotations
but also as an authoring tool to define new cross-media annotations. In the de-
fault setting, the annotation browser shows two main windows next to each other
as indicated in Fig. 5. The window on the left-hand side represents the source
document whereas the one on the right-hand side is for the target document.
The tool further provides functionality to create and delete annotations (CRUD)
as well as to deal with more general functionality of the link model (RSL). To
define an annotation for a given source document, the user first selects the spe-
cific part of the resource to be annotated in the left window and then annotates
it with parts of the resource shown in the right window. Note that as part of
the annotation process, the user can not only select existing resources but also
create new annotation resource instances based on the editing functionality of-
fered by the visual plug-in. After selecting the ‘create annotation’ command, the
authoring tool gets access to the required selected entities via the visual plug-in
interface. Note that since this single dependency between the authoring tool and
any existing plug-ins is defined on the entity level (resources or selectors), the
authoring tool does not deal with any media-specific implementation and there-
fore does not have to be changed at all to support a new resource type via the
visual plug-in mechanism.

The default setup with two adjacent windows for the source document and its
annotation is very similar to the configuration of the Memex described by Bush,
where also a source and target screen are available [13]. The major difference is
that in Bush’s vision there is only a single resource type (microfilm) available,
whereas in our case we have a potentially unlimited number of resource types
represented by the set of available data and visual plug-ins. Of course the type
of resources visualised in the two windows can be changed independently since
each window is managed by a separate instance of a visual resource plug-in.
Furthermore, different configurations of the annotation authoring tool with more
than two resource windows are also imaginable.

While the use of the annotation browser and authoring tool provides access
to external annotation services without any GUI changes to an existing client
application, it is also possible to integrate the visualisation functionality for
specific media types directly within the client application. A client application
can either make use of existing visual plug-ins or the functionality defined by the
visual plug-in interface can be implemented in an application-specific manner.
For example, the right-hand side of Fig. 5 shows a web browser client with
a visual plug-in which we developed for the XHTML resource type. The web
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Fig. 5. Annotation browser and editor interfacing with external clients

browser client communicates with the annotation editor and can either act as a
substitute for the source or target window. The important thing to note is that
each resource type is treated separately through a specific plug-in. If a user selects
a highlighted annotation selector within the client, it will be checked whether
a visual plug-in for the linked annotation is available and, if so, the annotation
is visualised. In the case that there is no client-specific visualisation available,
the annotation browser will be used as a mediator to visualise the corresponding
annotation. This has the major advantage that we can add new types of resources
to our annotation service without the client application having to know about
them. Of course, if desired, the client application can then always be extended to
“natively” support the new media type as shown for the web browser extension.

In the annotation authoring process described earlier, we can not only define
the selectors within the authoring tool but also directly access information from
the visual plug-ins installed in external client applications. In this case, the client
application informs the annotation tool about the currently active selector which
has to be used as an annotation source or target. This has the advantage that,
for annotation-aware client applications (with the corresponding visual plug-ins),
any selections can be done directly within the application and only the command
to create the annotation has to be issued by using the annotation authoring tool.

Various applications have been realised based on the presented cross-media
annotation and link model. For that purpose, different plug-ins for digital re-
sources (e.g. web pages or movies) as well as physical resources (e.g. interactive
paper or RFID-tagged objects) have been implemented [11]. While our earlier
applications were based on a simpler client-server architecture, we are currently
implementing the described architecture which should finally result in the desired
open cross-media annotation and link service.

6 Conclusions

We have presented an architecture for an open cross-media annotation system
that can be dynamically extended with new media types. Through generalisation
and the treatment of annotations and links as first-class objects, the presented
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RSL-based annotation model introduces some flexibility in comparison to exist-
ing annotation models. While a number of existing annotation models deal with
extensibility on the model level, the corresponding extensibility is missing on the
authoring and visualisation level. We have presented an integrated open cross-
media annotation solution providing a sustainable annotation fabric in terms of
an extensible cross-media annotation model together with an architecture that
guarantees future extensibility and ensures that annotations persist and can be
reused over time.
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Abstract. This paper proposes a novel indexing and ranking method for video 
clips on video sharing Web sites that overcomes some of the problems with 
conventional systems. These problems include the difficulty of finding target 
video clips by the emotional impression they make, such as level of happiness, 
level of sadness, and so on because text summaries of video clips on video 
sharing Web sites usually do not contain such information. Our system extracts 
this type of information from comments on the video clips and generates an 
impression index for searching and ranking. In this work, we present analytical 
studies of video sharing Web site. Then, we propose an impression ranking 
method and show the usefulness of this method on the experimental test. In 
addition, we describe the future direction of this work. 

Keywords: Video IR, ranking, indexing, impression, social annotation, video 
sharing Web sites. 

1   Introduction 

The popularity of video sharing Web sites has exploded over the past couple of years. 
YouTube, the main video sharing Web site in the world, had more than 80 million 
videos as of May 2008. NicoNico Douga, the main video sharing Web site in Japan, 
had about 2.7 million videos at the end of June 2009. On these sites, a vast number of 
users enjoy watching video clips. For example, Ellacoya Networks reported that 
nearly 79 million users watched more than 3 billion video clips on YouTube in 
January 2008 alone. 

Video sharing Web sites have two types of users: uploaders who upload clips to the 
sites and viewers who view the uploaded clips. The basic procedure is that an 
uploader uploads a video clip with a title and a short summary. Then, the uploader 
and viewers add tags to the video clip to categorize it. A viewer can watch popular 
video clips by checking the video clip rankings and can find a target video clip by 
navigating with tags or by searching with keywords. However, it is not easy to find 
target video clips because the text information for each clip is very short. Particularly, 
the text information for each clip usually does not contain information about the type 
of emotional impression that the video clip might make happy, sad and so on. 

On the other hand, people sometimes want to search video clips by impression. For 
example, when a user wants to lighten his mood, he may look for a funny video clip. 
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When a user wants to cry from watching a video clip, he may look for a tear-jerker. In 
addition, a user may want to watch video clips on subjects such as, for example, 
“amazing football technique” or “how to cook delicious food”. However, it is too 
difficult to find such video clips because such impression information for each clip is 
sparse and conventional systems provide only popularity-based ranking mechanisms 
and do not provide such impression-based searching and ranking. As a result, users 
may be unable to find clips relevant to their desired impression. 

On YouTube and NicoNico Douga, users can post comments about a video clip, 
evaluating it or recommending it to other users. For example, NicoNico Douga had 
about two billion comments for about 2.7 million video clips at the end of June 2009. 
In addition, YouTube and NicoNico Douga have an embedded video service for Web 
pages, while many blog services enable bloggers to easily embed such video clips into 
their blogs. Many bloggers thus embed video clips that they recommend to their 
readers. Nevertheless, YouTube and NicoNico Douga do not use such social 
annotation to improve their search services. 

In this work, we focus on using social annotation such as Weblogs, social 
bookmarks, and comments to generate indexes of video clips (Fig. 1). For example, in 
comments and Weblogs referring to a video clip, there may be comments about the 
user’s impression of the clip such as their evaluation of it, whether they enjoyed it, or 
if it made them feel sad. Such information is very useful for generating an index of 
video clips on video sharing Web sites for the purposes of searching and ranking. 

 

Fig. 1. Social annotation on video clips 

Our ultimate goal is to develop a system for indexing and ranking video clips on 
video sharing Web sites that uses all relevant social annotation available on the World 
Wide Web such as comments on video sharing Web sites, comments on Internet 
bulletin boards, entries in Weblogs, tags in social bookmark services, and text on 
mash-up sites. As a first step, in this work, we propose a method for generating an 
impression index based only on comments about video clips. The impression indexing 
method enables users to search for or rank video clips based on feelings such as 
happiness, sadness, and surprise. We also developed a ranking algorithm based on the 
index and used a prototype system to experimentally evaluate our approach.  

We first describe related work and explain the function of video sharing Web sites 
and social annotation. Then, we describe the results of our analytical study on the 
impact of social annotation on video sharing Web sites. Next, we describe our 
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indexing and ranking methods and present the results of prototype testing, which 
shows the usefulness of our method. Finally, we conclude with a brief summary and a 
look at future work. 

This work makes three significant contributions. 

 It shows that comments are an important contribution to video sharing Web 
sites as a form of social annotation. 

 It shows that impression indexing and ranking of video clips can be done by 
using comments found in social annotation. 

 It experimentally shows that our impression index and its ranking are useful 
to look for target video clips depending on an emotional impression. 

2   Related Work 

Video indexing is a fundamental technique that enables users to search for a specific 
scene in a video clip or to generate a summary of a video clip. Several indexing 
methods have been proposed that use visual features such as color [2], camera motion 
[1], human faces [8], text obtained from closed captions [14], and classes and 
volumes of audio information [3, 4, 12]. These methods were mainly designed for use 
with broadcast TV programs, but they can be extended to video clips on video sharing 
Web sites. However, because they use only data provided by the content provider, the 
indexes generated basically reflect only the provider’s intentions. These methods thus 
cannot incorporate factors such as the viewpoints and responses of viewers into the 
search and ranking functions for video clips. 

Dimitrova et al. proposed a content-based video retrieval method that uses an 
example video clip [9]. The content-based approach is one method of retrieving video 
clips. We approach the video-retrieval problem differently. We will show the 
usefulness and potential of social annotation for video retrieval. 

We proposed and developed a system for generating a summarizing video of a TV 
program by analyzing comments on an Internet bulletin board about the program [5]. 
This system classifies comments into the categories of delight and sorrow by pattern 
matching with a delight/sorrow dictionary. The system then generates an index for 
making a digest based on the level of delight or sorrow. Uehara et al. described a 
system for creating an attention graph from dialogues on an Internet bulletin board 
about a TV drama [6]. This system detects the level of viewer attention by analyzing 
the comments for each scene in the drama. These researches only focused on 
searching for specific scenes within a video clip and did not focus on searching for a 
video clip from a large video clip database. In addition, these researches did not 
address the generation of an index for searching for and ranking video clips. 

Several methods have been described for using social annotation to judge the 
quality of content. For example, Yanbe et al. [15] and Heyman et al. [11] proposed 
using social bookmarks to rank Web search results. Yanbe et al. focused on using 
impression tags for Web pages to rank search results. Boydell et al. [10] proposed 
summarizing Web pages on the basis of social bookmarks. These efforts showed the 
potential of using social annotation for evaluating the quality of content. However, 
using social annotation to generate an index of video clips and to judge their quality 
has not been addressed. 
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3   Video Sharing Web Site 

Millions of video clips have been uploaded to video sharing Web sites, and millions 
of users watch them. In the work reported here, we used NicoNico Douga as the video 
sharing site as it is the most popular video sharing Web site in Japan. It had about 10 
million users as of the end of October 2008. Users can upload, view, and share video 
clips as they do on YouTube and other video sharing sites. The differences between 
NicoNico Douga and the others are the simplicity of posting comments at specific 
points in a video clip and a function that enables users to overlay posted comments on 
a video clip. 

While YouTube users can also post comments for a video clip, it is not easy to post 
comments at a specific playback point. Instead, commenters include the target 
playback time in their posted comments such as “Watch him fall at 2:30!” When a 
NicoNico Douga user posts a comment for a video clip he is watching, the system sets 
the playback time of the video clip at the time the comment was posted as the target 
playback time of the comment. The user can easily post comments for a specific time 
point in a video clip with this system. 

Moreover, NicoNico Douga overlays the comments for a video clip at the 
corresponding playback times. Users enjoy not only watching the video clip but also 
seeing the comments of others at the appropriate points in the video. This 
synchronicity creates a sense of a shared watching experience. This comment overlay 
function can be turned on and off by the user. 

As mentioned, NicoNico Douga had more than 1.9 billion comments for 2.5 
million video clips as of May 2009. There were more than 10 million comments for 
the most commented upon video clip! We can thus say that comments make an 
important contribution to video sharing Web sites as a form of social annotation. We 
will address their impact more specifically in the next section. 

We believe that such video sharing sites will become even more popular 
worldwide, and that the number of video sharing sites will continue to increase. In 
fact, several video sharing sites have followed the lead of NicoNico Douga and have 
started providing synchronous comment services (LYCOS mix1 in Japan, AcFun2 in 
China, and so on). In addition, some mash-up sites have started to manage posted 
comments and overlay them on video clips that are stored on other video sharing Web 
sites. The alpha version of NicoNico Douga was also a mash-up site that used video 
clips stored on YouTube. 

On NicoNico Douga and similar sites, the information and social annotation for 
each video clip usually include the following: 

 Identification number of a video clip 
 Title and summary of the video clip, which are written by the uploader 
 Number of times viewed, number of posted comments, and number of times it 

has been marked as a favorite 
 Upload date and length of the video clip 
 Tags added by users 
 Viewer comments. 

                                                           
1 http://mix.lycos.jp/ 
2 http://www.acfun.cn/ 
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A viewer comment generally includes the identification number of the viewer, the 
comment itself, the date posted, and the corresponding playback time. 

NicoNico Douga uses the number of views, comments, and favorite settings to rank 
video clips on the assumption that these metrics reflect popularity. While this may be 
sufficient in terms of determining overall popularity, it is insufficient for indicating 
the quality of a video clip. For example, it is not easy for users to search for tear-
jerker video clips. In addition, they cannot rank video clips by the level of “tear-
jerker-ness.” Conventional systems do not provide such indexing or ranking systems. 
Our method for generating an impression index for video clips does. 

4   Analytical Study 

First, we created two sub-datasets of the weekly and monthly 100 most commented 
upon video clips to evaluate the usefulness of the number of comments about a clip in 
NicoNico Douga. Here, we manually assigned “low quality video clip” to video clips 
that are specifically focused on collecting comments (i.e., the uploader asks viewers 
to post comments), video clips that are typing games (i.e., viewers type text in 
response to presented text), and video clips made for greeting each other and so on. 
Figure 2 shows the relationship between the rankings of video clips based on the 
number of posted comments and the number of low quality videos. In this figure,  
the horizontal axis is the ranking based on the number of posted comments and the 
vertical axis is the number of low quality video clips. 

We found that about 18% of the weekly top 100 clips and 32% of the monthly top 
100 clips were low quality. In addition, there were more low quality video clips 
among those that ranked the highest than among the low ranked video clips based on 
the number of posted comments. This result indicates the number of comments is 
insufficient for judging the quality of video clips. 

To construct a dataset for analyzing NicoNico Douga’s comments, we developed a 
comment crawler that collect the comments and some information such as the title, 
 

 

Fig. 2. The relationship between the rankings of video clips based on the number of posted 
comments and the number of low quality videos 
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summary, and tags and so on. Each NicoNico Douga video clip is identified by a 
unique number and the largest video clip identification number was just over 
5,000,000 when we started to crawl them (October 21, 2008). Our crawler generates 
an identification number randomly from 1 to 5,000,000 to crawl them. We limited the 
crawling to the most recent 1,000 comments per clip because, as mentioned, a video 
clip can have up to 10 million comments. 

We ended up with 968,721 video clips (19.4% of all clips on NicoNico Douga). 
Although the number was relatively small compared to the total number of clips, it 
was sufficient for analyzing the impact of social annotation. 

We divided the dataset into live video clips, which users could watch, and dead 
video clips, which users could no longer watch because they had been deleted. There 
were 304,460 live video clips and 664,261 dead video clips. This means that 68.57% 
of the video clips in our dataset had been removed either because the uploaders had 
removed them or because the service had removed them due to copyright violations. 
On this site, copyright violation is a major reason for removal. The number of crawled 
comments for the live video clips in our set was 56,473,136. 

The video clips in our dataset had an average length of 549.44 seconds. Moreover, 

 The average number of viewings was 4072.73. 
 The average number of comments was 479.88. 
 The average number of times a video clip was marked as a favorite was 

56.67. 

Figure 3 shows the relationship between the number of posted comments and the 
percentage of the video clips in our dataset that had that number of comments. In this 
figure, the horizontal axis is the percentage of video clips in our dataset and the 
vertical axis is the number of posted comments per video. As shown by the plot in this 
figure, about 38.5% of the video clips in our dataset had more than 100 comments, 
and about 5% had more than 2000. 

 

Fig. 3. Percentage of video clips with specified number of posted comments 

We developed a dictionary that supported the generation of an impression index to 
classify comments as either positive or negative, and as indicating happiness, sadness, 
and surprise [16]. 
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In this dictionary, there are 217 patterns of regular expressions to match positive 
comments, 232 patterns to match negative comments, 13 patterns of regular 
expressions to match comments expressing happiness, 30 patterns to match comments 
expressing sadness, and 7 patterns to match comments expressing surprise. We 
generated these regular expressions manually to detect the type of impression of the 
comments. 

Here, we randomly selected 10,000 comments from our dataset to check the 
accuracy and coverage of extracting each factor. “Accuracy” is the percentage of 
extracted comments that are correct, i.e., they match the target impression. 
“Coverage” is the percentage of correct comments that are extracted. The correct 
comments were manually identified. 

 100
)_(

)__( ×=
commentextractedNum

commentcorrectextractedNum
Accuracy  

 100
)___(

)__( ×=
datasetincommentcorrectNum

commentcorrectextractedNum
Coverage  

As shown in Table 1, the accuracy was a little lower for “happiness” than for other 
impressions. The reason for the low accuracy of detecting “happiness” comments was 
that viewers use the laughing symbol not only for laughing but also mockery. To 
solve this problem, we have to analyze comments in detail. 

Table. 1. Accuracy and coverage 

 

If the number of comments for a video clip is small, our system processes have 
lower reliability. However, 38% of video clips have more than 100 comments. We 
can say that their accuracy and coverage are sufficient to judge the level of 
impressions or to rank video clips according to impression. 

We then used our dictionary to judge the impression of each comment in our 
dataset. On average, for each video clip, there were 22.24 positive comments, 10.25 
negative comments, 71.24 comments expressing happiness, 6.32 comments 
expressing sadness, and 2.18 comments expressing surprise. That is, there were 
relatively more comments that were positive or that expressed happiness. We can say 
that there are many positive comments and comments expressing happiness and there 
are few comments expressing surprise or sadness. These average values are useful for 
judging the types of the impression of a video clip. 

Next, to analyze the relationship between the impression comments and their 
corresponding playback times, we created a sub-dataset containing those video clips 
in the original dataset with more than 100 comments. This sub-dataset contained 
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117,217 video clips. In this analysis, first, our system normalizes the playback time of 
the video clip by dividing it into 100 units of playback time. Then, the system 
calculates the ratio of total comments and the ratio of each type of impression 
comment in each playback unit and each video clip. Finally, the system calculates the 
average of these in each playback unit. 

Figure 4 shows the change in the number of comments by impression as video 
viewing progressed. The horizontal axis represents the video playback time in 
percentage terms. The vertical axis represents the ratio of comments for each 
impression. 

 

Fig. 4. Average ratio of comments by impression as video viewing processed 

We found that the ratio of comments that were negative, sad, or expressed surprise, 
on average, was fairly evenly distributed over the playback time. In contrast, the 
average ratio of total comments decreased from the start to about 90% of the playback 
time and then sharply increased. Moreover, the ratio of positive comments decreased 
slightly from the start to about 90% of the playback time and then also sharply 
increased until the end of viewing; the ratio of positive comments at the end was 
twice that at the start. We can use these results to normalize the level of each 
impression at each point in time during playback or as a threshold for assigning one or 
more impressions to a video clip. 

Here, we extracted 1519 enjoyable video clips that were tagged “enjoyable” or 
“laughter,” and 560 tear-jerker video clips which were tagged “tear-jerker” or 
“moving” from our dataset by matching the tags. Our system normalized video clips 
with 20 playback units. 

Figures 5 and 6 show the change in the number of comments by impression as 
video viewing progressed. Figure 5 relates to enjoyable video clips and Figure 6 
relates to tear-jerker video clips. In these figures, the horizontal axis represents the 
video playback time in percentage terms and the vertical axis represents the ratio of 
comments for impression. 

We found that tear-jerker video clips had many comments expressing sadness, 
more than enjoyable video clips, and more than the average of all video clips in our 
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Fig. 5. Average ratio of comments by 
impression as video viewing processed in 
enjoyable video clips 

 

Fig. 6. Average ratio of comments by 
impression as video viewing processed in 
tear-jerker video clips 

dataset. In addition, we also found that the end of tear-jerker video clips had many 
positive comments, more than the end of enjoyable clips. We can use these 
differences to determine the type of video clip. 

5   Our Method 

5.1   Impression Indexing and Ranking 

Using the results of our analyses, we developed a method for ranking video clips for 
impression searching. 

Our system uses this method not only for ranking video clips but also for searching 
by impression. 

Our system first normalizes the playback time of a video clip by dividing it into 
100 units of playback time. Next, the system counts each type of impression comment 
in each playback unit using our dictionary. Then, the system calculates the impression 
score of the video clip using the following equation. 

 
all
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where v is the target video clip, s is the target impression the user searches for 
impressionall is the total number of comments expressing target impression s, totalall is 
the total number of comments to the video clip, w(i) is a weight value for target 
impression i, and positivek is the number of positive comments in the kth playback 
unit. In this equation, we emphasize the positive comments at the end of the video clip 
based on the results shown in Fig. 4. In addition, we set w(sadness) as higher than 
w(happiness) because of the results shown in Figs. 5 and 6. 

When the user searches for an impression i for a list of extracted video clips, the 
system calculates the score of each impression. The clips are sorted on the basis of the 
scores. 

If a query contains an impression keyword (i.e., moving, tear-jerker, laughter, 
happiness, sadness, surprising, and so on) that is defined in the query modification 
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dictionary we prepared, our system uses these terms not only for the keyword search 
but also for impression-based ranking. 

When a user submits an impression term with other keywords as a query, our 
simple query modification mechanism first extracts video clips with the other 
keywords and then sorts by the level of the input impression. 

For example, when the user inputs “tear-jerker cat story” as a query, the system 
extracts video clips that contain “cat story”, sorts them by the level of sadness, and 
displays them. 

5.2   Implementation 

We developed our crawling system using Perl. The system crawls the video clip 
comments and the title, summary, tags, posted date, length, and so on and stores them 
in a database. 

When the user inputs a query that does not contain an impression term, the system 
first returns a ranking of video clips based on NicoNico Douga’s popularity-based 
rankings. Then, our system enables users to rank the list of video clips on the basis of 
happiness, sadness, surprise, positive response, and negative response by clicking the 
impression button. After that, the system re-ranks the list of video clips based on the 
calculated impression score. 

In addition, we also developed our client system as an extension of Mozilla Firefox 
3.0. This system automatically generates a time-related graph for each video clip when 
the user accesses a ranking page showing the video search results or a video clip page. 
Figure 7 compares the conventional system and our system. The conventional system has 
no function to rerank the search results and only provides a thumbnail image, posted date, 
title, summary, recently posted comments, length, and some other information. 

 

Fig. 7. The left figure is an image of a list of search results using the conventional system. The 
right figure is an image of a list of search results using our system. Our system shows 
impression graphs and has several control buttons the user can click to rerank the search results. 

Figure 8 is a screen snapshot of our system. With this system, a user can easily see 
how the impression levels changed during viewing, enabling him or her to judge the 
quality of a video clip before watching it. Figure 9 shows an example of an 
impression graph. Figure 10 shows a screen snapshot after reranking by level of 
sadness. The user can use our system without stress because our system can rerank 
100 search results in only two seconds. 
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Fig. 8. Sample screen snapshot showing ranking of cooking video clips. Change in impression 
levels during viewing is shown on the right. 

 

Fig. 9. An impression graph. The horizontal axis is the playback time. The vertical axis is the 
number of comments. 

 

Fig. 10. Sample screen snapshot showing reranking of cooking video clips by level of sadness. 
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5.3   Evaluation 

We evaluated our method experimentally to determine its usefulness to our system. In 
our evaluation, we used our collected dataset, which has 304,460 clips. In this 
experimental test, we conducted a user-based experiment to judge the usefulness of 
impression ranking. 

We prepared five lists of enjoyable video clips and five lists of tear-jerker video 
clips, as determined by their tags. Each tag list of video clips had more than 10 video 
clips. We selected the top 10 most commented upon video clips in each list as a 
dataset. Then, we asked two users to judge the level of happiness and sadness of these 
video clips after watching them. They evaluated the video clips from 1 to 5. We did 
not inform the users of how the video clips had been ranked. 

After collecting the user evaluations, we used our system to rank them according to 
the levels of happiness and sadness. Figure 11 plots these results. In this figure, the 
horizontal axis is the video clip rank based on our system and the vertical axis is the 
user evaluations of the video clips. 

The results suggested that our system is useful for ranking video clips based on the 
level of sadness, but not for ranking clips based on the level of enjoyment. 

 

Fig. 11. Results of the impression ranking 

6   Discussion 

Our analytical studies showed the impact of comments as social annotation to video 
clips. They also showed how impressions such as happiness, sadness, and surprise 
change during viewing. We are confident that these results will be useful for future 
research in this area. Searching and ranking by impression will be one type of  
next-generation search system. 

In a conventional system, the user cannot search for video clips based on impression 
information if the video clips do not contain any text about the impression, and, in fact, 
almost no video clips contain such impression information. Our system enables users 
to conduct an impression search. For example, a user can search for tear-jerker video 
clips, enjoyable video clips, and amazing video clips using our system. 
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There are many video clips that receive comments classified as indicating sadness. 
We asked our students to use our system and we received their feedback. We then 
found that high quality tear-jerker video clips had many comments expressing sadness 
throughout and many positive comments at the end. This knowledge supports our 
equation for calculating a sadness score. 

Here, we focused only on happiness, sadness, surprise, positive response, and 
negative response. We can improve our system and develop new methods for ranking 
based on impression. We plan to improve our dictionary to detect additional 
impressions and context such as positive comments saying “thank you” and positive 
comments evaluating the video. If we can better utilize such comments we can 
improve our ranking method. 

In addition, we plan to detect the senses related to posted comments (i.e., taste, 
sight, smell, touch, and hearing). If we can rank video clips on the basis of senses, the 
user can easily find video clips appealing to the sense of taste, beautiful video clips, 
video clips agreeable to the ear, and so on. 

We did not take users or user groups into consideration. For example, users who 
support the F.C. Barcelona football team may enjoy video clips of matches lost by the 
Real Madrid football team or clips that viewers who support Real Madrid found 
disappointing. This impression is based on rivalry. There are many such situations. 
We thus plan to introduce group-based video ranking/recommendation. 

We think that we can use posted comments to generate text indexes. For example, 
users post an actor name or event name to the specific playback time. Then, we can 
detect what happened or who acted and so on by analyzing posted comments. In 
addition, there have been many studies on detecting actors’ actions [7] or faces by 
image-based retrieval [13] methods. If we can combine these methods and our 
impression indexing method, we can create better indexing methods of video 
information retrieval. 

8   Conclusion 

In this paper, we showed the potential of video clip comments on video sharing Web 
sites and proposed an indexing and ranking method for searching video clips based on 
emotional impression extracted from these comments. Our impression indexing and 
ranking methods showed the potential of our system to contribute to next-generation 
video search techniques. 

We did not consider blogs because the size of our crawled dataset was not large. 
We are now crawling blog entries to generate an index of video clips, and we plan to 
add this to our system and evaluate its usefulness. We think that the quality of content 
in blog entries is better than in video comments. Once we have introduced the use of 
blog entries for generating an index of video clips, we will focus on the differences in 
quality and quantity. 
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Abstract. Pixel advertisement represents the presentation of small ad-
vertisements on a banner. With the Web becoming more important for
marketing purposes, pixel advertisement is an interesting development.
In this paper, we present a comparison of three heuristic algorithms for
generating allocation patterns for pixel advertisements. The algorithms
used are the orthogonal algorithm, the left justified algorithm, and the
GRASP constructive algorithm. We present the results of an extensive
simulation in which we have experimented with the sorting of advertise-
ments and different banner and advertisement sizes. The purpose is to
find a pattern generating algorithm that maximizes the revenue of the
allocated pixel advertisements on a banner. Results show that the best
algorithm for our goal is the orthogonal algorithm. We also present a Web
application in which the most suitable algorithm is implemented. This
Web application returns an allocation pattern for a set of advertisements
provided by the user.

Keywords: pixel advertisements, allocation patterns, heuristic
algorithms.

1 Introduction

With the Web usage still growing, Web advertising becomes a more dominant
form of marketing every year. According to the Interactive Advertising Bureau,
Web advertising revenues for 2008 are totaled $23.4 billion in the U.S. only [1].
Banner advertisements have a 22 percent share in these figures.

A special form of Web advertising is pixel advertisement. Pixel advertisement
originated in 2005 from the English student Alex Tew’s “Million Dollar Home-
page” [2]. The homepage holds a 1000 by 1000 pixel grid from which blocks of 10
by 10 pixels could be bought for 1 dollar per pixel. Buyers could place an image
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on their pixels and let the image link to their website. The general idea of pixel
advertising is to have a banner with several small advertisements in pixel blocks
(i.e., multibanner), instead of just one advertisement occupying the banner.

In [3] the success of the “Million Dollar Homepage” and the failure of the many
copycats that arose is analyzed. Since visitors do not return to the “Million
Dollar Homepage” the paper proposes some improvements to the concept of
pixel advertisement in Web pages. In [4] the authors extend the idea of pixel
advertisement to placing small ads in banners. In this paper, we build upon
their results, generalizing and thoroughly evaluating the proposed solutions.

Fig. 1. Sample from “Million Dollar Homepage”

The research question tackled in this paper can be defined as follows: how to
arrange rectangular pictures of different sizes and different prices for advertise-
ment on a banner, in order to maximize revenue? An important assumption we
make is that we have a predefined set of advertisements that can be placed on
the banner. This differs from the “Million Dollar Homepage” approach, where
buyers just select free pixel blocks they want to purchase. In that case, there is
no arrangement necessary and the problem tackled in this paper is nonexistent.
Another assumption is that the banner size is given and that the set of advertise-
ments should contain more advertisements than would fit on the banner. Note
that even if the ads fit on the banner, the placement is still a problem. Fur-
thermore, the problem we face is a static allocation problem with no dynamic
dimension like time-sharing of advertisements.

Finding the optimal allocation of advertisements in a banner may be defined
as a two-dimensional, single, orthogonal, knapsack problem [5]. The problem is
NP-hard [6], making it extremely time-consuming to find the optimal solution(s)
using integer programming. In this paper, we focus on applying heuristics to find
adequate solutions.

We use three heuristic algorithms to allocate advertisements. For this, we
experiment with sorting of advertisements and use different banner sizes. Our
main objective is to find a heuristic algorithm that generates advertisement
allocation patterns that maximize profit. Our secondary objective is to create a
Web application. Therefore, a good performance also requires that the execution
time is acceptable (i.e., within 30 seconds) to users of the Web application.

Related work on the placement of Web advertisements has been focusing on
the ad placement problem, introduced in [7] as a variant of the bin packing prob-
lem. Despite the name, the most important feature of the ad placement problem
is time scheduling of advertisements on a banner in time slots. Furthermore, it
is concerned only with the placement of one advertisement on a banner or some
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advertisements side-by-side, whereby the height of the advertisements is equal
to the height of the banner.

In [7], a distinction is made between the offline and online scheduling of adver-
tisements. In the offline problem, we have a predefined set of advertisements to be
scheduled. In the online problem, requests for placement arrive sequentially and
we have to decide whether to accept requests without knowledge of future ones.

Another distinction made concerns the MINSPACE and MAXSPACE prob-
lems. The MINSPACE problem minimizes the banner size required for allocating
a given set of advertisements in a fixed amount of time slots. The MAXSPACE
problem maximizes the total profit given a fixed banner size and a fixed amount
of time slots, which provide not enough free space for allocating all advertise-
ments. For both problems, several solutions are available using polynomial time
approximation algorithms [8,9,10], Lagrangian decomposition [11,12], column
generation [12], and a hybrid genetic algorithm [13]. The approach presented in
this paper is different from the ad placement problem, since we do not take into
account time scheduling and we allocate advertisements not only side-by-side
but also two-dimensional. Based on the previous classifications we are dealing
here with an offline and MAXSPACE problem.

The rest of the paper is organized as follows: In Sect. 2 and 3 the simulation
variables and allocation algorithms are defined. An analysis of the results is
presented in Sect. 4. Section 5 discusses the implementations of our approach in
a Web application. Section 6 concludes the paper and identifies future research
directions.

2 Simulation

In order to obtain unbiased results in finding the most suitable environment for
our purposes, we tested the allocation algorithms in a simulation using different
configuration parameters, which defined the properties of each simulation cycle.
These parameters consisted of 9 different banner sizes, 120 different sortings of
the set of advertisements, and 6 different maximum sizes of the advertisements
for each of the 3 algorithms. Each combination of configuration parameters rep-
resents a single simulation cycle. Altogether this resulted in 19440 simulation
cycles. The details of these configuration parameters are described in the next
few paragraphs. During each simulation cycle, one set of advertisements was
allocated to one banner. The complete simulation was implemented in Matlab
and run as a single batch file. All simulations were done on a Intel Core 2 Duo
CPU P8400 at 2.26 GHz.

Size of the Banner. Five standard banner sizes [14], commonly used in Web
advertising, have been selected to be used for each of the simulation cycles. The
width W and height H of the banners are shown in Table 1. During the simulation
the widths and the heights of the banners are also reverted to avoid bias towards
particular sorting of the set of advertisements or banner dimensions. In total this
amounts to 9 different banners (the square banner need not be reverted).
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Table 1. Standard banner sizes

W × H Banner

728 × 90 Leader board
234 × 60 Half Banner
125 × 125 Square Button
120 × 600 Skyscraper
336 × 280 Large Rectangle

Price of the Banner. In practice, an existing banner may already generate
revenue. One of the attributes of the banner is its price. This price however,
will be set to a single fixed price during the simulations. This is done in order
to avoid ambiguous results, in which it may not be clear if profit comes from
the original banner or the allocated advertisements. During the simulations the
price per pixel for the banner has been set to 4 which is much lower than the
price range per pixel of the advertisements. This is done in order to avoid that
no advertisements are allocated, when the banner generates more revenue than
any of the advertisements.

Size of the Advertisements. For our simulation the advertisements where
pseudo-randomly generated. The minimum width and height are 10 pixels, like
the implementation on the “Million Dollar Homepage”. In our experiment we
allow the dimensions of the advertisement to vary between a minimum of 10
pixels and a variable maximum. The maximum width wmax and height hmax

are defined as fraction of the banner width and the banner height. For this
simulation the combinations of the maximal width and the maximal height are:

{wmax, hmax} ∈ {{1/5, 1/2}, {1/2, 1/2}, {1/3, 1/3}, {1/5, 1/5}, {1/2, 1/5}, {1, 1}}

Sorting of Advertisements. The heuristic algorithms iterate through the
set of advertisements sequentially. The sorting of the set influences the gen-
erated pattern and is part of the heuristics. The simulation uses the following
attributes of the advertisements to sort the set: (1) price per advertisement pixel
p, (2) width w, (3) height h, (4) total area w × h, (5) flatness w/h, and (6) the
proportionality | log(w/h)| , the last attribute refers to how much the rectangle
resembles a square. A value of 0 for this attribute means that the rectangle is a
square. Any higher value signifies that the rectangle is flat or tall. The sorting
can be done in either ascending or descending order.

Once the set has been sorted based on the values of the attributes, a secondary
sort is executed using one of the remaining attributes. The secondary sort has a
minor influence on the resulting ordered set. Altogether the set of advertisements
is sorted in 120 different ways, (12!

10! − 12 = 120, since we want to exclude the
situations were the primary sort equals or is opposite of the secondary sort).

The prices of the advertisements are proportional to their dimensions. The
price per pixel of an advertisement is set to 10 with random value between −1



Single Pattern Generating Heuristics for Pixel Advertisements 419

and 1 added to this value, resulting in a uniform distribution between 9 and 11.
The price of the advertisement is calculated by multiplying this price per pixel
with its area.

During each cycle of the simulation, the configuration parameters are regis-
tered. For each cycle the waste rate (ratio of unallocated space over the total
space in the banner) and the total profit of the generated allocation pattern are
calculated. The execution time and the number of advertisements placed are also
registered.

3 Heuristic Algorithms

We implemented three different heuristic algorithms: the left justified, the or-
thogonal algorithm, and the GRASP constructive algorithm.

The initialization step is identical for all algorithms. The algorithms assume
a banner B with width wB and height hB. First the values of the primary and
secondary sort, s1 and s2 are checked. Their values correspond to the attributes
described in Sect. 2 and may be either positive or negative corresponding to an
ascending and descending sorting order. There is a set A with n advertisements
ai where, 1 ≤ i ≤ n. Sorting A according to s1 and s2 yields A0. This is the
ordered set of advertisements through which we iterate in each algorithm. Fur-
thermore, the iterator i for the ordered set of advertisements A0 is initialized at
1. The initiation step is given in Alg. 1.

Algorithm 1. Heuristic algorithm initialization
Ensure: s1 �= s2 & s1 �= −s2 {Avoid duplicate sorting in either direction}

Sort all ai in A first by s1 and then by s2

A0 {Ordered set A}
i := 1 {Iterator for A0}

Left Justified Algorithm. The left justified algorithm iterates through the
ordered set of advertisements A0. For each advertisement ai it scans through
the columns of the banner B from top to bottom. If the end of the column
is reached, the iterator continues at the next column on the first row, and so
on. When an available field is found and the advertisement fits on the empty
location, it is placed in the banner. Advertisements are placed with the top left
corner at the current field. When the end of ordered set A0 is reached or when
the banner is completely filled, the allocation pattern is returned. The details of
this algorithm are shown in Alg. 2.

Orthogonal Algorithm. The orthogonal algorithm looks for new free locations
for the current advertisement by moving diagonally from the top left corner
(r, c) = (1, 1) of banner B.

At each step, the algorithm searches for the next free space where the advertise-
ment can be allocated at the location (r, i) , i ∈ {1 . . . c} and (i, c) , i ∈ {1 . . . r}.
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Algorithm 2. Left justified algorithm
for i = 1 to n do

Select ai from A0

finished := false
r := 1 {Current row in B}
c := 1 {Current column in B}
while finished = false do

if ai fits on Br,c then
{Allocate ai on Br,c}
for p = c to c + xi do

for q = r to r + yi do
Bp,q := i

end for
end for
finished := true

else if r + yi > hB then
if c < wB then

c := c + 1
r := 1

else
finished := true

end if
else if r + xi > wB then

finished := true
else

if r < hB then
r := r + 1

else
if c < wB then

c := c + 1
r := 1

else
finished := true

end if
end if

end if
end while

end for
return B

At the first free location closest to the border of the banner the advertisement ai is
allocated. When there is a tie we choose the one on the vertical search path. When
we fail to allocate an advertisement for a certain (r, c) we continue to walk diago-
nally down-right by increasing both r and c by one. When the final row is reached,
but there are still columns left, we only increase the column. When the final col-
umn is reached, but there are still rows left, we only increase the row. This means
that after we start walking diagonally, we will eventually switch to walking either
right or down, except for the situation when the banner B is a square.
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Algorithm 3. Orthogonal algorithm
for i = 1 to n do

select ai from A0

r := 1, c := 1
verticalfound := false, horizontalfound := false
verticalplace := (0, 0), horizontalplace := (0, 0)
colscomplete := false, rowscomplete := false
while (colscompl && rowscompl) = false do

if colscomplete = false then
for p = 1 to r do

if ai fits on Bc,p then
store (c, p) in verticalplace, verticalfound := true, break

end if
end for

end if
if rowscomplete = false then

for q = 1 to c do
if ai fits on Bq,r then

store (q, r) in horizontalplace, horizontalfound := true, break
end if

end for
end if
if horizontalfound = true or verticalfound = true then

{Select location closest to left or upper border}
{Assume selected location is Bk,l: allocate ai on this location}
for p = k to k + xi do

for q = l to l + yi do
Bp,q := i

end for
end for

end if
if r < hB then

r := r + 1
else

rowscomplete = true
end if
if c < wB then

c := c + 1
else

colscomplete = true
end if

end while
end for
return B

When ai is allocated, we start again in the top left corner of the banner and
try to allocate the next advertisement from A0. The details of this algorithm are
shown in Alg. 3.
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GRASP Constructive Algorithm. The GRASP constructive algorithm, is
based on the constructive phase of the greedy randomized adaptive search proce-
dure (GRASP) for the constrained two-dimensional non-guillotine cutting prob-
lem [15]. Since the algorithm was produced for the cutting stock problem, it
has a somewhat different approach. We have adapted the algorithm to fit our
problem.

In the GRASP algorithm, besides an ordered set of advertisements A0, a list
of empty rectangles L is maintained. Empty rectangles are parts of the banner
where no advertisement is allocated yet. Initially, list L contains only the full
banner. To allocate advertisements, the following procedure is followed.

First, we take the smallest rectangle of L in which an advertisement from
list A0 can fit. Then, we place an advertisement ai from ordered set A0 that
fits in the free rectangle. Whenever an advertisement is placed in a rectangle,
new empty rectangles are formed and added to L, while the original rectangle is
removed from L. We always place the advertisement in a corner of the rectangle
which is closest to a corner of the banner, and cut the empty space left in such a
way that it yields optimal new free rectangles. In Fig. 2 the empty rectangles 1,
2, and 3 are formed by placing an advertisement. In order to obtain the optimal
new empty rectangles we merge either empty rectangles 1 and 2, or 2 and 3. We
choose the combination which yields the largest area for the merged rectangle.
When there are no empty rectangles left (L is empty, the full banner is allocated)
or no advertisements from list A0 fits the rectangles in L, the algorithm stops.

1 2

3

Fig. 2. Empty rectangles in GRASP algorithm

4 Analysis

The analysis of the simulation results was done with the tool R. This statistical
software package allows all tasks to be automated in scripts. After the results
are prepared, we normalized the profit and execution time by adding two extra
columns with the profit per banner pixel Ppixel = Ptotal

BW×BH and the execution
time per banner pixel Epixel = Etotal

BW×BH . Ptotal is the total profit of the allocated
pattern, Etotal is the total execution time for the allocated pattern, BW is the
banner width, BH is the banner height and w is the waste rate.

We are primarily interested in the profit per banner pixel of the allocation
pattern Ppixel. The execution time is only relevant for the implementation of
the algorithm. Since the same set of advertisements is used for all heuristic
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algorithms, we can evaluate their performance by comparing the normalized
profits and execution times.

In Table 2 the distribution of the profit per banner pixel Ppixel is displayed
for each of the algorithms. The orthogonal algorithm has resulted in a higher
average profit per banner pixel and has been selected to be implemented in the
Web application described in Sect. 5.

Table 2. Five point summary of the profit per banner pixel per algorithm

Algorithm Minimum 1st Quartile Median Mean 3rd Quartile Maximum

Orthogonal 6.079 8.585 9.082 8.887 9.427 10.620
Left justified 5.748 8.155 8.626 8.509 9.042 10.540
GRASP 4.730 6.978 8.044 7.962 9.083 10.600

As expected there is a strong correlation between the waste rate and the profit
per banner pixel (Ppixel). The obtained value −0.9802 shows that a lower waste
rate will result in a higher profit per banner pixel.

Fig. 3. Dotchart: profit per banner pixel for each banner size per algorithm
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Fig. 4. Dotchart: profit per banner pixel for each primary sorting order per algorithm

Banner Size. From the dot chart in Fig. 3 the average profit per banner pixel
is categorized by the dimensions of the banner. Besides the obviously better
performance of the orthogonal algorithm, the graph shows that the banner size
influences the performance of the algorithm. There is no solid evidence that a
particular banner size benefits the performance of the algorithms.

Sorting. The preliminary sorting of the advertisements influences the final al-
location pattern. From the dotchart in Fig. 4 it shows that sorting the adver-
tisements based on their dimensions is of greater influence than sorting them
based on their price. For each of the three algorithms, allocating the highest, the
widest, or the advertisements with the largest total area first, yields the highest
profit per banner pixel. This can be explained by the strong negative correlation
between the waste rate and the profit per banner pixel. Furthermore, the figure
shows that the orthogonal algorithm is less sensitive to the preliminary sorting
of the advertisements, showing that the algorithm is more robust than the other
ones.
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Execution Times. The main interest in the execution time of the algorithm
is a practical one. Though the GRASP algorithm shows the lowest execution
times, the main issue is not to find the fastest algorithm, but merely one that
is usable within the context of a Web application. Usable patterns of allocated
advertisements should not come at the cost of waiting for more than 30 sec-
onds for a result. In Table 3 the main characteristics of the execution times are
displayed.

Table 3. Five point summary of the CPU time per algorithm in seconds

Algorithm Minimum 1st Quartile Median Mean 3rd Quartile Maximum

Orthogonal 0.016040 0.432000 2.632000 3.151000 4.745000 20.49000
Left justified 0.008244 0.156200 0.571000 0.956600 1.203000 17.25000
GRASP 0.003904 0.025610 0.072310 0.071180 0.099090 0.320000

Though it is clear that the orthogonal algorithm has the highest execution
times, its outliers are only around 20 seconds of execution time. During the
migration to Java for the implementation of the Web application, the execution
times decreased remarkably.

Fig. 5. Advertisement allocator frontpage
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Fig. 6. Advertisement allocator result

5 Software

The implementation of the orthogonal heuristic algorithm as a Web application
is available at http://headshredder.homelinux.net:8080/java/. It provides
an allocation pattern for a set of advertisements using the orthogonal algorithm.
A screenshot of the frontpage is displayed in Fig. 5.

Users can upload their own set of advertisements in the form of a comma
separated values file and a zip file containing the pictures. The comma sepa-
rated values file holds information on every advertisement in the format id;
filename; price; URL;. The filename corresponds to a picture from the zip
file, belonging to the advertisement. Furthermore, the user has to set parame-
ters for the banner and the sorting criteria used. The user can select a standard
banner size, manually set the dimensions, or upload an existing banner. For
sorting, the user can specify the primary and secondary sorting criteria in either
ascending or descending order.

The advertisement allocator provides the allocation results with some statis-
tics. It returns the allocated banner as a single image and gives a corresponding
imagemap in HTML. An imagemap is a list of coordinates relating to a picture.
On the coordinates the specified URL is set. This makes it easy for Webmasters
to implement their pixel advertisement banner. An example of such an result is
displayed in Fig. 6.

http://headshredder.homelinux.net:8080/java/
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6 Conclusion

Our main objective was to find a heuristic algorithm that generates advertise-
ment allocation patterns that maximize profit. The best algorithm for our pur-
poses is the orthogonal algorithm. Sorting the advertisements based on the width,
height, and total area in descending order yields the best results. This algorithm
was able to generate the patterns with the highest profit. It did not have the low-
est execution times, but these were still well within the predefined time bound-
aries. The Java implementation showed that its performance did not influence
the Web application’s responsiveness.

This research also uncovers possible future work directions. Our research is
limited to the allocation algorithms we have used. Better results may be achieved
when using more intelligent algorithms. These algorithms should consider a few
steps ahead and reach a better allocation while keeping revenue in mind. The
GRASP algorithm showed great promise as an efficient algorithm with its low
execution times. The implementation of the improvement phase as suggested in
the original paper [15] may prove worth the effort in the future. It may also
be more realistic to give different positions on a banner different prices. In our
research we have a predefined set of advertisements with different prices regard-
less of the position they get allocated. The Eyetrack III [16] research investigates
people’s eye movements over Web pages. More frequently watched areas in the
banner may be assigned a higher price.

In [3] is described that the “Million Dollar Homepage” concept has some weak
points. The major problem of the original concept is that visitors do not return,
because the content is never changed. Making the content dynamic will increase
the effectiveness of pixel advertisement. Therefore, we propose further research
adding time constraints to the pixel advertisement problem. Until now, related
work only focused on scheduling advertisements side-by-side. Instead, it may be
interesting to schedule pixel advertisement banners. This will make the present,
static pixel advertisements more dynamic and increase user attention.
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Abstract. In a few business sectors, there exist marketplace sites that
provide the consumer with specifications forms, which the consumer
can fill out to learn and compare the service terms of multiple service
providers. At HP Labs, we are working towards building a universal mar-
ketplace site, i.e., a marketplace site that covers thousands of sectors and
hundreds to thousands of providers per sector. We automatically gener-
ate the specifications forms for the sectors through a statistical clustering
algorithm that utilizes both business directories and web forms from ser-
vice provider sites.

1 Introduction

There are a growing number of service providers, in sectors such as printing,
marketing, IT and finance, with which a consumer can interact over the web
to learn their service terms (i.e., information such as the price and time to
delivery of their services). The service provider typically presents the consumer
with a web form that includes entries on the specifications for the service. For
instance, a printing services form would include entries on the size and type of
paper, quantity to be printed, color and type of ink, folding, drills, proofing and
perforation. The consumer makes her specifications by filling out the form, and,
in response, the service provider e-mails the consumer their service terms.

There exist “marketplace” sites, such as the printindustry.com of the print-
ing services sector and the Buyerzone.com, that provide the consumer with the
ability to compare multiple service providers through specifications forms. Un-
fortunately, there are only a few such marketplace sites, and no site covers all
the sectors. At HP Labs, we are working towards building a “universal” market-
place site, i.e., a marketplace site that covers thousands of sectors and hundreds
of providers per sector. The consumer navigates through the different sector
names and service providers in the site. She then selects one of the sectors, and
is presented with the specifications form for that sector.

A main challenge in building the marketplace site is the generation of a spec-
ifications form for each sector. Given that there are a large number of sectors
and that the specifications for some sectors may evolve over time, it is infeasible
to attempt to manually generate a form for each sector.

G. Vossen, D.D.E. Long, and J.X. Yu (Eds.): WISE 2009, LNCS 5802, pp. 429–442, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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In this paper, we employ a statistical clustering-based approach to generate
a specifications form for each sector. For each sector, we first crawl the websites
of the service providers listed under that sector in a business directory, and
retrieve the service providers’ web forms. The forms are distinguished from non-
form content based on HTML tags. We then generate a specifications form for
the sector from among the retrieved web forms.

We generate the specifications form for a given sector through a three-step
process: (i) partitioning each retrieved form into questions (i.e., specifications),
(ii) grouping the similar questions together, and (iii) selecting a representative
question from each group to generate the specifications form.

Towards this end, we employ a statistical, iterative algorithm that, at each it-
eration, performs two updates: (i) the partitioning of each form into its questions
based on the HTML tags in the forms, and (ii) the grouping of similar questions
into clusters. We note that partitioning a form into its questions (specifications)
based on the HTML tags in the form is a technical challenge since many HTML
tags are multi-purpose tags, i.e., tags that may be used as question separators
in some forms and used for entirely different purposes in other forms.

The previous work focused on related problems such as the retrieval, clas-
sification and generation of web forms [1,4,3,5,7,10,9,2]. However, the previous
work did not address the problem of providing specifications forms to consumers
within a marketplace setting. Further, the techniques utilized in the previous
work were semi-automated, i.e., techniques that required the labeling of the
attributes/concepts in the forms. While, in [11,12], these issues have been ad-
dressed, they are done so through selecting the “best form” from a repository
rather than composing a new form from multiple forms. This approach has a
limitation since it requires the repository to include at least one form (the “best
from”) that contains all of the specifications for the sector.

We apply our approach to generate specifications forms for 22 sectors. These
sectors are printing, outbound telemarketing, graphic web design, direct mar-
keting, outdoor advertisement, business insurance, payroll services, database
design, corporate event planning, commercial cleaning, translation, video pro-
duction, medical billing, construction (forklifts), cabling, check services, mer-
chant accounts services, access control, alarm systems, video surveillance,
window repair and human resources software. Our simulations indicate that the
specifications forms generated by our approach capture the essential service spec-
ifications more accurately than alternative, manual or automated approaches to
the same problem.

2 Formulation and Approach

Our goal is to generate a specifications form for any given sector. The specifica-
tions form is generated based on the forms retrieved from the service provider
websites in the sector.

In section 2.1, we describe the repository of web forms, i.e., the set of all forms
that we retrieve from service providers’ websites. In section 2.2, we introduce a
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binary vector representation for the questions in the forms, and in section 2.3,
we discuss how we utilize the HTML tags in the partitioning of the forms into
questions.

In sections 2.4, 2.5 and 2.6, we introduce an iterative algorithm that, at each it-
eration, performs two updates: (i) the partitioning of each form into its questions
based on the tags and form content, and (ii) the grouping of similar questions
into clusters. Following the convergence of the algorithm, the specifications form
is generated by selecting the most representative question from each cluster.

2.1 Repository and Notation

For any given sector, we crawl the websites of the service providers listed under
that sector in a business directory (such as Yellowpages.com), and retrieve the
web forms from the crawled websites. A form is distinguished automatically from
non-form content through the HTML tags (in particular, the “form” tag) used
in the forms. A web form typically contains the specifications that the service
provider asks for from its customers. For instance, the forms retrieved from
printing-related service providers might include specifications such as color, ink
type, ink size, drilling, perforation and proofing.

Each service provider in the business directory is listed under one or more
sectors. While some service providers are listed under only one sector, most are
listed under multiple sectors as they serve more than one sector. For instance,
it is not uncommon for a service provider listed under printing to be also listed
under advertising. If a service provider is listed under multiple sectors, we -
manually - decide which of the multiple sectors fits best to the service provider,
based on the web content of the service provider.

The sector repository consists of N samples, where each sample i, 1 ≤ i ≤ N ,
represents a retrieved form from a service provider in that sector.

We index each distinct word in the sector repository by w, and we denote the
total number of distinct words used in all forms in the sector repository (except
for the stopwords such as “and”, “if”, etc.) by W . Thus, 1 ≤ w ≤ W .

2.2 Question Representation

The jth question of form i is represented by the binary feature vector xi,j . The
vector xi,j is a W -length vector, whose elements function as indicators for the
presence of the repository words in form i. Denoting by xw

i,j , the wth element of
xi,j , where 1 ≤ w ≤ W ,

xw
i,j =

{
1 if word w appears in question j of form i,
0 if otherwise.

(1)

2.3 Tags

We define a question separator as an HTML tag that is used to separate two
questions in a form. By manually analyzing a training set of web-based forms
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(a set of 50 randomly selected forms from our sector repositories), for each tag
t, we record nt, given by

nt =
no. of times t is used as a question separator

no. of occurrences of t
. (2)

A higher value of nt signals that the tag t is more likely to be used as a question
separator in any given form. For instance, based on our training set, the listing
tags, such as “li”, “br” and “p”, have higher values of nt than the meta tags,
such as “title”, “link” and “style”.

2.4 Clustering of the Questions

Consider K question clusters with each question xi,j being mapped to one and
only one of the K clusters. We define μk, 1 ≤ k ≤ K, to be the mean of cluster k.
The cluster mean μk is a W -length vector such that its wth element represents the
wth word in the repository. In particular, μw

k , the wth element of μk is given by

μw
k =

no. of questions with word w in cluster k

no. of questions in cluster k
, (3)

thus, 0 ≤ μw
k ≤ 1.

We map each question xi,j to one of the K << N clusters; each question gets
mapped to the cluster with the closest cluster mean in Euclidean distance, i.e.,
the cluster that minimizes

d(xi,j , k) = min
k

∑
w

(xw
i,j − μw

k )2. (4)

2.5 Partitioning of the Forms

We partition each form into its questions based on both the HTML tags in the
form and the content of the form. The presence of a tag with a high value of nt

signals that the tag t could be a partitioning point in the form. On the other
hand, a tag with a high nt value by itself is not sufficient to conclude that the
form should be partitioned at t. In addition to the tags, we also take into account
the content in the form.

Consider the form i with J questions, and we seek to find if question xi,j of
cluster k should be partitioned further into two questions. Let t be some tag, and
denote the part of xi,j appearing before t by xi,j,1 and the part of xi,j appearing
after t by xi,j,2. To find out if xi,j should be partitioned into two questions at
tag t, we test if, for any pair of clusters l and m, 1 ≤ l ≤ K, 1 ≤ m ≤ K,

d(xi,j,1, l) + d(xi,j,2, m) < d(xi,j , k), provided l �= m. (5)

If there exists any two clusters l and m such that (5) holds true, we partition xi,j

further into two questions at tag t. The statement (5) implies that representing
xi,j,1 and xi,j,2 with clusters l and m, respectively, is a better fit than representing
xi,j with its cluster k.
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The test in (5) does not take into account the tag information. Some tags are
more likely to be question separators than others; we incorporate this fact into
(5) by revising it as

nt × (d(xi,j,1, l) + d(xi,j,2, m)) < d(xi,j , k), provided l �= m, (6)

where t is the tag that appears between xi,j,1 and xi,j,2. If multiple tags exist
between xi,j,1 and xi,j,2, then we take the tag with the highest value of nt.

2.6 Updates - Partitioning and Clustering

We implement our algorithm by iteratively applying the partitioning and clus-
tering steps. At the initial iteration, each of the N forms is partitioned into two
questions; each form is partitioned at the tag with the highest nt value in the
form. This is followed by the clustering of the questions into K clusters. At each
subsequent iteration, each question, satisfying (6), is partitioned followed by the
clustering of the questions.

We define the cost function as

N∑
i=1

K∑
k=1

∑
j∈k

∑
w

(xw
i,j − μw

k )2, (7)

i.e., the sum of the costs (4) due to all questions in all N forms.
We repeat the clustering and partitioning steps until convergence, i.e., the

change in (7) from one iteration to the next is less than some pre-defined ε.

2.7 Algorithm - Summary

For any given sector (e.g., printing, telemarketing, graphic design, etc.), we gen-
erate the specifications form for the sector as follows:

1. Initial Partitioning: Partition each form, i, 1 ≤ i ≤ N , into two questions at
the tag with the highest nt value in the form.

2. Iteration index : Set iteration index t = 1, set K and ε.
3. Clustering update: Cluster the questions from all N forms (into K clusters)

by mapping each question xi,j to the cluster k, minimizing (4).
4. Partitioning update: For each question xi,j and for each tag t appearing in

the question, check (6). If (6) is satisfied, partition xi,j into two new questions
at the tag t.

5. Convergence: If the change in (7) from iteration t − 1 to t is less than ε, go
to step 6. Else, set t = t + 1 and go to step 3.

6. Generate the specifications form: For each cluster, k, find the cluster member
(i.e., a question) that is closest in Euclidean distance to μk. The set of the
closest cluster members constitutes the specifications form.



434 K. Ozonat

3 Related Work

The retrieval, classification and generation of web-based forms using statistical
techniques have been explored in [1,4,3,5,7,10,9,2,11,12]. The approach taken
in form retrieval has been the use of focused web crawlers [1,4,3,7]. A focused
web crawler does not retrieve links from every visited page; instead, it esti-
mates the probability of the visited page being relevant to the focus topic,
and retrieves the links only if the probability is sufficiently high. A super-
vised page classifier is often used to estimate the probability that a page is
relevant to the focus topic. A special case of focused web crawlers is the form-
focused web crawler, which is designed to focus on and retrieve web forms [1].
The form-focused web crawler consists of a form classifier in addition to the
page classifier. The form classifier is used to distinguish forms from non-forms
based on form tags. It has been shown, however, that the accuracy of focused
crawlers (even the form-focused crawler) is low in terms of retrieving relevant
forms. For instance, in an experiment conducted for database domains, it has
been shown that the accuracy of the form-focused crawler is around 16 percent
[1,4,3,7].

The statistical classification of web forms based on form content and struc-
ture has been considered in [5,10,9,2]. In [5,2], web forms are classified into
two classes, searchable forms and non-searchable forms, using statistical classifi-
cation based on the structure of the forms. In [9,10,2], web forms are classified
based on their textual content using statistical clustering methods. In [9,10],
the techniques require manual pre-processing: labeling form attributes. Thus,
the techniques discussed in [9] and [10] are semi-automated and not scalable.
While the approach in [2] does not require a manual labeling of form attributes,
it does require the manual labeling of forms to specify the categories or domains
that they belong.

Statistical techniques for generating forms have been explored in [10] in the
context of web-based services. In [10], a web-form has been modeled as a four-
level hierarchy: service categories (e.g., books, education, travel), domains (e.g.,
search a book, find a school, query an airport), data types (e.g., book title,
school type, destination airport), and terms (e.g., title, liberal arts, city). A
statistical model has been generated for each form domain based on the terms
used in the forms of that domain. This model can then be used to generate
the specifications form for the domain. However, the approach is only semi-
automated since the domains and data types need to be extracted and labeled
manually. Further, it does not address the issue of the retrieval of the relevant
forms.

The issue of providing a specifications form in a services marketplace has been
addressed in [11,12]. However, in [11,12], the forms are generated through select-
ing the “best form” from a repository rather than composing a new form from
multiple forms. This approach is limited since the repository may not include
any single form that contains all of the specifications.
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4 Simulations

4.1 Repository

The simulations are conducted using 22 sectors obtained from the business di-
rectory Yellowpages.com. These sectors are printing, outbound telemarketing,
graphic web design, direct marketing, outdoor advertisement, business insur-
ance, payroll services, database design, corporate event planning, commercial
cleaning, translation, video production, medical billing, construction (forklifts),
cabling, check services, merchant accounts services, access control, alarm sys-
tems, video surveillance, window repair and human resources software.

There are N = 200 service providers (or equivalently, N = 200 web forms)
in each of the 22 sector repositories. For each of the 22 sectors, we used the
specifications form for the sector from the Buyerzone.com website as the ground
truth.

4.2 Comparisons

In our simulations, we compare the following five approaches:

– Random approach: For each sector, a form in the sector repository is ran-
domly selected, and is used as the specifications form for the sector.

– Aggregate approach: For each sector, we select 20 forms randomly from the
sector repository. We aggregate manually the specifications covered in the
selected web forms. We restrict the number of service providers to 20 so
that the amount of manual work done by the consumer to construct her
specifications form by the aggregate approach is bearable.

– Supervised clustering: In this approach, for each sector, we select a specifi-
cations form from among the N = 200 forms in the sector repository. The
approach used in the selection of the specifications form is as follows: first,
calculate the mean vector of the 200 forms, then, select the form, which is
closest to the mean vector in Euclidean distance, as the specifications form.

– Form generation without tag information: This is the approach described in
section II except that the tag information is disregarded. It differs from the
approach in section 2 in that the partitioning is done through the test in (5)
instead of the test in (6).

– Form generation with tag information: This is the approach described in
section 2.

4.3 Output Forms

For each of the 22 evaluated sectors, we compared the specifications forms out-
putted by the approaches discussed in section 4.2. The comparisons are included
in Table 1. Each cell corresponds to the true detection rate for the corresponding
approach and corresponding sector. The true detection rate refers to the ratio of
the number ground truth specifications present in a form to the total number of
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ground truth specifications. Overall, the form generation with tags outperforms
the remaining 4 approaches. In particular, for the printing, outbound telemar-
keting, graphic web design, outdoor advertising, video surveillance and human
resources software sectors, the true detection rates for the forms outputted by
the form generation with tags approach are 1.

4.4 Random and Aggregate Approaches

From Table 1, in each sector, the true detection rate for random approach is
low compared with that of the form generation with tags approach. While the
random selection provides a specifications form without much effort (i.e., just
pick a service provider listed under the sector in the business directory, and use
its web form), the randomly selected forms have a median true detection rate of
only .22. Thus, for the sectors considered, the randomly selected forms are not
very representative of the ground truth specifications.

The detection performance of the aggregate approach, with a median detection
rate of .92, is comparable to that of the form generation with tags approach. The
aggregate approach performs better in 6 of the sectors (direct marketing, busi-
ness insurance, payroll, database design, forklifts and cabling), while the form
generation with tags approach performs better in 8 of the sectors (graphic web
design, outdoor advertisement, corporate event planning, commercial cleaning,
medical billing, check services, merchant accounts services and access control).
We should note, however, that the aggregate approach is manual; it requires one
to spend considerable time and effort, including extracting terms and concepts
manually from the forms in service providers’ websites, and construct a list of
questions manually from the terms and concepts.

4.5 False Alarms

Table 2 shows the false alarm rates for each of the sectors and for each of the
approaches. The false alarm rate refers to the ratio of the number non-ground
truth specifications present in a form to the total number of ground truth spec-
ifications. From Table 2, the aggregate approach performs better than the form
generation with tags approach in terms of the false alarm rate. However, our
observations indicate that many of the false alarms counted towards the rates
in Table 2 are additional service options (which may actually be informative to
the customer). For instance, for the printing sector, the form generation with
tags approach outputs a specifications form that includes entries on padding,
foil stamping and packaging. While these entries are not in the ground truth
(and as such, they are counted towards the false alarm rate), they are additional
printing service options rather than irrelevant entries.

4.6 Supervised Approach

As shown in Table 1, the detection rates for the supervised clustering approach
are lower than those for the form generation with tags approach for 18 of the
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Table 1. Detection Rates

Sector Random Aggregate Supervised No Tags With Tags

Printing .27 1.0 .49 .68 1.0

Outbound telemarketing .29 1.0 .70 .51 1.0

Web design .12 .59 .70 .70 1.0

Direct marketing .26 1.0 .29 .81 .94

Outdoor ads .12 .51 1.0 .68 1.0

Business insurance .20 .41 .38 .36 .38

Payroll services .14 1.0 .80 .65 .84

Database design .15 1.0 .76 .40 .88

Corporate events .20 .91 .91 .80 .93

Commercial cleaning .40 .90 .60 .60 .92

Translation .35 .75 .69 .40 .75

Video production .14 .70 .52 .52 .70

Medical billing .19 .68 .62 .59 .72

Forklifts .21 .85 .75 .78 .83

Cabling .25 .95 .80 .77 .90

Check services .31 .91 .76 .62 .92

Merchant accounts .19 .92 .82 .80 .95

Access control .22 .88 .78 .66 .94

Alarm systems .35 .86 .81 .80 .86

Video surveillance .32 1.0 .78 .70 1.0

Window repair .19 .94 .94 .72 .94

HR software .26 1.0 1.0 .58 1.0

Median .22 .92 .77 .68 .93

Table 2. False Alarm Rates

Sector Random Aggregate Supervised No Tags With Tags

Printing .71 .22 .28 .24 .28

Outbound telemarketing .69 .21 .41 .47 .31

Web design .72 .33 .32 .32 .28

Direct marketing .53 .18 .23 .23 .23

Outdoor ads .65 .32 .19 .27 .14

Business insurance .62 .59 .52 .54 .34

Payroll services .56 .20 .30 .32 .30

Database design .59 .20 .35 .35 .35

Corporate events .64 .09 .20 .30 .18

Commercial cleaning .20 .10 .35 .40 .30

Translation .18 .25 .25 .25 .25

Video production .54 .30 .23 .23 .23

Medical billing .45 .32 .26 .32 .25

Forklifts .34 .23 .29 .29 .29

Cabling .49 .38 .21 .20 .30

Check services .36 .24 .32 .12 .22

Merchant accounts .29 .18 .35 .29 .15

Access control .54 .13 .20 .24 .19

Alarm systems .50 .24 .12 .12 .18

Video surveillance .42 .19 .14 .14 .24

Window repair .36 .12 .12 .24 .20

HR software .29 .08 .08 .18 .08

Median .53 .22 .26 .27 .25

22 sectors. These 18 sectors include those sectors for which there exists no one
form (in the repository) that includes all the ground truth specifications. The
supervised approach can perform well only when there exists at least one form
in the repository that includes all (or most) of the ground truth specifications
for the sector; the outdoor advertisement sector is an example of this case.
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The supervised approach leads to particularly low detection rates in five of the
sectors: direct marketing, business insurance, commercial cleaning, printing and
video production. We have observed that, in each of these cases, the repository
did not contain a single form that included all (or most) of the ground truth
specifications for the sector.

4.7 Form Generation without Tags

We partition a form into questions based on both the form content and the
HTML tags. For the database design sector, the different questions (specifica-
tions) in the forms shared many common words. Thus, partitioning the database
design forms into their questions based only on the content of the questions was
not very accurate. This is evidenced by the relatively low true detection rate of
the database design sector for the form generation without tags approach.

The inclusion of the HTML tags in the partitioning of the forms is particularly
helpful in the case when the different specifications share many words in common.
Using the test in (6) instead of the test in (5) improves the detection rate; for
the database design sector, the form generation without tags approach leads to
a true detection rate of only 0.40, while the detection rate is 0.88 when tags are
included (i.e., the test in (6) is used).

4.8 Number of Clusters

A key parameter used in our simulations is K, the number of clusters. Each of
the curves in Fig. 1(a) and Fig. 1(b) illustrates how the true detection rate for the
form generation with tags approach varies as the number of clusters increases.
Each curve in Fig. 1(a) corresponds to one of the first six sectors in Table 1, and
each curve in Fig. 1(b) corresponds to one of the second six sectors of Table 1.
In each curve, we plotted the detection rate for the values of K ranging from 5
to 30. When K = 5, the true detection rates are low, and they increase as K
increases. At around K = 25, the true detection rates stabilize.

Each curve in Fig. 2(a) and Fig. 2(b) illustrates how the false alarm rate
for the form generation with tags approach varies as the number of clusters
increases. Similar to Fig. 1, each curve in Fig. 2(a) corresponds to one of the
first six sectors in Table 2, and each curve in Fig. 2(b) corresponds to one of
the second six sectors of Table 2. In each curve, we plotted the false alarm rate
for the values of K ranging from 5 to 30. When K = 5, the false alarm rates
are low, and they increase as K increases. Based on Fig. 1 and Fig. 2, there
is a trade-off between the true detection rate and the false alarm rate, and the
number of clusters can be used to adjust this trade-off.

4.9 Multiple Tags

Often, questions are separated by multiple tags instead of a single tag. As dis-
cussed in section 2, when two questions are separated by multiple tags, we take
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Fig. 3. True Detection Rate vs. Number of Clusters - Vector view of tags
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into account only the tag with the highest nt value. In Fig. 3 and Fig. 4, we took
an alternative approach, and used pairs of consecutive tags instead of single tags.
Thus, each time there were more than a single tag between two questions, we
viewed the tags in pairs (or, equivalently as vectors of two tags).

Fig. 3 shows the true detection rates and Fig. 4 shows the false alarm rates
when the tags are viewed in pairs rather than individually. Comparison of
Fig. 3 and Fig. 4 with Fig. 1 and Fig. 2 indicates that, for some sectors, the
true detection rates increased and the false alarm rates decreased when the tags
are viewed in pairs. This might imply that taking into account the statistical
relations among the tags might increase the accuracy of our approach, increasing
the detection rates and reducing the false alarm rates.

5 Discussion

We are building a universal marketplace site that provides consumers with forms
(with entries, questions, etc.), which consumers can fill out to make their service
specifications. This would allow the consumers to interact with multiple service
providers, to learn their service terms and to compare them without much effort.
We expect that, for some sectors, the form may not span all the specifications,
and the service providers may need to correspond with the consumer to ask for
specifications beyond those covered in the form. However, even in such cases,
the presence of a filled-out form, covering most of the specifications, would be
helpful by reducing the time spent in the correspondence.

Generating a form by aggregating the entries and questions in multiple forms
often requires multiple manual steps, including attribute-value pair extraction
and labeling of the attributes [13]. We offer an alternative approach, where the
HTML tags and form content are utilized jointly to partition the forms into
questions without any manual labor. The partitioning is followed by the cluster-
ing of similar questions and selecting a representative question from each cluster,
automating the aggregation step.

We add that our approach has multiple limitations. First, the sites, from which
we retrieve the web forms, need to be machine crawlable; some sites require
login, or break forms into multiple successive pages. Second, the approach is not
suitable for all types of services; for instance, engaging with a professional service
such as a physician requires other considerations beyond factual specifications.
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Abstract. The Program for Promoting the Urbanism Network is a Spanish 
project promoted by red.es. The main goal of this project is the systematization 
of the urban planning of all the municipalities of the country using a single 
conceptual model that will end with the regional differences. The program has 
two main goals: first, building a Transactional Planning Management System 
based on a service-oriented architecture (SOA) of spatial services for 
processing the urban information, and second, providing an environment for 
publishing the information in the urban planning based on the standards for the 
creation of Spatial Data Infrastructures (SDIs). In a first phase, a collection of 
databases for the urban planning of different areas was generated, as well as a 
collection of services for the exploitation of the databases, and finally, different 
versions of viewers for the urban planning information. The services isolate the 
designers of urban data systems from the internal complexities of the data 
model, whereas the viewers allow final users to access the information in an 
easy and fast way. We show in this paper the Urban Planning Web Viewer for 
the Spanish municipality of Abegondo. The main features of the application are 
the modular architecture based on standard services, and the exclusive use of 
both AJAX (Asynchronous JavaScript and XML) and DHTML (Dynamic 
HTML) technologies in order to provide an extensible and very useful 
application with a high level of accessibility.  

Keywords: urban planning, geographic information system, spatial  
data infrastructure, web viewer, service-oriented architecture, AJAX, 
interoperability. 

1   Introduction 

Red.es is the public entity within the Spanish Ministry of Industry, Tourism and Trade 
(MITyC) responsible for executing certain projects devoted to promote the 
information society. This is done in collaboration with the different autonomous 
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communities, provincial councils and local entities of the country as well as with the 
private sector of the information and communication technology sector (ICT). 

The Program for Promoting the Urbanism Network arises from a collaboration 
agreement between the MYTyC, the Spanish Federation of Municipalities and 
Provinces (FEMP) and red.es in order to introduce the ICT in the urban planning field 
of the local entities. More precisely, this program aims to define the appropriate 
systems, structures and technological resources to turn the urban planning 
information, which is usually drawn and written in paper documents, into digital 
information, and to use the digital information during all the life cycle of the urban 
planning process. That is, from the initial draft to the final application, without loss of 
information. The digital conversion of the information gives the urban planning 
process the typical advantages of information systems, that is, higher accuracy, 
consistency, universal access and ease of navigation through the information and 
reduction or even elimination of the distribution and copy costs [1]. 

Under this context, red.es proposed the definition and implementation of a 
Transactional Planning Management System using a service-oriented architecture of 
spatial services to deal with the urban planning information and a web-based 
publishing environment based on the standards for the creation of spatial data 
infrastructures. Therefore, three different components were generated: 

1. A single conceptual model for urban planning that removes the differences 
between the different regions, and a collection of urban planning databases from 
selected areas following this conceptual model. 

2. A collection of services for publishing the information stored in the urban 
planning databases. These services also isolate the designers of applications 
dealing with urban planning information from the internal complexities of the 
urban planning data model. Among these services, there is a Web Map Service 
(WMS) [2] that publishes the urban planning information as map images with 
different layers, a Web Document Service (WS) that provides a direct access to 
documents and urban planning repositories, and a Planning Service that provides 
an application programming interface (API) with different operations for the 
management of the urban planning database. There are operations in this API to 
compute the urban classification of a geographic point, to search urban planning 
areas by keywords, etc. 

3. Different versions of web viewers for the urban planning information that allow 
people to access the information easily and quickly. 

In this paper we present the urban planning web viewer for the Spanish council of 
Abegondo (in Galicia, Spain). This viewer acts as a client of the WMS, the WS and the 
Planning Service using AJAX and DHTML to provide a really useful application with 
a high level of accessibility. 

The rest of the paper is organized as follows. In Section 2 we describe the 
application focusing on its main functional features. Then, Section 3 is devoted to 
technical features with special attention to the architecture of the system and to the 
interaction with external services. Finally, we conclude the paper showing the 
advantages of the solution and future lines of work in Section 4. 
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2   The Urban Planning Web Viewer: Functional Features 

The Urban Planning Web Viewer is a web-based light client for browsing and 
querying the urban information of the council of Abegondo using the services 
developed by red.es as part of the Program for Promoting the Urbanism Network. 
These services provide the urban planning information by means of geographic 
information as well as alphanumeric information and documents. 

 

Fig. 1. Urban planning web viewer interface 

As it can be seen in Fig. 1, the application user interface consists of a Map Window 
and several panels and toolbars. The Map Window shows graphical information about 
the urban planning information using geographic layers provided by the WMS, and 
other external sources such as the WMS of the Spanish Cadastre, the WMS of the 
National Plan of Air Ortophotography (PNOA) or the WMS of the Geographical 
Information System of the Agricultural Plots (SIGPAC). Furthermore, the panels 
provide the users with additional information and the toolbars enable them to apply 
several different functions, more precisely: 

1. Navigation Toolbar: to move the Map Window over the council surface. It 
provides functions such as: zoom in, zoom out, window zoom, zoom to initial 
extension, drag-based movement, movement to the four cardinal directions, and 
an overview map that shows the situation of the current view with respect to the 
municipality and that provides a quick way to move the view to a certain 
location. 
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2. Current View Information Panel: this panel shows dynamical information about 
the current view such as the coordinates of the cursor, the spatial reference 
system used, the displaying scale (both numeric and graphical) and the address 
(street and number) that is closest to the position pointed by the mouse. 

3. Content Panel: it allows the users to select the information layers that are shown 
in the Map Window. The layers are categorized into those that deal with the urban 
planning (Classification, Categories, Qualification, Management, Systems, 
Protections, Affections and Reservations) and those which provide background 
information (Cadastre and Orthophotographs). The user can also set the 
transparency level of each one of the layers in order to display several ones at the 
same time. 

4. Query Tool: this tool allows users to obtain urban information for a given point of 
the map. This information includes: (1) the information of the current urban 
planning layers, (2) the collection of documents storing the urban planning 
information related to that point along the time, and (3) the graphic plans for that 
point. Figure 2 shows an example of a query result with the tab displaying the 
collection of documents selected. 

 

Fig. 2. Query result 

5. Geocoding Toolbar: a toolbar with a group of tools for searching urban planning 
information using keywords. It also gives the option to search using the 
identifiers of the Spanish cadastre, or even by postal address. This toolbar is 
divided into several tabs, one for each kind of search, and each tab contains a 
form where the users can introduce the information needed (that is, a keyword, a 
cadastre identifier, or an address). All searches are performed in three steps: (1) 
the user introduces the search data and clicks on the button Search, (2) the 
application shows in the results panel the list of elements retrieved that fulfill the 
criteria, and finally, (3) the user selects one of the elements retrieved to 
automatically position the Map Window over that element. 

6. Measuring Toolbar: it contains different tools to measure distances and surfaces 
over the Map Window. 

7. Map and Urban Planning Report Generation Toolbar: these tools provide the 
user with an easy way to generate maps and urban reports from the current view 
in PDF format. The map generation tool creates urban maps using the 
cartography currently loaded in the Map Window (layers and styles associated). 
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With respect to the tool for the generation of urban planning reports, the user can 
request this functionality after performing a query. That is, the user requests this 
functionality from the query results window and the application creates a report 
with the urban planning qualification information for the given point. 
Furthermore, the report can also be sent by email. Figure 3 shows two examples 
of a report and a map generated with the application. 

 
 

Fig. 3. Examples of a report and an urban map 

3   The Urban Planning Web Viewer: Technical Features 

One of the most relevant features of the Urban Planning Web Viewer of Abegondo is 
that it is entirely based on open source software. This assures a low cost of 
maintenance as well as technological independence because the application can be run 
on any platform.  

The architecture of the application is shown in Fig. 4. Notice that it is modular and 
based on the standard services defined by the International Organization for 
Standardization (ISO) and the Open Geospatial Consortium (OGC). This important 
feature ensures that the system is interoperable, it is easy to be extended, and it is easy 
to integrate within a spatial data infrastructure [3] following the INSPIRE directives. 

With respect to the technologies used in the implementation, the exclusive use of 
AJAX/DHTML technologies in the client side clearly improves the accessibility of 
the application because the installation of plug-ins or applets is not necessary in the 
client for its properly performance [4]. 

3.1   Architecture of the Application 

The Urban Planning Web Viewer follows a three-layer architecture following the 
Model-View-Controller architectural pattern. The client side (the View of the 
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Fig. 4. Application architecture 

application) has been implemented using only AJAX/DHTML, whereas the server 
side (the Model and the Controller) has been implemented using Java 2 Enterprise 
Edition (J2EE) technology. 

With respect to the client side, the implementation uses the library OpenLayers [5] 
for the Map Window and the different tools that interact with it. OpenLayers is an 
open source library in Javascript for displaying maps using geographic information 
services as data sources. Some of the panels and toolbars of the client side (such as 
the Geocoding Toolbar or the Content Panel), have been implemented using jQuery 
[6]. This is a Javascript framework that simplifies the interaction with HTML. It also 
simplifies the usage of AJAX technology for handling events and adding interactivity 
to web applications. 

In the server side, the Spring [7] framework has been used for implementing the 
Controller. This framework is an open source software as well, and it speeds up the 
implementation of the Controller of a MVC architectural pattern. We also use 
JasperReports [8] in the server side for the creation of the PDF maps and reports. 
This open source library makes the creation of paper reports very simple. 

3.2   Interaction with External Services  

Beyond the architecture and internal functionality of the application, the most 
powerful feature of the Urban Planning Web Viewer is its capability to interact with 
external services. This feature makes the application interoperable and extensible, and 
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provides for an easy integration in a spatial data infrastructure. To explain this feature, 
we describe the main interactions of our application with the urban planning services 
of red.es and with other services. 

Planning Viewer
(client)

Planning Viewer
(server)

Planning Sevice Planning Databases

1 [A JA X] : alphanumeric request()

2 [SO A P] : alphanumeric request()

3 [SQ L] : retriev e information()

4
5 [SO A P] : reply ()

6 : process reply ()

7 [A JA X] : reply ()

 

Fig. 5. Accessing urban planning alphanumeric information 

To access the urban planning information, the application uses the red.es services. 
In order to access the alphanumerical information, the application acts as a client of 
the Planning Service provided by red.es. This service uses SOAP (Simple Object 
Access Protocol) as the communication protocol, and therefore, XML requests and 
replies are exchanged between the server side of the Urban Planning Web Viewer and 
the Planning Service. A sequence diagram for this process is shown in Fig. 5.  

Planning Viewer
(client)

WMS Planning

1 [A JA X] : cartographic request()

2 [A JA X] : image()

 

Fig. 6. Accessing urban planning geographic information 

With respect to geographic information, the WMS service of the provided by red.es 
is used as the information source. The WMS service fetches the geographic 
information from the urban planning database and generates image maps for the 
information. The client side of the Urban Planning Web Viewer uses OpenLayers as a 
client of this WMS service. Figure 6 shows a sequence diagram that represents this 
situation. In order to access external WMS such as the one provided by the Spanish 
Cadastre or the one provided by the National Plan of Air Ortophotography, the client 
side of the Urban Planning Web Viewer uses the same strategy used for the WMS 
provided by red.es. 
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Planning Viewer
(client)

Planning Viewer
(server)

Street Network Service
(Virtual Office of the
Spanish Cadastre)

WMS Planning External WMS 1 External WMS 2

1 [A JA X] : search a cadastre plot()
2 [SO A P] : search a cadastre plot()

3 [SO A P] : reply ()

4 : process reply ()
5 [A JA X] : query  result()

6 : display  result()

7 [A JA X] : locate a cadastre plot()

8 [SO A P] : locate a cadastre plot()

9 [SO A P] : reply ()

10 : process reply ()

11 [A JA X] : query  result()

12 : center the v iew()

13 [A JA X] : getMap()

14 [A JA X] : getMap()

15 [A JA X] : getMap()

16 [A JA X] : getMap()

17 [A JA X] : getMap()

18 : update the v iew()

 

Fig. 7. Searching using the Cadastre web service 

Regarding the search tool, the Urban Planning Web Viewer uses the street network 
service provided by the Virtual Office of the Spanish Cadastre [9]. Using this service, a 
client application can search the street network of the Spanish Cadastre and the 
information of the Cadastre that is not protected by law. The service defines a protocol 
that uses XML to represent the requests and the replies of the service. Figure 7 shows a 
sequence diagram of this process. First, the server side of the Urban Planning Web 
Viewer queries the external services to retrieve a list of search results that fulfill the 
query terms and then it displays the results to the user. When the user selects one of the 
query results, the Urban Planning Web Viewer uses the geographic location associated 
to the query result to position the Map Window. The client side of the application uses 
OpenLayers to center the Map Window and to retrieve the new maps. 

A more complex use case involves using the urban planning services provided by 
red.es to retrieve information from the urban planning database. This process is 
described by the sequence diagram shown in Fig. 8. The process consists of the 
following steps:  

1. The user types in the Geocoding Toolbar the information and clicks the Search 
button. 

 The client side of the application sends an AJAX request to the server side of 
the application to retrieve the elements that fulfill the search criteria. 
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Planning Viewer
(client)

Planning Viewer
(server)

Planning Service WFS Planning WMS Planning External WMS 1 External WMS 2

1 [A JA X] : search a planning region() 2 [SO A P] : search a planning region()

3 [SO A P] : reply ()

4 : process reply ()

5 [A JA X] : query  result()

6 : display  result()

7 [A JA X] : locate a planning region()
8 : getFeatureBBO X()

9 : XML reply ()

10 : process reply ()

11 : region coordenates()

12 : center the v iew()

13 [A JA X] : getMap()

14 [A JA X] : getMap()

15 [A JA X] : getMap()

16 [A JA X] : getMap()

17 [A JA X] : getMap()

18 : update the v iew()

 

Fig. 8. Searching using the urban planning services 

 The server side of the application invokes the Planning Service using a 
SOAP request. 

 The server side of the application retrieves the reply from the Planning 
Service. The reply is processed and sent back to the client side of the 
application. 

 The client side of the application displays the search results in the results 
panel of the Geocoding Toolbar. 

2. The user selects one of the search results 

 The client side of the application sends an AJAX request to the server side to 
retrieve the geographic location of the element selected. 

 The server side of the application performs a request to the Web Feature 
Service (WFS) [10] provided by red.es in order to compute the geographic 
location of the element selected. 

 The server side of the application retrieves and processes the XML response 
provided by the WFS, and sends the result back to the client side of the 
application. 

 The client side of the application uses OpenLayers to position the Map 
Window centered over the element. In turn, OpenLayers requests the 
required map images from the WMS services associated to the layers that 
are being displayed in the map. 
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4   Conclusions and Future Work 

In this paper, we show the Urban Planning Web Viewer that we have developed for 
the municipality of Abegondo. This work was developed under the Program for 
Promoting the Urbanism Network funded by red.es. The Urban Planning Web Viewer 
allows the citizens of the municipality to browse and query the urban planning 
information. Furthermore, the application provides tools for: (1) finding easily and 
quickly a given Cadastre plot or an urban planning region, (2) querying the 
classification given by the urban planning to a specific geographic point, (3) 
generating paper maps and reports with the urban planning information, and (4) 
performing other operations such as measuring distances, surfaces, or browsing the 
urban planning documents. The paper also describes the architecture of the system 
and the interaction process between the system and the external services are described 
with detail. 

The most important features of the system are the following: (1) it was developed 
using open source software, (2) the architecture was designed using the standard 
services defined by ISO and OGC, and the client side of the application was 
developed using AJAX and DHTML. These features imply that the application has a 
very low maintenance cost, an extensible architecture that is interoperable, and a high 
level of accessibility. Finally, the process of integrating the application in a spatial 
data infrastructure is also very easy. 

As future lines of work, we are considering the following functionality: 

1. Using other external services to perform searches. For instance, we plan to use 
the services provided by Cartociudad [11], which were developed by the 
National Geographic Institute of Spain, to be able to search using postal codes, 
census districts, or street names. 

2. Retrieving from the Cadastre service the complete information of a land parcel 
and displaying this information in the user interface and in the paper reports. 

3. Including e-government functionality such as producing urban planning 
certificates. 
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Abstract. In the IT services business, a multi-year enterprise application 
hosting contract often carries a price tag that is an order of magnitude larger 
than that of the solution development.  For hosting services providers to 
compete over the revenue stream, the ability to provide rapid application 
deployment is a critical consideration on top of the price differences.  In fact, a 
data center is tested repeatedly in its responsiveness, as application hosting 
requires iterations of deployment adjustments due to business condition, IT 
optimization, security, and compliance reasons.  In this paper, we report an 
enterprise application deployment governance portal, which coordinates service 
delivery roles, integrates system management tools, and above all keeps the 
clients involved or at least informed.  In the data center operations such as: 
early engagement, requirement modeling, solution deployment designs, service 
delivery, steady state management, and close out; this paper illustrates how the 
Google Map technology can be used in representing both the target deployment 
architecture and delivery process. The Google map model can then be used in 
delivery process execution and collaborations.  The resulting governance portal 
has been fully implemented and is in active use for the data center business 
transformation in IBM. 

Keywords: Hosting Services, Data Center, On Boarding, Service Delivery 
Process, Cloud Computing, Group Wisdom, Wiki, Business Support System, 
Operations Support System, Google Maps, and Web. 2.0. 

1   Introduction 

In IT services business, an enterprise application is said to be in a “transition” phase, 
when the application is installed and configured onto physical machines in a hosting 
environment. Transitioning of an application can happen several times in its lifecycle, 
as it moves to different hosting services providers. Application transition is iterative 
in nature, involving multiple passes of adjustments to approach optimal performance. 
The changing business or IT requirements also trigger adjustments in deployment 
architecture. Poorly designed or executed transitions can result in excessive delay of 
production, wastes, non-compliance or down times in steady-state. 

For an enterprise application owner, criteria for selecting a hosting services 
provider can be: 1) meeting the IT requirements, 2) having an affordable financial 
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model, and 3) demonstrating quality in execution. Requirements to a data center can 
be functional as well non-functional, e.g., high availability (HA), disaster recovery by 
migration, on-demand resource allocation and degrees of service level agreements.   
All of the above can affect the deployment architecture [1, 2, 3]. On the other hand, 
while clients are making selections, data centers are also selective in choosing 
application profiles to support, based on economy of scale considerations and the 
availability of required application supporting skills. For examples, offerings from a 
hosting services provider can be specialized for SAP applications only. 

For financial model and cost saving considerations, an outsourcing provider’s 
value proposition usually offers significant cost saving, say, larger than 20 percent, 
compared to the in-house operations, made possible by the economy of scale operated 
by the provider. Additionally, a client company can move hardware and facility 
capital off the book by outsourcing. 

 

Client Applications

Requirement
Modeling

Business Continuity

Business
Intelligence

&
Quality

    Transition/On-Boarding

System Management

collaborative experience

 

Fig. 1. Enterprise Hosting Services 

When it comes to deployment, currently a typical enterprise data center takes not 
hours or days, but rather months, to transition a production application. A hosting 
service provider faces the task of orchestrating dozens of service delivery roles within 
a data center, as well as the need to leverage across data centers to jointly support 
complex applications. Fig. 1 shows the aspects of work done by the enterprise hosting 
services in: 1) requirement modeling, 2) transition/on-boarding, 3) business 
continuity, and 4) business intelligence & quality measure. This paper addresses data 
center operation issues in how to improve the efficiency and quality of deployment 
requirement execution, towards responsive and rapid on-boarding of applications to 
data centers. Section 2 gives a high-level list of what deployment operations are to be 
orchestrated inside a data center. Section 3 shows a model-driven, collaborative 
execution approach, in which requirement and process models are constructed based 
on a new collaborative technology based on Google Maps. We will show how the 
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collaboration can be extended across data centers in Section 4, before concluding with 
the implementation results in Section 5. 

2   Enterprise Application Deployment Operations 

To explain why it takes months to deploy an enterprise application for production, in 
addition to the usual tasks such as, early engagement, requirement definition and 
solutions design, we highlight a few major activities for the rest of the deployment 
operations in Table 1.   

Table 1. Enterprise Application Deployment Major Delivery Activities 

1. Begin delivery 
    -- Transition meetings, procure HW and SW 

 2. Install and configure servers 
    -- Allocate HW, server name/IP, server configurations, build servers, ID mgmt 

 3. Install and configure middleware 
    -- Application & middleware support, initial data load, configure backup 
 4. Deploy servers 
    -- Security scan, enable firewall 
 5. UI compliance 
    -- Corporate compliance, exceptions, hosting domain, URL taxonomy & redirect 
 6. Steady state readiness and preparation for future change requests 
 7. System integration test 
 8. Application performance test 
 9. Steady state cutover 
10. Initiate billing 
11. Conclude delivery 
    -- Client checkpoint meetings, delivery survey, lessons learned, documentation 
12. Steady state mgmt 
    -- Support hosting environment 
    -- Server/network outages, issues, problems, changes, risks, dependencies 
    -- Server availability results 
    -- Annual contract, workload, rates review 

13. Close out 

There are usually several rounds of initial engagement negotiations between a 
client and an engagement manager before reaching an agreement. The delivery then 
begins with a teaming meeting among the assigned architect, project manager, and 
technical specialists. Staffing and acquiring physical resources are potentially major 
road blocks, if the data center business model does not include adequate forward 
planning. 

The automation of installing and configuring servers and middleware has been 
much discussed in Cloud Computing recently [4, 5]. Surprisingly, server installation 
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or configuration is actually not reported as the bottleneck in the long production 
process. For instance, the various security scans and compliance checks could take 
more time, especially so if there are exceptions to be approved. 

While the configured application is going through integration tests and 
performance tests, the client can get familiar with the process of making future 
change requests. Examples of change requests are: the need to move a server to a 
different security zone, adjust the size of a server cluster, and increase the dedicated 
RAM size of a logical server. 

The system administrators are notified ahead of new servers coming on line, and 
will begin receiving the servers after passing the tests, and the transition team cuts 
over the applications to the steady-state team. Meanwhile, the billing process can be 
initiated, and the transition team needs to wrap up the delivery with client checkpoint 
meetings, delivery survey, lessons learned discussion, and documentation. A 
graphical representation of the service delivery activities with dependencies is shown 
in Fig. 2. 

 

Fig. 2. Solution Delivery in Enterprise Application Deployment 

The steady-state system management team is to maintain the hosting environment, 
recover from server/network outages, resolve issues or problems, respond to change 
requests while the application is on-line, and continuously identify risks or 
dependencies to stake holders. Finally, the account office may need to exercise the 
close out process, when the client discontinues the hosting services. 

3   Collaborative Workflow over Google Maps 

In this section, a new approach is introduced for model-driven hosting services 
delivery. 

3.1   Hosting Services Delivery Web 2.0 Modeling 

To begin, we propose a model with deployment architecture and transition process as 
two dimensions in modeling. An example of the two-dimensional model is given in 
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Fig. 3. Deployment Architecture and Transition Process Modeling 

Fig. 3. The deployment architecture model shows the deliverables, and the transition 
process model shows the work orders needed to transition the application to the 
hosting environment. Both the architecture and process are in Google Map 
representation, for easy of user annotations and interactions with automated 
management tools. 

3.2   Using Google Map Technology for Workflow Annotation and Governance  

To orchestrate the various work orders, instead of using a workflow engine, scenarios 
are organized as a hierarchy of Process Google maps, and state transitions are done by 
manual annotations. Not just relying on the project manager, any concerned data 
center personnel can assign responsibility, record status (e.g., green, yellow, red), 
modify planned duration, report actual duration, and comment on a particular 
execution. There is no strict sequence that one must follow, as the links are just 
suggestions on the flow. Therefore, progress will not be held up by a person who was 
originally assigned to do the work but failed to show up, since any person can take 
over or reassign the work. Of course, all actions taken against the map will be 
recorded and communicated to people who subscribe to information about specific 
work orders. There is extra intelligence behind the process map, such as a mechanism 
to announce the readiness of a work order to be executed, and email interactions for 
getting decisions in a process map.   

As the process is being executed, results can be reported by annotations to the 
Deployment Architecture Google map. For example, if a server configuration 
discovery tool is available, such as IBM TADDM [6], the detailed installation steps 
performed on the servers can be detected by the discovery tool and reported on the 
architecture map as machine generated annotations. The architecture map continues to 
be useful into the steady state, as performance tools can report run-time health check 
results on servers. The monthly billing which is mostly based on Service Level 
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Agreement results, such as server availability, can be calculated accordingly and show 
up on the architecture maps as well. To keep application owner connected, clients are 
given degrees of access and will be able to make inquiries about the process maps and 
the architecture maps. As it is mentioned earlier, an enterprise application transition 
can take months. Clients need to be connected to the data center operations, for the 
data center to maintain a responsive impression. This open access to clients and 
delivery persons on the floor has been found key to execution quality improvement. 

3.3   Deployment Architecture-Driven Workflow Customization 

As was mentioned earlier, an application owner can request a change in the 
deployment architecture iteratively. Depending on what the change is, only a subset 
of the transition process is needed. A project manager and/or deployment architect 
would normally need to have in-depth technical knowledge and discipline to 
customize the transition process maps. We have thus implemented this intelligence 
behind the Google maps. The idea is not to construct a custom hierarchy of progress 
maps from scratch, but to identify irrelevant steps in the super set. Our approach is to 
compute the differences shown on two successive versions of the architecture map.  
With a rule-based system, one can determine answers for the decision steps in the 
process maps and grey out the irrelevant branches.   

4   Web Delivered Data Center Governance Services 

So far we have given an overview on the enterprise application deployment 
operations, and established a model for the requirements and the processes. In this 
section, we will report on the development of a hosting services governance portal.   

For different user roles, we have established several personalized tree navigation 
views, such as My Clients, My Financials, My Servers, and My Actions. From My 
Clients, a user can see client accounts and account info, filtered by the personal 
responsibility info. From a client account, a user can drill down to the client 
application level and view application information. For an application, one can unfold 
to find all the iterative client requests toward the application. At the client request 
level, a user can proceed to view the deployment architecture maps and transition 
process maps. The map-based views also come with alternative table views, in which 
the hierarchy is represented by indented rows. 

A portal user can find all needed information at various levels inside the My Client 
tree navigation views. For convenience, relevant client billing cases are also sorted 
under My Financials tree navigation, for the financial analysts or managers. The 
navigation design has been given special attention so that a financial analyst doest not 
miss out any billing. In the same concept, all servers that are to be touched by a portal 
user can be found in one place under My Servers view. Similarly, all work orders 
associated with a specialist can be found under My Actions view. 

To support these account management, project repositories, and billing functions, 
we have implemented over one hundred business and operations support system 
(BSS+OSS) web services in the back office. For the client facing front office  
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functions, we have the client experience begins with requirement definitions and 
pricing estimates. This is for the purpose of responding to client inquiries in a  
self-help fashion. 

The portal software can also provide a Platform-as-a-Service (PaaS) to another data 
center, which lacks its own governance system and may be still relying on 
spreadsheets for account and project management. Moreover, when a client needs to 
employ multiple federated data centers for the hosting of a single application, having 
a complete collection of data center offerings at a common portal enables the 
requirement modeling. A model of the common portal is shown in Fig. 4. 

 

 

Fig. 4. A Common Hosting Services Governance Portal 

5   Concluding Remarks 

Data center governance has been found the most significant bottleneck in a hosting 
services business. The account and project offices in this layer are at the center of the 
operations, integrating clients, service delivery specialists, tools, and business and 
operations support system web services. The web 2.0 fashioned open contributions 
allow best practices by group wisdom to emerge, as timely feedbacks can be recorded 
during the process execution. The visualized deliverables and execution paths in 
Google Maps have been found valuable by the users to enhance human discipline 
without incurring inflexibility. Preliminary analysis shows the implementation of this 
governance portal has potential to help grow the piloting data center business by more 
than 50% with rapid deployment. The new centralized accountability database also 
replaces thousands of isolated spreadsheets. Further improvements are expected as 
business intelligence data is made available to clients, showing how the client 
business is supported by IT, and to the data center managers, showing how resources 
are being utilized and how teaming can be improved. 
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Abstract. We present a system description for an archival information
system with three different approaches to gain online access to digital
archives created in the metadata standard Encoded Archival Description
(EAD). We show that an aggregation-based system can be developed on
archival data using XML Information Retrieval (XML IR). We describe
the different stages and components, such as the indexing of the digital
finding aids in an XML database, the subsequent querying and retrieval
of information from that database, and the eventual delivery of that
information to the users in a contextual interface.

1 Introduction

Cultural heritage (CH) information from libraries, museums and archives can
be increasingly found online. In the past, the physical CH artifacts, like books,
paintings or a personal letter, were described and catalogued in paper finding
aids by curators. For example, a user who was looking for a personal letter in
a collection created by a historical person, had to go to an archive to find that
letter by consulting paper finding aids and the archivist. Nowadays, with the
advent of digital finding aids to provide online access to these (unique) physical
artifacts, that is no longer needed. A major benefit for users is that CH materials
are disclosed more effectively and efficiently both in terms of time and effort.

Several metadata schemas are used to create the digital finding aids, such
as Dublin Core, MARC, and increasingly, the international standard Encoded
Archival Description (EAD). The archives, but also manuscript libraries and
museums, are expanding their digital resources by adopting EAD in XML and
putting them online as digital archives, which means that structural CH infor-
mation can be exploited on the Web for web services. The state-of-the-art online
archival finding aids in EAD are a nearly one-to-one mapping of paper finding
aids. A distinct property of the old paper finding aids and hence also the new
ones in EAD, is that these files are long in content and complex in structure
with very deep nesting of the elements in the XML tree hierarchy.

This paper outlines a system description for README1—an online archival
information system that is able to retrieve information within the archives using
three approaches that exploit the granularity and structure of archival finding
aids in EAD using XML Retrieval in order to provide focused access (see Sec-
tion 2). Section 3 continues by explaining the different components of the system
1 Acronym for “Retrieving Encoded Archival Descriptions More Effectively.”
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more in detail. We point to the evaluations of the three system approaches in
Section 4, and conclude the paper in Section 5.

2 Related Work

2.1 Encoded Archival Description

An increasing number of archives and manuscript libraries, and also museums,
use the international standard Encoded Archival Description (EAD) to encode
data that describe unique primary resources in the form of archival materials,
such as corporate records and personal (hand-written) papers [5]. These collec-
tions may have millions of unique items, which can be in any form or medium.2

The archives are organized hierarchically. EAD consists of a set of descrip-
tive elements to describe the archives. The three highest level elements are
<EADHEADER>, the optional <FRONTMATTER>, and the archival descriptions in
<ARCHDESC>. The components <Cn> of the whole are nested in <ARCHDESC>,
where n ∈ {01, ..., 12}, see Fig. 4. For example, <C02> is the sub-component of
<C01>, and so on. A component can also be unnumbered. The EAD files can be
deeply nested and lengthy in content with thousands of pages (or more) [5].

There is no shortage of metadata in archival finding aids [4], but is “just a
matter of finding the right hook to make them more accessible.” XML Informa-
tion Retrieval techniques can be employed to deal with this problem and be used
to maximally and most effectively exploit these ‘hooks.’ Using this markup, we
can zoom into any of them—at the same time index and retrieve them.

2.2 XML Information Retrieval

The indexing and retrieving of these ‘hooks’ (elements) is done using XML In-
formation Retrieval (XML IR), which is a branch of Information Retrieval that
deals with the retrieval of arbitrary parts of XML files given the XML structure,
and attempts to use the XML markup of documents to the fullest for ‘focused’
information access by not only providing direct access to a whole document, but
also to a part of the document. The structure is exploited to expose information.

As illustrated in [8], structured text retrieval supports the representation and
retrieval of the individual document components defined by the logical structure
as represented in a hierarchical document, such as an EAD file. This structure
can be distinguished in two types of units [8]: (a) atomic units (or ‘text content
elements’) that only contain text and no XML elements, and (b) composite units
(or ‘nested elements’) that contain other units and can be further ‘decomposed’.
The same is true for EAD, see Fig. 4, where atomic units such as <UNITID>,
<UNITTITLE> or <UNITDATE> are represented as leafs and composite units like
<DID> are non-leaf nodes. However, we extend this representation with mixed
content nodes, i.e. elements that contain both text and other elements. An in-
stance of a mixed node could be the composite unit <UNITTITLE> that may have
been annotated with a semantic tag like <PERSNAME> (which is allowed in EAD).
2 For example, plans, drawings, charts, maps, photographs, audio, and video [5].
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1 <EAD>

2 <EADHEADER>

3 [..]

4 </EADHEADER>

5 <ARCHDESC>

6 [..]

7 <C01>

8 [..]

9 <C02>

10 [..]

11 <C03>

12 <DID>

13 <UNITID>

14 [..]

15 </UNITID>

16 <UNITTITLE>

17 [..]

18 </UNITTITLE>

19 <UNITDATE>

20 [..]

21 </UNITDATE>

22 </DID>

23 [..]

24 </C03>

25 </C02>

26 </C01>

27 </ARCHDESC>

28 </EAD>

(a) EAD in XML (b) EAD as mono-hierarchical schema

Fig. 1. Representation of Encoded Archival Description as mono-hierarchical schema
using XML elements as nodes for Information Retrieval

3 README System Description

3.1 Digital Finding Aids in XML

We obtained in total 8,159 finding aids from 3 sources: the National Archives
of the Netherlands (NA), the International Institute of Social History (IISH),
and the Archives Hub (AH). The statistics are shown in Table 1, which shows
the number of files from each source, the distribution of the length of content in
bytes (without XML markup) and of the structure in terms of XML tags.

We show that there is strong positive and significant correlation on a 95%
confidence interval between content length and XML markup (Spearman’s ρ
and Kendall’s τ , p < 0.01, 2-tailed). The correlation in the NA data is very
strong, likely due to the length which results in more tags. This correlation is
less strong for the finding aids from the AH or IISH, because their finding aids
were shorter, and sometimes copy-pasted from legacy data, where the conversion
to EAD has not been complete, and hence large chunks of text without XML
markup occurs.

3.2 Indexing and Storage

Before the indexing and storage, we preprocess the files to make them strictly
well-formed and valid XML—which was a prequisite for indexing in an XML
database. Many of the files were not well-formed XML (missing closing tags,
wrong nesting), and the ones from the Archives Hub were in SGML. In order to
map them to well-formed XML, we bootstrap the files using the SGML to XML
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Table 1. Statistics of the archival finding aids, where ** is significant at 0.01 level
(2-tailed) using Spearman’s rho and Kendall’s tau

Source N Content (bytes) Structure (count) Correlation
Mean Median Mean Median Spearman’s ρ Kendall’s τ

NA 2,174 53,571.65 12,974 2,891.46 481 0.9596** 0.8280**
IISH 2,866 11,187.19 1,736 481.93 57 0.7678** 0.5916**
AH 3,119 3,886.96 2,054 117.94 65 0.6958** 0.5310**

converter OSX in OpenJade3, then process them again in XML Lint4, and then
cleaning them up (like making all tags uppercase) in HTML Tidy5. Since we deal
with mostly Dutch language data, but for example also French and German, we
used the ISO/IEC 8859-1 character encoding.

The system is based on MonetDB with the XQuery front-end Pathfinder [1]
and the information retrieval module PF/Tijah [3]. All of our 8,159 finding aids
in EAD are indexed into a single main memory XML database that completely
preserves the XML structure and allows powerful XQuery querying. We indexed
the collection without stopword removal, and used the Dutch snowball stemmer.

3.3 Retrieval Model

For the retrieval of individual and any arbritary elements, we employ statis-
tical language models (LM) [6], i.e. the probability distribution of all possible
term sequences is estimated by applying statistical estimation techniques. The
probability of each individual term is calculated using the maximum likelihood
estimate (mle), which corresponds to the relative frequency of a term ti in an
element e, Pmle(ti|e) = tfi,e∑

t tft,e
where tfi,e is the term frequency ti normalized

by the sum of all frequencies in an element e.
We estimate the probability that the element model can generate the given

query q. By applying Bayes’ theorem, this can be obtained by

P (e|q) =
P (q|e) · P (e)

P (q)
∝ P (q|e) · P (e) (1)

where P (q) can be ignored for ranking, and the prior P (e) is assumed to be
uniform. The query likelyhood (or conditional probability) is based on a model
that represents an element using a multinomial probability distribution over
a vocabulary of terms. For each element, a model on an element is inferred,
such that the probability of a term given that model is p(t|e). The model is
then used to predict the likelihood that an element could match a particular
query q. We make the assumption that each query term can be assumed to be

3 http://openjade.sourceforge.net/
4 http://www.xmlsoft.org/xmllint.html
5 http://tidy.sourceforge.net/

http://openjade.sourceforge.net/
http://www.xmlsoft.org/xmllint.html
http://tidy.sourceforge.net/
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XQuery snippet
1 let $options := <TijahOptions ir-model="LMS" collection-lambda="0.15" returnNumber="M" />
2 let $query_text := tijah:tokenize("query terms")
3 let $query_nexi := concat("//EAD[about(., ", $query_text, ")]")
4 let $qid := tijah:queryall-id($query_nexi, $options)
5 let $nodes := tijah:nodes($qid)

Fig. 2. XQuery code that illustrates the initialization of system parameters and the
use of NEXI for querying. Here, we search in root nodes only, which corresponds to
the full text of the document.

XQuery snippet
6 let $result := for $node at $relevance in $nodes
7 return
8 <result>
9 <rel>{ $relevance }</rel>

10 <num>{ (count($node/preceding::*) + 1) }</num>
11 <file>{ data($node/ancestor-or-self::EAD/@FILE) }</file>
12 [more xpath selections...]
13 </result>
14 let $total := count($result)
15 return <results total="{$total}"> {
16 for $res in distinct-values($result/file)
17 let $cs-group := $result[file = $res]
18 for $cs-group2 at $rank in $cs-group
19 where $rank <= N
20 order by string($cs-group2/file), number($cs-group2/num), number($cs-group2/rel)
21 return
22 <out id="{$res}">{ $cs-group2 }</out>
23 } </results>

Fig. 3. XQuery code that illustrates the retrieval of elements according to relevance,
grouping of results by file name, and subsequent re-ordering of the retrieved results
given the original document hierarchy

sampled identically and independently from the element model. Applying this
assumption, the query likelyhood is obtained by multiplying the likelihoods of
the individual terms contained in the query:

P (q|e) =
∏
t∈q

P (t|e)n(t,q) (2)

where n(t, q) is the number of times term t is present in query q.
To deal with zero probabilities because of non-existing terms in case there is

sparse data, smoothing techniques are applied. The retrieval model uses Jelinek-
Mercer smoothing, which is a mixture model between the element model and
the collection as background model, so

P (t|e) = (1 − λ) · Pmle(t|e) + λ · Pmle(t|C) (3)

where Pmle(t|C) = eft∑
t eft

, eft is the element frequency of query term t in the
collection C, and the λ is set to 0.15.

3.4 Querying and User Interfaces

We discuss now the three approaches deployed in the README system, which
is written in Perl using XHTML, CSS, and JavaScript. The connection with the
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(a) Document retrieval

(b) Element retrieval

(c) Aggregation-based retrieval

Fig. 4. An overview of the three approaches in the README system with the query
“koude oorlog spionage” (in English: cold war spying)

database server is made in Perl using a socket and XML RPC. We can search
between different sources and within a source—the provenance is made clear
by showing an icon in front of a result that corresponds to a source. For each
retrieval approach, we also present a user interface (see Fig. 4).

Approach 1: Document Ranking. The XML database is queried using
XQuery extended with Narrowed Extended XPath I (NEXI) [7]. For docu-
ment ranking, we provide the root element (the whole document) as target
element. The following piece of XQuery code in Fig. 2 illustrates the proce-
dure in PF/Tijah for document ranking that retrieves M number of documents
stored in $nodes. The corresponding interface is depicted in Fig. 4(a).
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Fig. 5. Deeplinking to the result display with dynamic Table of Contents

Approach 2: Element Relevance Ranking. For element relevance ranking
(see Fig. 4(b)), we do not provide a structural hint in the form of a target
element, hence any EAD element can be retrieved, including the absolute XPath
of an element, such as /EAD[1]/ARCHDESC[1]/DSC[2]/C01[4]/C02[8]/DID[1].
It describes the position of an element in the XML tree hierarchy. The rest of
the procedure is the same as the document ranking as described above.

Approach 3: Aggregation-based Ranking. The approach goes a step fur-
ther than the standard element relevance ranking as Fig. 3 and Fig. 4(c) show.
It takes relevance <rel> into account. Any and arbritrary elements can be re-
trieved. The retrieved elements are returned in original order as in the XML file,
by computing the distance of the retrieved element to the root node in <num>.
We group the retrieved elements by its creator <file>. Eventually, all retrieved
elements are ordered by these variables with the top N number of elements per
archive. In our system we set this to 8, but it can be made dynamic by allowing
users to move beyond that threshold. As explained in [9], the aggregation-based
approach optimally utilizes the context of the archives.

3.5 Result Delivery

The hitlist is connected to the result display with HTTP parameters using CGI:
the query, XPath, source, and file name are always stored in the URL for persis-
tency and to facilitate the analysis of the search logs. The system can deep-link
(with the element and aggregation approaches) by rendering HTML anchors for
each element using its (unique) XPath as anchor identifier. We deliver a result
by physically linking a result to its file, and render its result display with the Ta-
ble of Contents (ToC) using the SAXON XSLT processor6—this is faster than
retrieving everything again from the index. There is minimal transformation
from the original XML file, because EAD is as much document-centric (directly
view-able by users in a browser) as it is data-centric. We use the Yahoo! User

6 http://saxon.sourceforge.net/

http://saxon.sourceforge.net/
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Interface Library (YUI)7 to make the ToC dynamic and enable enhanced inter-
action, see Fig. 5. The ToC can be dragged and collapsed—making it an extra
non-obtrusive tool to locate information within the retrieved file.

4 Evaluation

On the one hand, the system has been (preliminary) evaluated with 9 users,
and more details on this study can be found in [2]. On the other hand, we have
evaluated the system from a system-focused point of view [10]. The user study
showed that the element ranking approach was least appreciated out of the 3. The
aggregation-based approach was appreciated the most. However, the retrieval ex-
periment showed that the element ranking approach has far better retrieval per-
formance than the aggregation-based approach, though the aggregation-based
approach seems to find more relevant results in the beginning due to the orga-
nization of the archives—showing support for the aggregation-based approach.

5 Conclusion

We have formally introduced and described the Retrieving Encoded Archival
Descriptions More Effectively (README) system that provides enhanced access
to cultural heritage information. The system employs the XML IR method as
an alternative, more focused means to gain access to online digital archives,
effectively exploiting the structure to search and find valuable information.
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Abstract. We present Metamorph, a system and framework for gener-
ating vertical deep Web search engines in a knowledge-based way. The
approach enables the separation between the roles of a higher skilled
ontology engineer and a less skilled service engineer, which adds new
web sources in an intuitive, semi-automatic manner using the proven
Lixto suite. One part of the framework is the understanding process for
complex web search forms, and the generation of an ontological repre-
sentation of each form and its intrinsic run-time dependencies. Based on
these representations, a unified meta form and matchings from the meta
form to the individual search forms and vice versa are created, taking
into account different form element types, contents and labels. We dis-
cuss several aspects of the Metamorph ontology, which focuses especially
on the interaction semantics of web forms, and give a short account of
our semi-automatic tagging system.

1 Introduction

Most content on the Web is still in a format that is intended for human beings
and is not per se machine readable. The Lixto suite [1] is a commercial product
that can be used to extract this content and transform it into a form more suited
for automatic processing. Lixto Visual Developer (VD) wrappers are created in
an visual and interactive manner by marking relevant content on a web page, and
they use Elog and XPath expressions to reference and extract from the relevant
pieces.

In this paper, we present the Metamorph system, which extends the hidden
web capabilities of Lixto VD for generating vertical deep Web search engines, i.e.
engines that search in parallel on a number of web search forms of a particular
(vertical) domain. Metamorph provides means to identify, reference, and manip-
ulate web search forms in a knowledge based manner; the knowledge is split into
a general web and a domain specific part, is formalized in RDF/OWL plus a set
of rules and is capable of covering all kinds of mappings that are necessary to
map web forms. Rather than mapping web form elements to those of a central
or other remote web forms, Metamorph acknowledges the fact that modern web

G. Vossen, D.D.E. Long, and J.X. Yu (Eds.): WISE 2009, LNCS 5802, pp. 473–480, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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forms can be regarded as mini applications, because they can contain tempo-
ral and other dependencies. Consequently, Metamorph goes beyond traditional
schema mapping and models web form interactions, i.e. the whole interaction
sequence a user of web forms has to perform in order to reach his goal.

1.1 Related Work and Comparison

Unlike many academic and commercial approaches to web scraping, this work
focuses primarly on understanding web forms and deep web navigation. In the
area of structured data extraction, a number of well-known methodologies have
been proposed, eg. Roadrunner [4] for automatic extraction, Dapper [6] in the
area of machine learning; interactive approaches have been proposed by mashup
enablers such as Intel Mashmaker [13] or Lixto Visual Developer [1]. Our work is
orthogonal in many aspects; it is more focused on understanding the flow logic
and the interactions of web applications than on extracting from (more or less)
static pages.

In [2][3][11][12] tools and methodologies for web data extraction are compared
with each other. These tools offer formidable data extraction and integration
solutions. However, most such tools lack the support for meta-search specific
problems such as form understanding, a workflow-based extraction from multiple
sources, techniques for selecting relevant sources, and sometimes even technical
issues such as load balancing. On the other hand, in the area of information
integration on the Web several mashup assembly platforms have been created
including e.g. Yahoo Pipes [17] and IBM Mashup Center [10]. The DeLa system
sends queries to HTML forms after having annotated their elements [16]. Embley
et al. describe the usage of tokenization techniques for web data extraction [7].

There are also fully automatic approaches: The University of Illinois and
SUNY Binghampton develop interesting approaches and prototypes for discover-
ing web data bases, generating search interfaces for particular domains, and data
extraction [14]. The WISE-Integrator [8] uses positive matches and predictive
matches to build attribute clusters and applies a majority rule to choose global
attribute names. The MetaQuerier system [9] automatically extracts and query
interfaces from websites by using just form element labels and matches them.
Their application follows a generic approach to match any two search interfaces.
The DEQUE system [15] models and wraps deep web search forms and result
pages.

In contrast to the presented literature, Metamorph firmly relies on a domain
ontology that has to be created in advance, but enables higher precision form
extraction and mapping because attribute values can be considered as well. A
distinguishing point from other systems is that Metamorph considers the inte-
gration of web forms as more complex than schema matching. Modern web forms
often have dependencies between their controls that are expressed in Javascript
code (filling out one field changes the options of another field). Metamorph takes
this into account by modelling the interactions a user would need to take to for-
mulate a request, and by constructing an interaction sequence for automatic
submission. We also believe that the interpretation of query results is essential



Automated Ontology-Driven Metasearch Generation with Metamorph 475

to any meta-search framework, and that a feedback loop has to be established,
which can improve the domain knowledge quality with every request. The Meta-
morph framework employs Lixto wrappers for the acquisition and transformation
of website query results.

2 Overview of the Metamorph System

Figure 1a shows the main components of the Metamorph system. The central
part is the Metamorph generator (shown on the left side) that holds the knowl-
edge base and the inference and planning engine. For every metasearch domain
like air travel, hotel search etc. an ontology engineer has to create a domain
ontology that is integrated into the knowlege base.

In each domain, there exists a number of search forms on the Web. These
forms are tagged and annotated by a service engineer with the help of a semi-
automatic tagging tool: Known domain concepts are automatically tagged and
can be reviewed and enhanced by the service engineer on a visual level. Af-
ter that, all annotations are converted into RDF instances and stored in the
generator knowledge base.

Whenever the service engineer adds a new form description to the knowledge
base, the Inference and Planning Engine compiles a plan that is ready to run
inside the Execution Engine, and that is fully independent of the generator. The
plan contains information on how to translate any metasearch query that can
be posed by a user back into interaction sequences that are compatible with the
original web form. Finally, users can pose queries to the execution engine by
filling out a metasearch form. The execution engine executes all the plans on all
remote websites and aggregates the results and presents them to the user.

Metasearch
User

MetaMorph Generator

Execution Engine

Ontology
Engineer

Service
Engineer

Aggregated
Results

Query

Search

Domain Ontology

Tagging Tool

Knowlege Base

Inference and 
Planning Engine

NER

Plan

Web Requests

(a) Metamorph system and users

form

form

form

Metamorph
ontology domain

html

action

query

(b) Query mapping via ontology

Fig. 1. Metamorph system overview
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In the following sections, we will provide some details about Metamorph’s
central knowledge base and discuss how web page forms are tagged in a semi-
automatic way.

3 The Metamorph Ontology

Our ontology is structured as outlined in figure 1b. Arbitrary web forms are
represented in the Metamorph RDF model. A meta-query request posed to the
Metamorph system is translated into a query on this model and results in an in-
teraction sequence for all web forms represented in the model. We use RDF/OWL
models to formalize the Metamorph ontology, enhanced by rules as provided in
the Jena toolkit.

Each search form on a website has its own idiosyncratic way for representing a
search request. To capture the specific semantics for such a form, the Metamorph
ontology must be able to represent three aspects:

– html: The technical details how the local search form is constructed, which
HTML input elements were used in which combination and their positions
on their source page for further reference.

– domain: A domain model rich enough to annotate each semantic reference in
the local search form. For our flight–search example, this includes concepts
for time and date, geographical locations, passengers and reservations.

Table 1. User interaction primitives

PICK(x) select option x in a choice field
CLICK(x) click on element x
ENTER(s,x) enter string s into textfield x

– action: Each HTML form element has an intrinsic action associated with
it; a button can be clicked, a string value can be fed into a text field (see
table above) Performing the right kind of actions in the correct order will
successfully submit a query to the deep web information source.

Interactions are subject to various constraints. Some forms require that the ele-
ments in a form are filled in in a certain order; there may be alternatives to fill
in certain values (for instance, the user can either use a date picker control or fill
in the date in a text field, but not both); the last action to take after filling in
all fields is to press the submit button. When constructing the action sequence
all these contraints have to be fulfilled.

Example: Suppose there is an select box containing month names. During
tagging, the relation from pure text strings to the Month concept has been
established. The interaction semantics for each option can be expressed as

pick(o1) achieves fillin(monthJanuary)
pick(o2) achieves fillin(monthFebruary)
...
pick(o6) achieves fillin(monthJune)
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A request posed to the Metamorph system involving the month June will now
derive that the corresponding action is to pick the item o6 (a HTML option
element). Other fields in the request will yield similar actions. To fully resolve
the request we pick from all those generated actions a sequence that is consistent
with all constraints that are in effect.

We can take this translation a step further. With the semantic information
gathered in our entangled ontologies, we can actually devise a plan for mapping
the query schema. This plan can then be translated to a scripting language and
executed independently of the resource intensive reasoning framework:

if (month == january) pick(o1)
if (month == february) pick(o2)
...
if (month == june) pick(o6)

Note that this script does not any more refer to any internal ontology details. It
is purely end-to-end from the global searchparameters to the interaction language.

Modeling one-to-many mappings. Sometimes it is necessary to map from an
input element to a combination of domain concepts, forming an 1:n relation.
Straightforward modeling this with multiple mapping relations is undesirable,
because it requires higher-order predicates to reason about these situations. For-
tunately, in all cases we studied, the arity of the one-to-many mappings was a
constant. Therefore we make this explicit by introducing fixed-arity Tuple con-
cepts. In figure 2a we see the common case where a form element matches a
combination of month and year. This combination is made explicit by intro-
ducing an individual of class Pair and the relation first-element and second
element. In the same manner we can define triples, quadruples and higher order
combination concepts.

o

january

2007

1
2

(a) one-to-many mapping

texfield1 e Dateencodes

java.util.SimpleDateEncoder

"yy/mm/dd"

(b) encoder

o2

january

o1 departure

return

(c) roles

Fig. 2. Metamorph design patterns

Concept-to-text mapping with encoders. Text fields allow no unambiguous
translation of domain concepts to form elements, since it is not clear how to
compute an appropriate string representation of a concept. We introduce the
notion of encoders, external functions that will translate a concept to a fitting
string representations. A encoder is a special kind of an external functions whose
range is always a string. In figure 2b we see an text field matching an encoder
e, mapping from the concept Date to a string, using the encoding yy/mm/dd. e
has a reference to a Java class wrapping up the actual code.

Modeling one-to-many mappings with roles. Sometimes concepts in the request
cannot be distinguished by their type alone. To identify them unambiguously,



478 W. Holzinger, B. Krüpl, and R. Baumgartner

we allow roles to be assign to input concepts. In figure 2c, two form options
refer simultaneously to the single individual january. The first option, o1, is
used by the form to describe the desired departure date for a flight, o2 is used
to describe the date of the return flight. By tagging each option with a role,
return and departure respectively, we can capture the different contexts these
two individuals stand in. Although both options match an identical concept,
they can be distinguished by also taking their roles into account.

4 Tagging Web Forms

The discovery and tagging of relevant forms on a web page takes place in three
stages: i) the page is preprocessed with the Mozilla-based Lixto browser compo-
nent to ensure its consistency and validity; ii) automatic taggers based on named
entity recognition, domain grammars and machine learning are deployed on the
page to identify forms and their constituents; iii) the tags are revised by a ser-
vice engineer to ensure the best possible mapping quality. The annotations are
currently realized as XPath bound RDF triples; for greater flexibility, we plan to
switch to an inline RDFa representation. We adapted the Lixto Visual Developer
for the interactive, semi-automatic tagging of web forms. Lixto VD is a Java based
wrapper generation tool with a visual user interface that can be used to automati-
cally record a navigation sequence; to parametrize it; and to replay it later by exe-
cecuting mouse and key actions and collecting results. The screenshot in Figure 3
shows how a service engineer uses Lixto VD to mark relevant web form elements.

Fig. 3. Screenshot of a tagging session in Metamorph

Automatic tagging. Metamorph follows a knowledge-based approach for auto-
matic tagging. It derives search terms from its ontology and uses gazetteer lists
for named entitiy recognition (NER). More complex expressions can be identi-
fied by using domain grammars, which are also stored in the central knowledge
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base. We embedded the GATE natural language processing (NLP) system [5]
into Metamorph and make use of its JAPE transducer and gazetteer facilities.
Details of the implementation cannot be provided here due to space constraints.
Examples for concepts that our GATE application will recognize in the flight
search domain are airport names, iata codes, month names, numbers, person
related concepts, etc. We also allow domain engineers to include a number of
domain heuristics in the knowledge base. These are some examples:

– Form element content and tag based heuristics make assumptions on the
distribution of content, e.g. that several form elements share some content.

– Form meta data based heuristics recognize that some form elements share
the same Javascript validator, or call a function with the name datepicker().

– Cardinality based heuristics exploit the fact that a year has 12 months, and
a month 28 to 31 days: If we encounter a select box with 28 to 31 numbers
(the actual count may vary in a dynamically created form), it could be a
day; a select box with 12 options could be a month selector.

5 Conclusion

Our approach gives the ontology and service engineers a number of possibilities to
efficiently create and maintain vertical search scenarios. Since we do not envision
a fully automated approach in the spirit of deep Web query probing, it is not
meaningful and fair to apply traditional information extraction performance
measures. Skilled application designers will fine-tune their applications to reach
a robustness and reliability that is far above that of any automatic system.
Therefore, we instead point out the main ingredients and “soft measures” why
believe our framework to be advantageous to create vertical search scenarios:

– Our main aim is high result precision. The end user only trusts such a service
if he trusts each individual result, and believes in the correctness and com-
pleteness of the market picture within the scope of the application. There-
fore, we provide a visual and interactive system to create and maintain such
services.

– The system is easy to learn and it is easy and time-efficient to add new web
sources and to maintain existing form matchings, web interactions and data
extraction programs.

– The system provides a good robustness to changes. Due to heuristics in the
action ontology and a number of alerting conditions and exception handling
that can be defined in the web interaction, minor changes pose no problem,
and major changes are immediately reported to the service engineer. Further,
any changes on the websites regarding data extraction aspects are covered
by the robust extraction language used in the Lixto Visual Developer [1].

In the future, we plan to improve our system at the execution side by working
on query performance and optimization, to switch to RDFa style annotations to
become more tolerant for incorrect HTML code, and to enhance the automatic
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form detection and tagging component with topological and layout features. Fi-
nally, during the course of this project, we realized that many of the employed
techniques (in particular the ontology-driven, automatic tagging of relevant con-
cepts) could also be used to provide better accessibility of web pages to blind
users. We plan to develop our ideas further into this direction.
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Abstract. The visual creation tools in the mashup frameworks are supposed to 
be simple and accessible. Yet at the same time there is a need to extend the 
capabilities and complexity of mashups. Therefore, in practice, the frameworks 
become increasingly hard to learn for a casual user. In relation to the emerging 
mashup creation techniques in Semantic Web area, in our work we propose an 
idea to split the development of mashups into two stages: data-level and 
service-level. Each managed by a separate, although well integrated, 
environments. 
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data. 

1   Introduction 

Inspired by the Yahoo Pipes, the contemporary mashup creation tools, either do not 
allow much flexibility or are overwhelmingly complex. In the first situation, the 
mashups are easy to create but also quite simple. On the data level, the generic 
environments offer basic functionality such as filtering, reorder or aggregation of 
feeds. In contrast, frameworks that operate on specific types of data, focus only on 
particular operators valid in a given domain. Therefore they offer little versatility and 
require some unique knowledge at the same time. 

In the context of Semantic Web development, we propose an idea to enrich the 
construction of data-level mashups with an additional tool for the creation of the 
service mashups. We would like to present this concept, based on the research 
conducted, in a European project called Romulus [1], during the integration of the 
DERI Pipes [2] and the Romulus Mashup Builder (MyCoctail) [3] environments. 
Additionally with a set of examples (see Sec. 3) we show how the aforementioned 
tools can be made complementary and extend user possibilities without introducing 
needless complexity.  

2   Methodology 

The process of mashup creation is split into two parts: first is the data level, second is 
the service level (see Fig. 1). 
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The first step includes setup of the data sources and performing various data 
transformations. In our case, we focus on the Semantic Web mashups. Therefore, 
creating a typical mashup would involve importing metadata from sources encoded as 
RDF or microformats. Next, all data operations need to be defined. This can limit 
only to simple merge or aggregation but also selection of subsets or transformation of 
data available in the repository (for example, in case of RDF, with SPARQL queries). 
When the entire workflow is constructed one additional step has to be performed in 
order to ensure compatibility with service- level mashup application. The data has to 
be serialized into a format that is supported by the upper level. The typical and easy to 
use input/output format that service mashup platforms tend to use is JSON. Therefore 
in our solution we propose to set this format as a bridge between the data-level and 
the service-level environments. 

 

Fig. 1. Integration of service and data level mashup environments 

When the semantic metadata information is processed the developer can utilize a 
service mashup platform to combine the results with other services or just to make a 
visualization. When properly serialized and exposed, the output of the Semantic Web 
mashup can be perceived just like a normal service. Therefore, the entire operation 
becomes straight-forward for users with previous experience with any of the service 
mashing up platforms. On this stage we also propose to take care of the visualization. 
The contemporary frameworks (see Sec. 4) have quite extensive support for making 
the transition from service output to HTML, textual or other kinds of mashup 
visualization.  

In the context of our project, we implemented the described methodology for 
particular environments: the DERI  Pipes(data-level) editor [4] and the Romulus 
Mashup Builder framework(service-level). The experience gained during the process 
of integration of both tools is described in the next section. 

3   Experiments 

In order to test the described methodology in practice, we implemented a simple use 
case [5]. The goal, for the mashup, is to produce information about the upcoming 
events extracted from a personal calendar and show friends or acquaintances who also 
participate in those events. Next, present the information in a web environment (i.e. 
HTML on a homepage). 
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The iCalendar instances are used as input data since they can be easily converted 
into RDF with an external service [6]. After providing DERI Pipes with the data 
sources (see Fig.2), each is filtered to leave only the required triples (event location, 
event summary, person name, date information). Next, all data is aggregated and 
processed: a SPARQL construct extracts subgraphs that contain data about events 
with more than one participant. Finally when the pipe is saved there is no need to 
specify any serialization rules, because DERI Pipes engine by default allows to 
publish the output as JSON. 

 

Fig. 2. DERI Pipes development 

During the next step, the results from DERI Pipes are utilized in the Romulus 
Mashup Builder (see Fig.3). The serialized JSON event information is imported into 
the framework just like an output of an ordinary REST web service. Next, with some 
simple tools the results are sorted, filtered depending on the date and transformed into 
simple HTML or a Google Gadget [7]. 

During the experiment we made a lot of assumptions and set some limitations to 
simplify the process. The prepared iCalendar files are rather small, we extract events 
from a fixed period only and from a set number data sources. However, this was 
enough to notice the basic advantages and disadvantages of the entire process. 

Although the final result is rather simple, the data manipulations inside DERI Pipes 
proved to be enough complex to make the data-level process most time consuming.  
Even for someone with some basic knowledge about Semantic Web technologies, 
using such environment is not that easy. The split in tools helps to focus on one task, 
and allocate human resources better to fully use the knowledge of people with 
expertise in given area of mashup development. 

 



484 A. Westerski 

 

Fig. 3. Romulus Mashup Builder framework with DERI Pipes data imported 

4   Problems Encountered and Lessons Learned 

During our experiments, we observed that one of the problems of visual mashup tools 
mentioned earlier in the introduction still remained. On the service level, the visual 
mashup development in comparison to regular application development with 
programming languages held many limits. The predefined operators allow to 
construct only a certain range of applications. In practice, often when we wanted to 
have some particular features for the mashup uses cases presented for project 
meetings and reviews, we had to go back to the service mashup tool source code and 
implement new operators on our own. One might argue that this is due to the 
simplicity of tool that we have chosen. However it has to be noted that the presented 
Romulus Mashup Builder has been prepared on the code base of other mature tool 
called Afrous (for other tools discussion see Sec. 5). 

On the other hand, on the data level, the DERI Pipes environment had all the 
capabilities we needed. However, we encountered a different problem that the 
Semantic Web community seems to suffer for a long time. There is a number of 
initiatives that provide millions of RDF triples but in practice hardly anyone has the 
idea how to put all this information into good use and create some valuable 
application for the end user. No different in our case, it was not easy to come up with 
a scenario that could not be achieved without Linked Data and at the same time would 
prove some value. Therefore, as much as it seems reasonable to put most effort to 
extending or developing the flaws of the service level, one should remember that we 
are still unable to truly harness the power of Linked Data and therefore truly evaluate 
tools such as the DERI Pipes. 
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5   Related Work 

In relation to the discussed methodology and the tools used, there are a lot of existing 
mashup development environments. Some limit to fulfilling the roles we described in 
one of levels defined earlier(see Sec. 2), while others try to deliver a complete solution.  

Among the service mashup tools the market is quite mature with both free and 
commercial products available. The Afrous [8] framework or the Yahoo Pipes [9] are 
good examples of tools for creation of mashups from services and simple data. They 
offer operators that allow to manipulate data but most of them are rather simple and 
meant for performing operations on service outputs, popular internet resources such 
as news feeds (i.e. RSS) or output of well known online services (i.e. Google 
Spreadsheets can be defined in Afrous as data source).  

Regarding tools for development of data mashups and Semantic Web mashups in 
particular, a lot less has been done. Like most of the Semantic Web tools, the 
applications are a result of research in progress with some early commercial products 
just emerging. Apart of the aforementioned DERI Pipes the most notable examples 
are Banach [10] and recently developed SPARQLMotion [11]. The first has been 
created as a part of SIMILE project and extends the capabilities of Sesame data store 
by implementing a transformation pipeline supplied with a number operators. The 
SPARQLMotion is quite similar regarding capabilities to DERI Pipes, however it is a 
commercial product. The most notable difference is the model of preparing and 
publishing the scripts. In contrast to DERI Pipes, the SPARQLMotion is a desktop 
application that can be integrated with other products of the same company to deliver 
a much wider range of capabilities like script testing or deployment. 

Finally, there is a number of commercial mashup frameworks aimed for 
enterprises. Most notable examples are JackBe Presto [12] and products developed by 
Denodo Technologies [13]. Those are far more complex than the ones described 
previously and allow to compose more sophisticated mashups from selected types of 
data and mashup services at the same time. Although non of the two directly address 
Semantic Web aspect they are a good example of an alternative path to the one 
presented in this paper.  

Additionally, with respect to various research projects in the mashup area, a lot of 
interesting work has been conducted around a framework called the Mixup [14]. The 
authors present an approach where they model resources (being web applications or 
services) as components that have their own events and operations [15,16]. For the 
needs of their model authors present a development process where the components are 
described with a special language and their composition is defined. Within the same 
environment it is possible to define the data transformations using XSLT or XQuery. 

6   Future Work 

In our work, due to the characteristics of our research project, we integrated the 
service mashup development process only with the Semantic Web data level 
mashups. Nevertheless, the same concept could be applied to other data centric 
mashup tools. It is possible to extend our idea further and propose for any data level 
mashup environment to provide its output for the service level. In practice, this would 
certainly bring a number of new integration problems. In the idea proposed, we were 
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able to simplify a lot due to selection of particular tools and data formats. In other 
situations, the data conversion to a uniform format might not be as straight forward as 
in our case. For individual tools and data formats experiments should be conducted 
regarding the accuracy of such data mediations. 

On the other hand, the entire methodology that we presented assumed information 
flow only from the data level to the service level. Initially such a bottom-up approach 
seems good. However, in practice, a situation might occur where the information 
needs to be pushed back to the data level. Following the presented example (see  
Sec. 3) we could imagine a mashup were the end user wants to add a new calendar 
source or even just a single event directly from the HTML form and immediately 
desire to see the results. In such case, data needs to be passed through the 
visualization logic (designed on the service level) back to the data level for 
processing. 

Furthermore, we also envision other directions of future research in relation to 
service level limitations observed in Section 4 and in search of the most convenient 
way to develop Semantic Web based applications. We would like to conduct more 
experiments with one or both levels replaced by programming language frameworks 
instead of visual tools. This takes away the design simplicity but in turn supplies the 
constructed mashups with more flexibility, reliability and most importantly 
scalability. Such features should be particularly important and prioritized in mashups 
constructed for enterprise or commercial applications.  

7   Conclusions 

In the presented work we proposed an idea to integrate two environments that can be 
applied on different stages of mashup creation. The conducted experiments have 
shown that it is feasible to use Semantic Web data mashup engines in conjunction 
with contemporary, mature, lightweight service mashup frameworks. 

The data operations may often require advanced knowledge (like forming 
SPARQL queries in the presented examples). If we split the process of mashup 
development in two, it is possible to leave the data-level to experts and still keep 
service mashup level and visualization accessible for others. Also, if we follow the 
model of mashup sharing offered by the DERI Pipes, the presented methodology 
creates an opportunity for average mashup constructors to take advantage of already 
defined and published sophisticated transformations of various Semantic Web data. 

Additionally, our experiments have shown that one should be wary when deciding 
to forsake mashup development with programming languages for visual tools. The 
letter seem to provide a number of advantages for rapid mashup construction 
nevertheless the predefined operators will always be the bottle neck of such solutions.  
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Abstract. In the article authors consider applying the concept of a virtual 
laboratory to creating intelligent systems of competency examination. 
Competences make up the base for building qualifications on the basis of 
transferring theoretical and procedural knowledge. Three types of virtual 
laboratories are distinguished regarding their purpose. Additionally, for a virtual 
laboratory working at the level of competences, a procedure for competency 
examination was proposed.  

Keywords: virtual laboratory, competency model, knowledge management, 
distance learning. 

1   Introduction 

In the recent years, the research problem of knowledge management in education was 
enhanced by the aspect of competences [24]. Competences represent knowledge 
gained by a student during the learning process [12]. According to ISO standard the 
competence is an observable or measurable ability of an actor to perform necessary 
action(s) in given context(s) to achieve specific outcome(s) [14]. Presenting 
knowledge in the form of competences enables creation of a system describing a 
given domain, where the focus point is moved to the side of real competences of a 
given person. Competences also allow to describing the given domain in the form of 
consecutive levels, which represent the increasing degree of expertise (novice to 
expert). Moreover, using competences allows creating a detailed description of the 
domain through specifying activities and skills related to the domain in the form of 
understandable text descriptions. 

The presented advantages were taken under consideration by the European Union 
by creating a uniform system of describing knowledge passed to the students called 
the European Qualifications Framework for Lifelong Learning (EQF). In the 
European Higher Education Area every student can freely shape his/her educational 
path basing, among others, on the description of competences provided for academic 
courses. The form of describing acquired competences allows recognizing the present 
state of the student’s knowledge by a different university or an employer. Currently, 
this issue is being worked on in the frames of the Bologna Working Group on 
Qualification Frameworks [2]. The concept of the Bologna Process assumes creating 
an over-European system of competences/qualifications until 2010. Plans are for 
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creating two complementary systems of competences/qualifications. A general one, 
called Dublin descriptors (see the work of Joint Quality Initiative [15]), concentrating 
on such competences as e.g. communicative skills, understanding, creating 
judgments. The second system, a detailed one (see the work of Tuning Education 
Structures in Europe [27]) is created for every domain, e.g. mathematics, chemistry. 

Traditional methods of transferring competences base on using the natural 
language. A computer environment, from the point of view of a series of ergonomic 
and psychological factors greatly limits the use of natural language, especially 
regarding the scope and quality necessary for the learning process and an appropriate 
for it process of developing competences. Due to this, a need occurred for developing 
environments for distance sharing of fundamental and procedural knowledge. 
Fundamental knowledge reflects conceptual thinking which might result in 
formulating new paradigms, problems behavior rules, etc. Procedural knowledge is 
necessary for developing and realizing scenarios, algorithms and performing 
operations. Individual problems a student comes across usually require using both 
types of knowledge in different proportions [6]. 

Unfortunately currently we are missing some effective method for competency 
examination. On the other hand knowledge examination tools are mainly related to 
learning-teaching process and based on the learning curve concept [13]. According to 
this the need for competency examination tool working in e-learning environment is 
appearing. Authors focused on the problem of developing algorithms and structures of 
the virtual laboratory, which make up an intelligent system of transferring 
competences. In the article an algorithm of the virtual laboratory functioning and a 
corresponding method of competence examination will be presented. 

2   Virtual Laboratory 

Virtual laboratory is becoming a more and more important element of the knowledge 
exchange area present in a modern university. Several factors are the reason for this. 
First of all, training engineers through on-line systems, as shown by [4], is more 
effective regarding the cost and a facilitated access to resources. The constant 
development of computer equipment and network infrastructure increases the scope 
and functioning possibilities of a virtual laboratory, e.g. by enabling virtual access to 
real machines and equipment [10], [20], [21] or virtual experiments realized in real 
conditions of working equipment [25]. Individual science domains are using different 
information technologies and dedicated software to a greater and greater degree, what 
allows to reduce the distance to the virtual space. Such domains as chemistry (see the 
work of [9]) or geography (a complex approach was presented in [22]) are being 
gradually saturated with advanced information systems, what facilitates building 
corresponding virtual laboratory systems. The last aspect concerns the human factor. 
Research, lasting for more than a decade now, concerning the human-computer 
interaction, discussed by [7], allowed adapting the working place of an operator, e.g. a 
student, to his/her cognitive and psycho-motor requirements. As a result of this, 
several pre-defined working environments were created, prepared both regarding 
ergonomics [26] as well as technical solutions (examples in [8]). 
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The idea of a virtual laboratory is being widely discussed in literature [3], [19]. 
We can defines virtual laboratory as a heterogeneous, distributed environment, which 
enables a group of agents (e.g. students or researchers) to work together on a common 
group of projects. In [19] the concept of a virtual laboratory was extended by defining 
three mutually-completing each other types of laboratories. The evolution of the 
virtual laboratory began with simple systems simulating the work of a certain artifact 
in a restricted manipulation-environment (type 1), e.g. operating an injection 
moulding machine. The next stage (type 2) are the systems based on using 
complicated mathematical models, the goal of which was to represent in most 
realistically the way of working with a given object, e.g. plane simulators. The last 
generation of virtual laboratories (type 3), which is also the subject of analysis in this 
article, are the systems dedicated to sharing domain knowledge in a problem-solving 
environment, concerning the cognitive conditions of the recipient and his/her state of 
knowledge. 

Let us define the third-type laboratory. A virtual laboratory is an information 
system consisting of the following components: information environment (virtual 
reality), repository of problems (tasks) and their solutions, scenario of performing 
laboratory tasks, portioning-knowledge model, mechanism of evaluating the quality 
of task-performance, mechanism of interactive remote access. 

The goal of the laboratory, working at the level of domain knowledge (type 3), is 
to develop in a student the ability (competency) to formulate a problem and to find 
means for solving it in the conceptual constraints of a given domain. Such a 
laboratory allows developing the analysis skill on the basis of theoretical knowledge. 
The growth of student’s knowledge happens during solving tasks of a certain domain 
that refer to different objects or different processes chosen from the domain. The use 
of artificial intelligence methods which come from cognitive science, e.g. the 
structure of a concept or problem solving strategy, is also characteristic [18]. A 
scenario is what makes up the open space of working in the laboratory [19]. It’s aim is 
to create the best possible conditions for acquiring knowledge, e.g. by using 
knowledge already acquired by a student for building computer metaphors. 

3   Personal Competences Acquisition Procedure 

The competence acquisition procedure is presented in fig. 1. The goal of going 
through the procedure is: (1) students competence acquisition training with the 
defined: level of theoretical knowledge, type of required competences, duration time 
of a single training session; (2) collecting statistical data enabling managing the 
process of education personalization in an education system. 

Student is provided, through the mechanisms of virtual laboratory repository, with 
a set of triples: domain description fragment – typical task – typical solution and a 
corresponding evaluation task. Such set of objects represent different kind of 
knowledge: theoretical, procedural and project. For describing the domain knowledge 
an extended ontological model presented in [18] or [28] will be used. The evaluation 
task should be interpreted in the terminology used in the proposed triple. The 
presented approach enhances students ability to structuralize their theoretical 
knowledge and combining it with the results of their own experience. 
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Let us discuss the procedure.  

Input data of the procedure: (1) Domain: subject/topic of study. (2) Model of 
theoretical domain knowledge (built on the basis of the methodology from [28]). (3) 
Reference model, enabling the use/development of taxonomy of the problems (tasks) 
studied during the training. (4) Solved tasks repository: the repository may be based 
on solutions proposed in [17].  

Domain 
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Problem
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*

),(
i

i
ii AZ
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Is it a new 
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Fig. 1. Procedure of competence acquisition during an organized training 

The competence acquisition procedure is performed according to the following 
steps: 

1. Research problem analysis 
Deciding if the problem lies in the domain specified in the task. This enables 
interpreting the problem and presenting it in the terminology of a specified knowledge 
model with consideration of the existing taxonomy – in other words formulating the 
input task. 
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2. Analysis and systematization of experience 
Comparing the content of the input task with tasks placed in the repository. As a 
result, a route is establish, which has to be followed in order to solve the problem: we 
choose either developing an appropriate algorithm or using an algorithm already 
existing in the repository. 
3. Standardization of the input problem 
Preparing the input task token in the repository language (e.g. in the form of an XML 
document). 
4. Accumulating input-task token in the working memory of the current training 

session 
5. Developing an individual algorithm of problem solving 
The algorithm may be described with pseudo-code in a standard language or 
presented as a simulation task. 
6. Performing the algorithm 
The input data should be chosen directly from the text of the problem being analysed 
or deducted during its interpretation. 
7. Evaluating the effectiveness of the algorithm 
At this stage, the algorithm’s output results are being interpreted in the context 
(terminology) of the task being solved. 
8. Standardization of the developed algorithm 
Preparing the solution algorithm token in the language of the repository (meta 
information in the form or an XML document). 
9. Accumulating the algorithm token in the working memory of the current training 

session 
10. Preparing the knowledge model in the form of a repository update 
At this stage, the repository form, containing: a set of keywords – reflecting the 
content of the stated problem – from the domain knowledge models, task token and 
algorithm token, has to be filled. 
11. Supplementing the existing repository 
The required level of complement depends on the subject, goal and stage of training 
and has to be assigned by the teacher to every student.  

4   Competency Examination Method in Virtual Laboratory 
Environment 

Based on the fig. 1 two alterative scenarios can be selected. First one assumes that 
student is able to choose proper pair task- algorithm in context of selected problem 
and, based on the virtual laboratory solve the problem. If a student is unable to choose 
the appropriate pair, he/she should be provided with tools facilitating the process of 
solving the given task. In our discussion we will focus on first case, because our goal 
is to recognize the knowledge and competence already obtained by the student. 

The examination of competence in virtual learning is based on interaction 
environment of theoretical knowledge manipulation. Designing of such environment 
is difficult because it requires building interaction system for abstract concepts and 
visualization method for theoretical patterns and laws. First step is to recognize the 
method of theoretical knowledge documentation in traditional didactical materials. 
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Fig. 2. Levels of competency examination method 

Usually following scheme is repeated: some concept in form of theoretical knowledge 
is related with adequate example or case study. The student’s should have ability to 
relate theoretical knowledge with adequate problem solving method (i.e. selection of 
proper algorithm). Especially in technical domain the theoretical knowledge is a 
preface to deal with real problems. In our method we recognize student’s problem 
solving ability by examination of his/her capability to built proper relation of 
theoretical knowledge with problem demands.   

Proposed method (fig. 1) will be discussed on two levels. The knowledge levels is 
limited by the result of cognitive science [1], [5]. From the cognitive point of view 
competence examination process is a process of testing student ability to use efficient 
his/her conceptual schemas. During the cycle of data-information-knowledge the 
competence are called by the competency questions. The concept of competency 
questions is rooted in ontology engineering area [11]. The set of the competency 
questions forms a scenario, which is aimed to discover conceptual relation between 
concepts in student’s personal network of concepts. The structure of competency 
questions is an expend structure of knowledge repository (task-algorithm) from 
competences acquisition procedure. The task-algorithm structure has been expended 
to description-problem-model-solution structure, where description-problem is a 
detalization of task and what’s more model-solution is a detalization of algorithm. 

In the framework of discussed problems application for competency examination 
was developed [23]. 
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5   Summary 

In the light of the constant development of distance learning, the issue of a virtual 
laboratory becomes more and more important. All types of virtual laboratory require 
analysis and research. However, special attention should be paid to laboratories aimed 
at sharing domain knowledge on the basis of creating an interactive, virtual working 
environment allowing interaction with abstract objects. To this issue, the algorithms 
and procedures of competence transfer presented in this article is dedicated.  

Constant development of knowledge systems requires developing methods for 
controlling knowledge and competences resources. This issue, derived from cognitive 
science, requires preparing information systems that work at the level of knowledge, 
on the basis of ontology and artificial intelligence methods. Moreover, knowledge 
systems operate on new units and structures (e.g. concept, abstraction), the processing 
of which should be based on new algorithms and procedures. 
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Abstract. Usability evaluations should start early in the Web development 
process and occur repeatedly throughout all stages to ensure the quality of the 
Web application, not just when the product is completed. This paper presents a 
Web Usability Model, which is aligned with the SQuaRE standard, to evaluate 
usability at several stages of a Web development process that follows a Model-
Driven Development (MDD) approach. The Web Usability Model is generic 
and must be operationalized into a concrete MDD method by specifying the 
relationships between the usability attributes of the Usability Model and  
the modeling primitives of the specific Web development method. To illustrate 
the feasibility of the approach, we present a case study where the Usability 
Model has been applied in the evaluation of the models that are produced 
during the Web application development process. 

Keywords: Web Usability Model, Usability Evaluation, Web Metrics, Model-
Driven Development, SQuaRE. 

1   Introduction 

Web applications have become the backbone of business and information exchange 
and the ease or difficulty that users experience with these systems will determine their 
success or failure. The challenge of developing more usable Web applications has led 
to emergence of a variety of techniques, methods, and tools to address Web usability.  

Usability evaluations of Web applications can be performed by employing quality 
models since they define the term usability as a quality characteristic that can be 
decomposed into specific measurable attributes. However, most of the usability 
evaluation approaches [15], [18], [19] only consider usability evaluation at 
implementation stages when the product is completed. 

As Web applications must be usable to be accepted by users, usability evaluations 
should start early in the Web development process and occur repeatedly throughout 
the design cycle, not just when the product is completed to avoid source code 
maintenance. Usability evaluation at each stage of the Web application development 
process is a critical part of ensuring that the product will actually be used and be 
effective for its intended purposes.  

In a Model-Driven Web development process, models that specify an entire Web 
application are used in all steps of the process. This allows usability issues to be 
considered at early stages by evaluating the models that drive the implementation of a 
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final Web application [2]. A Web development process that follows a Model-Driven 
approach basically transforms models that are independent from implementation 
details (Platform-Independent Models - PIM) into other models that contain specific 
aspects from a concrete platform (Platform-Specific Models - PSM). PSM models can 
be compiled to automatically generate the Web application source code (Code Model 
- CM). Therefore, a better quality Web application can be obtained by evaluating and 
correcting models without requiring source code maintenance. 

In this paper, we propose a Web Usability Model that is aligned with the ISO/IEC 
25000 standard (SQuaRE) [13] in order to evaluate and improve usability at several 
stages of a Web development process that follows a Model-Driven Development 
(MDD) approach. The model is generic and must be operationalized into a concrete 
Web development method based on the MDD approach such as OO-H [8], UWE [14], 
or WebML [7]. Our strategy assesses intermediate artifacts (PIM and PSM models) as 
well as the final Web application source code (CM model) in order to take usability 
into account throughout the entire Web development process. 

This paper is organized as follows. Section 2 discusses related work, in particular, 
previous quality and usability models for Web applications. Section 3 presents the 
strategy for integrating the Usability Model into a Model-Driven Web development 
process. Section 4 presents the Web Usability Model. Section 5 shows a case study 
which describes how the proposed model was applied to evaluate a real Web 
application that was developed following the OO-H method [8]. Finally, Section 6 
presents the conclusions and further work. 

2   Related Work 

Several quality models for Web usability evaluation have been proposed in the last 
few years. These models have been defined from scratch or defined based on existing 
standards such as ISO/IEC 9241-11 [10] and ISO/IEC 9126-1 [9]. 

Quality models for the Web context that are defined from scratch include the 
proposals of Becker and Mottay [5], Sutcliffe [19], and Signore [18]. Becker and 
Mottay [5] present a usability assessment model to identify and measure usability 
factors. The factors defined are page layout, navigation, design consistency, 
information content, performance, customer service, reliability, and security. However, 
all these factors were measured at the final user interface (UI) of a Web application. 

Sutcliffe [19] presents a model based on initial attractiveness, navigation and 
transaction. This work mainly focuses on how attractiveness can be operationalized in 
terms of design guidance. The attractiveness characteristic was divided into generic 
aspects of a final UI such as aesthetic design, use of media to direct attention, issues 
of linking visual styles, etc. 

Signore [18] presents a quality model with a set of characteristics relating internal 
and external quality factors that can be measured by automated tools. The model 
distinguishes five dimensions related to correctness of the source code, presentation 
criteria (page layout, text presentation, etc.), content issues (readability, information 
structure, etc.), navigation aspects, and ease of interaction (transparency, recovery, 
help and hints, etc.). 

On the other hand, the quality models for the Web context that are defined based 
on existing standards include the proposals of Olsina and Rossi [16], Calero et al. [6], 
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Seffah et al. [17], and Moraga et al. [15]. Olsina and Rossi [16] proposed the Web 
Quality Evaluation Method (WebQEM) to define quality characteristics and attributes 
based on the ISO/IEC 9126 such as usability, functionality, reliability, and 
effectiveness; the Web audience’s needs are also incorporated. However, the 
evaluation of these quality characteristics takes place at the operational phases of  
the Web application. WebQEM is supported by a tool that relies on a Web-based 
hyper-document model that supports traceability of evaluation aspects. 

Calero et al. [6] present the Web Quality Model (WQM), which distinguishes three 
dimensions: Web features (content, presentation, and navigation); quality 
characteristics based on the ISO/IEC 9126 (functionality, reliability, usability, 
efficiency, portability, and maintainability); and lifecycle processes from ISO/IEC 
12207 [11] (development, operation and maintenance) including organizational 
processes such as project management and reuse program management. WQM 
incorporates a total of 326 Web metrics (taken from the existing literature) which was 
classified according to these three dimensions.  

Seffah et al. [17] present the Quality in Use Integrated Measurement (QUIM) as a 
consolidated model for usability measurement in Web applications. QUIM combines 
existing models from ISO/IEC 9126, ISO/IEC 9241-11, and others. It decomposes 
usability into factors, and then into criteria (a criterion can belong to different factors). 
Finally, these criteria are decomposed into specific metrics that can quantify the 
criteria. The QUIM model is supported by an editor tool that manages a repository of 
usability measurement plans and defines new metrics. 

Moraga et al. [15] present a usability model oriented to portlets evaluation. Portlets 
are pluggable UI software components that are managed and displayed in a web 
portal. The portlet usability model is based on the sub-characteristics from ISO/IEC 
9126 (understandability, learnability, and compliance); nevertheless, the operability 
sub-characteristic was replaced by customizability, which is closer to the portlet 
context. Measures are based on a number ranking with an acceptance threshold. 

After reviewing several quality model approaches, we have identified a lack of 
quality models that can evaluate Web usability not only when the Web application is 
implemented, but also at earlier stages of development, such as the analysis and 
design stages. In a previous work, Abrahão and Insfran [3] proposed a usability model 
for early evaluation in Model-Driven Architecture environments. In this model, 
usability was decomposed into the same sub-characteristics as the ones in the 
ISO/IEC 9126 (learnability, understandability, operability, and compliance), and then 
decomposed again, into more detailed sub-characteristics and attributes. This last 
decomposition was performed taking into account a set of ergonomic criteria for UIs 
[4]. Relationships between the elements from the PIM/CM models of a specific MDD 
method and the usability attributes of the model were then established. However, the 
model was not proposed for the Web domain and it did not provide metrics for 
measuring the model attributes. 

3   Integrating a Usability Model into the MDD Process 

Recent studies indicate that the adoption of Model-Driven Development (MDD) has 
increased. Currently, there are several Web development methodologies that follow 
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this approach, such as OO-H [8], WebML [7], or UWE [14]. These methods support 
the development of a Web application by defining different views (models), including 
at least one structural model, a navigational model, and an abstract presentation 
model. Some methods also provide model transformations and automatic code 
generation. 

The usability of a Web application obtained as a result of this transformation 
process can be assessed at several stages of a MDD process. In this paper, we propose 
the use of a Web Usability Model that can be applied in the following phases of a 
MDD process: i) in the PIM, to assess different models that specify the Web 
application independently of platform details (e.g., navigational models, models that 
represent the abstract UI); ii) in the PSM, to assess the concrete interface models 
related to a specific platform (if they exist); and iii) in the CM, to assess the final UI 
(see Fig. 1). 

 

Fig. 1. Integrating a Web Usability Model into the MDD process 

It should be noted that the MDD process is driven by the PIM, which is 
automatically transformed into a PSM, and this PSM into source code. Therefore, the 
evaluations performed at the PIM produce a platform-independent usability report 
that provides feedback to the system analysis stage (Fig. 1 (1)). Changes in the PIM 
are reflected in the CM by means of model transformations and explicit traceability 
between models. This prevents of usability problems to arising in the generated Web 
application (CM). 

There are some usability attributes (e.g., degree of attractiveness) that can only be 
evaluated on a specific platform and taking into account the specific components of 
the interface (PSM) or the components that build the final UI (CM). Thus, evaluations 
performed at the PSM produce a platform-specific usability report. If the PSM does 
not have the required level of usability, this report will suggest changes to correct the 
following: the PIM models (Fig. 1 (2A)), the transformation rules that transform the 
PIM models into PSM models, and/or the PSM itself (Fig. 1 (2B)). 
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Nevertheless, the evaluations at the PIM or PSM level should be done in an 
iterative way until these models have the required level of usability. This allows 
usability evaluations at early stages in the Web development process. 

Finally, evaluations performed at the CM level produce a final application 
usability report. Rather than suggest changes to improve the final UI (CM), as is 
usual in other approaches, this report will suggest changes to correct the PIM models 
(Fig. 1 (3A)), the transformation rules, and/or the PSM models (Fig. 1 (3B)). 

4   Web Usability Model 

The proposed Web Usability Model is an adaptation and extension of the usability 
model for model-driven development processes presented in Abrahão and Insfran [3]. 
The model was adapted to be compliant with the Software Quality Model proposed in 
the ISO/IEC 25000 (SQuaRE) [13]. Thus, in this section, we first introduce the 
ISO/IEC SQuaRE followed by a brief description of the main sub-characteristics, 
attributes, and Web metrics from our Web Usability Model. The entire model 
including all the sub-characteristics, attributes and their associated Web metrics is 
available at http://users.dsic.upv.es/~afernandez/WISE09/WebUsabilityModel. 

4.1   ISO/IEC 25000 (SQuaRE) 

The ISO/IEC 25000, also known as SQuaRE (Software Product Quality Requirements 
and Evaluation), was created for the purpose of providing a logically organized, 
enriched, and unified series of standards covering two main processes: software 
quality requirements specification and software quality evaluation. Both of these 
processes are supported by a software quality measurement process. This standard 
replaces the previous ISO/IEC 9126 [9] and ISO/IEC 14598 [12] standards. 

In order to define our Web Usability Model, we have paid special attention to the 
Quality Model Division (ISO/IEC 2501n). SQuaRE proposes three different views for 
a quality model. These views are related to the context where the model will be 
applied: Software Quality Model to evaluate a concrete software product; Data 
Quality Model to evaluate the quality of the data managed in the product; and Quality 
in Use Model to evaluate how the stakeholders achieve their goals in a specific 
context of use.  

Our Web Usability Model is based in the Software Quality Model. The main 
quality characteristics of the software quality model are: functionality, security, 
interoperability, reliability, operability (usability) and efficiency. Although the term 
operability has been proposed in SQuaRE, we use the term usability in this work to 
avoid confusions in terminology. Therefore, the goal of our Web Usability Model is 
to extend the software quality model proposed in SQuaRE, specifically the usability 
characteristic, for evaluating Web artifacts that are produced throughout a model-
driven development process. 

4.2   Specify Sub-characteristics and Attributes 

Since SQuaRE [13] only decomposes usability into five high-level sub-
characteristics: learnability, understandability, operability, attractiveness and 
compliance, in our approach these sub-characteristics have been decomposed into 
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other more detailed sub-characteristics or measurable attributes taking into account 
the ergonomic criteria proposed in Bastien and Scapin [4]. 

The first three sub-characteristics of the usability are related to user performance 
and can be quantified using objective measures.  

Learnability refers to the attributes of a Web application that facilitate learning. 
This sub-characteristic includes: help facilities such as on-line help and user manual; 
predictability, which refers to the ease with which a user can determine the result of 
his or her future actions; informative feedback in response to user actions; and 
memorability as a measure of how quickly and accurately users can remember how to 
use a Web application that they have used before. Table 1 shows this decomposition. 

Table 1. Decomposition of the learnability sub-characteristic 

Sub-charac. Attribute Meaning 
1.1.1 Documentation 
Completeness 

Help documents have all information about 
possible actions that can be performed by the 
user.

1.1 Help 
Facilities 

1.1.2  Multi-user 
Documentation 

All of the kinds of users have been described 
with their possible actions. 

1.2.1 Icon/Link Image 
Significance 

Capability to predict the next action according to 
the images. 

1.2.2 Icon/Link Title 
Significance 

Capability to predict the next action according to 
the title of the links or icons. 

1.2
Predictability 

1.2.3 Action Determination Capability to predict the next action according to 
the user expectations. 

1.3 Informative Feedback Capability to provide information about the state 
of the transactions (privacy, success tasks, etc.) 

1.4.1 Time to Remember Time needed by users to remember how to use a 
Web application that they have used before. 

1.4
Memorability 

1.4.2 Accuracy Accuracy with which users can remember how 
to use a Web application that they have used 
before. 

 

Understandability refers to the attributes that facilitate understanding. This sub-
characteristic includes: optical legibility of texts and images (e.g., font size, text 
contrast, position of the text); readability, which involves aspects of information-
grouping cohesiveness and density; familiarity, the ease with which a user recognizes 
the UI components and views their interaction as natural; workload reduction, which 
is related to the reduction of user cognitive effort; and finally, user guidance, which is 
related to message quality, immediate feedback, and navigability. Table 2 shows this 
decomposition. 

Operability refers to the attributes that facilitate user control and operation. This 
sub-characteristic includes: execution facilities such as compatible browsers or plug-
ins needed; data validity of the user inputs; controllability of the services execution 
such as cancel and undo support; capability of adaptation which refers to the capacity 
of the Web application to be adapted to the users’ needs and preferences; consistency 
in the execution of services and control behavior; error management; and Web 
application state monitoring. Table 3 shows this decomposition. 
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Table 2. Decomposition of the understandability sub-characteristic 

Sub-charac. Attribute Meaning 
2.1.1 Font Size Adequacy of the font size to the context. 
2.1.2 Contrasting Text Text always properly visible. 

2.1 Legibility 

2.1.3 Disposition Position of the text in order to be visible in 
any situation. 

2.2.1 Information-Grouping 
Cohesiveness 

The degree to which the information is 
presented in groups with a thematic focus. 

2.2.2 Information Density Amount of information needed to prevent 
overloads. 

2.2 
Readability 

2.2.3 Information 
Complexity 

Difficulty of understanding the information 
provided. 

2.3.1 Labeling Significance Use of labels that are easily recognizable. 
2.3.2 Internationalization Use of elements that follow standards. 

2.3 
Familiarity 

2.3.3 Metaphor Use of metaphors to help make the interaction 
more natural. 

2.4.1 Brevity Reduction of cognitive effort (i.e., actions in a 
few steps). 

2.4 Workload 
Reduction 

2.4.2 Self-descriptiveness Elements are shown as concisely as possible. 
2.5.1 Message Quality The messages are useful for the user to 

interact correctly. 
2.5.2 Immediate feedback Guides users to determine what the progress 

of their actions is. 

2.5 User 
Guidance 

2.5.3 Navigability Ease with which the user moves the content 
by accessing the Web information that is 
relevant. 

Table 3. Decomposition of the Operability sub-characteristic 

Sub-charac. Attribute Meaning 
3.1.1. Ease of Installation The need to install other software 

components for proper operation. 
3.1.2. Multiplicity  Web application is displayed correctly on 

different web browsers. 
3.1.3. Updateability The latest version is always used. 

3.1 Execution 
facilities 

3.1.4. Update Transparency The user does not perform manual 
updates. 

3.2 Data Validity Mechanisms are provided to verify the 
validity of the user data input. 

3.3.1. Edition Deferral Content inserted can be edited at any time. 
3.3.2. Cancel Support The actions can be canceled without 

harmful effects to normal operation. 
3.3.3. Explicit Execution Information about the actions being 

carried out is not hidden. 
3.3.4. Interruption Support The actions can be interrupted without 

harmful effects to normal operation. 

3.3 
Controllability 

3.3.5. Undo Support The actions can be undone without 
harmful effects to normal operation. 
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Table 3. (continued) 

Sub-charac. Attribute Meaning 
 3.3.6. Redo Support The actions can be redone for the user to 

save work. 
3.4.1. Adaptability Ability of the Web application to be 

adapted by users. 
3.4 Capability 
of Adaptation 

3.4.2. Adaptivity Ability of the Web application to suit the 
needs of different users. 

3.5.1. Behavior of Controls Controls always have the same behavior. 
3.5.2. Permanence of Controls Controls appear if their associated actions 

can be performed. 
3.5.3. Stability of Controls Controls perform the actions correctly. 
3.5.4. Order Consistency Controls are always in the same order so 

as not to confuse the user. 

3.5 Consistency

3.5.5. Label Consistency The labels correspond to the actions they 
represent. 

3.6.1. Error Prevention Capacity to provide mechanisms to 
prevent common mistakes. 

3.6 Error 
Management 

3.6.2. Error Recovery Capacity to recover from errors. 
3.7 Web application State Monitoring It is allowed to know information about 

running processes. 

The last two sub-characteristics of the usability are related to the perception of the 
end-user (attractiveness) or evaluator (compliance) using the Web Application. This 
perception is mainly measured using subjective measures. However, some aspects of 
attractiveness that are related to aesthetic design can also be quantified by measuring 
the user interface uniformity in terms of font color, font style, font size, and the 
position of elements. Compliance can be measured by assessing the agreement of the 
proposed Web Usability Model with respect to the SQuaRE and other Web-design 
style guides. 

4.3   Incorporating Web Metrics to the Usability Model 

Once the sub-characteristics and attributes have been identified, Web metrics are 
associated to the measurable attributes in order to quantify them. The values obtained 
from the metrics, and the establishment of thresholds for these values, will allow us to 
determine the degree to which these attributes help to achieve a usable Web 
application. The metrics included in our model were extracted and adapted from the 
survey presented in Calero et al. [6] and other sources. The metrics selected for this 
work were mainly the ones that were theoretically and/or empirically validated. 

Each metric was analyzed taking into account the criteria proposed in SQuaRE: 
such as its purpose, its interpretation, its measurement method, the measured artifact, 
the validity evidence, etc. If the Web metric is applied to the final source code, we 
also analyzed the possibility of adapting it to be applied at the PIM and/or PSM 
levels. 

Due to space constraints, we illustrate only with some examples how we define and 
associate the metrics to the attributes of the Web Usability Model: 
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• Color Contrast [20] (attached to attribute 2.1.2 from Table 2): Given two colors 
(C1 and C2) with their RGB codes in decimal notation, the contrast is determined 
by the formula: 

∑ | C1(i)- C2(i)|  let i={Red Value, Green Value, Blue Value} (1) 

(Scale type: absolute value greater or equal than 0). Applicable at PIM (if color 
features are defined in the abstract UI) and applicable at CM (if color features are 
defined in Cascading Style Sheets files). The interpretation is: the larger the value 
of the metric, the better color contrast.  

• Breadth of a navigational map [1] (attached to attribute 2.5.3 from Table 2): Total 
number of first-level navigational targets1 in a navigational map. (Scale type: 
absolute value greater than 0). Applicable at PIM. The interpretation is: the larger 
the value of the metric (for first-level navigational targets that represent a 
navigation menu), the harder it is for the user to understand the functionalities of 
the Web application (several options at once).  

• Depth of a navigational map [1] (attached to attribute 2.5.3 from Table 2): The 
longest distance of a root navigational target to a leaf navigational target (Scale 
type: absolute value greater than 0). Applicable at PIM. It indicates the ease with 
which a navigational target can be reached (number of steps) and the likely 
importance of its content. The interpretation is: the larger the distance of a leaf 
navigational target from the root, the harder it is for the user to reach it. 

• User operation cancellability [9] (attached to attribute 3.3.2 from Table 3): Ratio 
between the number of implemented functions that can be cancelled by the user 
prior to completion and the total number of functions requiring the pre-cancellation 
capability (Scale type: ratio between 0 and 1). Applicable at PIM, PSM and CM. 

5   Applying the Web Usability Model  

The Web Usability Model has been operationalized into a concrete Web development 
method based on the MDD approach. Such an operationalization means specifying 
the correspondences between the attributes (and their associated metrics) of the Web 
Usability Model and the elements of the artifacts (PIM, PSM or CM) produced by a 
specific model-driven Web development method. As an example, we have selected 
the artifacts produced by the Object-Oriented Hypermedia (OO-H) method to 
illustrate how the Web Usability Model can be applied for early usability evaluation. 

5.1   OO-H Method 

The OO-H method [8] provides designers with the semantics and notation for 
developing Web applications. The method includes: a design process, a pattern 
catalog, a Class Diagram, a navigational map known as Navigation Access Diagram 
                                                           
1 The concepts of navigational map, navigational links, and navigational targets refer to the 

OO-H method modeling primitives that are introduced in Section 5.1. They mainly refer to 
the fact that the navigation in a Web application corresponds to a directed graph whose nodes 
correspond to Web pages (represented as navigational targets in a Navigation Model) and 
whose arcs correspond to navigational links between these pages. 
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(NAD), and an Abstract Presentation Diagram (APD). The VisualWADE tool 
(www.visualwade.com) automates the entire OO-H development process. 

The OO-H development process starts from the domain information structure that 
is captured in an UML-compliant class diagram. From there, we can create different 
NAD instances that represent the navigation dimension. A single NAD is a partial 
view from the class diagram. It structures the navigational view of the Web 
application for a specific kind of user. The APD is based on the concept of templates 
and is directly derived from the NAD. The APD can be refined by applying a pattern 
catalog. This catalog contains a set of constructs that effectively solve problems 
identified within Web environments. Once the APD is refined, we can automatically 
generate a front-end Web application (static or dynamic) for the desired environment, 
such as HTML, WML, active server pages (ASPs), and JavaServer pages (JSPs). 

Several concepts related to the navigational model (NAD) and the abstract UI 
model (APD) are introduced below to facilitate the explanation about how Web 
metrics can be applied to them. 

Each navigational map (or a NAD for a specific user) has a unique entry point that 
indicates the starting point of the navigation process. A navigational map is made up 
of a set of navigational elements that can be specialized as navigational nodes and/or 
navigational links. A navigational node represents a view over the UML class 
diagram. A navigational node can be a navigational target, a navigational class, or a 
collection. A navigational target groups elements of the model (i.e., navigational 
classes, navigational links and collections) that collaborate in the coverage of a user 
navigational requirement. A navigational class represents a view over a set of 
attributes (navigational attribute) and operations (navigational operation) of a class 
from the UML class diagram. A collection is a hierarchical structure that groups a set 
of navigational links. Navigational links define the navigation paths that the user can 
follow through the UI. There are two types of links: source links when new 
information is shown at the same view (depicted as an empty arrow); and target links 
when new information is shown at another view (depicted as a bold arrow). 

Each Abstract Presentation Diagram (APD) represents an abstract page collection. 
An abstract page is a set of related information that is shown at the same navigation 
step. A first version of an APD is automatically generated from NAD, and it can be 
refined by a pattern catalog. 

5.2   A Case Study 

As an example, we show how several metrics from the Web Usability Model can be 
applied to a Web application developed using the OO-H method, which is supported 
by the VisualWADE tool. The selected Web application is a task management system 
developed for a Web development company located in Alicante, Spain. The 
documentation used to apply the model included: the OO-H conceptual model (class, 
navigational, and abstract presentation diagrams) of the Task Management Web 
application and the Web Usability Model. 

Figure 2 shows a fragment of the navigational model (NAD) that represents the 
access to the Web application.  
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Fig. 2. First-level NAD for the Task Management Web application 

Figure 2 shows the navigational access diagram (NAD) at level 0 for the User user. 
The Entry point User indicates the entry point to the Web application. The Clients 
navigational class corresponds to a form where the user will log into the system. This 
process involves a profile, a user name and a password. If the User exists, then a 
menu with a link to each one of the three identified navigational targets (packages 
Tasks, Contacts and Reports) will be shown (home restricted collection). Each 
navigational target can be further expanded to show detailed internal navigation. If the 
User does not exist, then an error message is shown. As an example, we can apply the 
following metrics: 

• Breadth of a navigational map (see Section 4.3): the value of this metric is 4 since 
there are four navigational targets that the user can access (Home, Tasks, Contacts 
and Reports).  

• Depth of a navigational map (see Section 4.3):  the value of this metric is 2 since 
the longest distance of the home root navigational node to a leaf navigational node 
has 2 navigational links (LI4 and one of the navigational links: LI19, LI75 or LI28). 

The values obtained are relevant to the Web application navigability. If the 
navigational map is too narrow and too deep, users will have to click several times 
and navigate through several levels to find what they are looking for, if the 
navigational map is too wide and shallow, users may get lost due to the excessive 
amount of information that can be accessed. For the type of Web application used in 
our case study, with a hierarchical structure, values lower than 5 levels of depth and 
values lower than 9 levels of breadth have been established as thresholds. Since the 
metrics used in this example obtains values below these thresholds, the navigational 
map helps to achieve a suitable level of navigability. 

Figure 3 shows the PIM models (NAD and APD) that are related to the Contacts 
navigational target (a) and (b), and the final UI (CM model) (c), which is 
automatically generated from the APD model. 

Figure 3 (a) provides detailed information about the Contacts navigational target. 
The User can see the information about allContacts or s/he can search for a given 
contact by providing an initial or by providing a string. These functionalities are 
represented by the three navigational links that connect the contact menu collection 
and the Contact navigational class. In addition, the user can create a new user by 
executing the New method in the Contact1 navigational class. 
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Fig. 3. (a) NAD for the Contact navigational node; (b) the APD generated from the NAD; (c) 
the final Web UI generated from these models (CM) 

Figure 3 (b) shows a fragment of the generated APD. This model includes two 
abstract pages: a page for the contact menu and searching for a contact (Fig. 3 (b-1)), 
and a page for the execution of the New method from Contact1 (Fig. 3 (b-2)). Since 
colors of label texts and background can be specified in this APD model (PIM), we 
can apply the following metric: 

• Color Contrast (see Section 4.3): Although it should be noted that the metric must 
be applied to all the text elements across all the UIs, we only show, as an example, 
the case of the two labels Telephones and emails and Address, whose RGB color 
code of the text is (33, 85, 189) and the RGB color code of the background is (192, 
192, 255); by applying the formula (1), the value of this metric results 332. This 
result is below the proposed threshold in [20] for this metric (greater or equal than 
500). This color contrast can affect negatively the legibility of the text. This aspect 
could be improved, for instance, by changing the text color property of these labels 
in the APD model in order to get a better color contrast. 

Finally, Figure 3 (c) shows the generated final UI. As an example, we can apply the 
following metric: 

• User operation cancellability (see Section 4.3): The UI does not provide any 
explicit control (link or button) to allow users to cancel the insertion of a contact if 
they decide not to insert the contact; therefore, the value of this metric is 0/1=0. 
This result is negative because values that are closer to 0 indicate that the user 
cannot cancel transactions, which negatively affects the controllability sub-
characteristic. This aspect could be improved, for instance, by including a 
navigational link in the corresponding NAD that allows to return to the contact 
menu. After correcting the NAD model, a more usable UI can be generated 
including the corresponding cancel link or button. 

Although only an excerpt of the case study is shown, the Web Usability Model can be 
applied to the entire Web application. In this example, we have selected the OO-H 
method to operationalize the Web Usability Model; however, it is important to note 
that the model can be operationalized to other methodologies that follow a Web 
development process based on a MDD approach (e.g., UWE [14], WebML [7]).  
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6   Conclusions and Further Work 

This paper has presented a Web Usability Model that is aligned with the ISO/IEC 
25000 (SQuaRE) for evaluating and improving the usability of Web applications 
developed using a MDD approach. The aim of this proposed model is to perform 
usability evaluations not only when the Web application is completed (evaluating a 
CM), but also at earlier stages of the Web development (evaluating the PIM and PSM 
models) to provide feedback during the analysis and design stages. In this way, 
usability is taken into account throughout the entire process, enabling Web 
applications to be developed with better quality, thereby reducing effort at the 
maintenance stage. 

The Web Usability Model can be very useful not only to evaluate PIMs, but also to 
discover deficiencies and/or limitations of the PIM expressiveness and the 
transformation rules to support some usability attributes. For instance, the OO-H 
method can be extended to support some usability attributes, such as Information-
Grouping Cohesiveness (see Table 2, attribute 2.2.1), by incorporating mechanisms to 
semantically group attributes in the navigational model, thus avoiding the generation 
of Web forms that have a long list of attributes that are not grouped by any criteria. 

We believe that the inherent features of model-driven development processes (e.g., 
traceability between models by means of model transformations) provide a suitable 
environment for performing usability evaluations. Specifically, if the usability of an 
automatically generated UI (e.g., using the VisualWade tool) can be assessed, the 
usability of any future UI produced by this tool could be predicted. In other words, we 
are talking about a UI that is usable by construction [2], at least to some extent. 

Although the model has been operationalized to the OO-H method, it can also be 
applied to other methods such as UWE or WebML by specifying the relationships 
between the attributes (and their associated metrics) from the Web Usability Model 
with the elements of the PIM, PSM, and CM models from other methods. 

Further work is intended to define a usability evaluation process including detailed 
guidelines on how evaluators could apply the Web Usability Model; exploring proper 
thresholds and aggregation mechanisms for values obtained by individual metrics; 
and performing analyses of the impact on how the attributes affect (negatively or 
positively) other attributes of the Usability Model. In addition, we plan to conduct 
empirical studies to confirm the relationship between the measures obtained at the 
PIM/PSM levels with the measures obtained when users actually use the Web 
application. Another aim is to develop a tool to manage the Web Usability Model 
creating a repository of catalogued metrics following SQuaRE patterns with the 
capability to support evaluations of the PIM and PSM models, as well as the final 
Web applications (CM). 

Acknowledgments. This work is financed by META project (ref. TIN2006-15175-
C05-05), the Quality-driven Model Transformation Project from the Universidad 
Politécnica de Valencia. The authors thank Jaime Gomez from Universidad de 
Alicante for his valuable help in providing the models and the generated Web 
application used in the case study. 



510 A. Fernandez, E. Insfran, and S. Abrahão 

References 

1. Abrahão, S., Condori-Fernández, N., Olsina, L., Pastor, O.: Defining and Validating 
Metrics for Navigational Models. In: Proc. of the 9th Inter. IEEE Software Metrics 
Symposium, pp. 200–210 (2003) 

2. Abrahão, S., Iborra, E., Vanderdonckt, J.: Usability Evaluation of User Interfaces 
Generated with a Model-Driven Architecture Tool. In: Maturing Usability. Springer HCI 
series, vol. 10, pp. 3–32 (2007) 

3. Abrahão, S., Insfran, E.: Early Usability Evaluation in Model-Driven Architecture 
Environments. In: Proc. of the 6th IEEE International Conference on Quality Software, pp. 
287–294. IEEE Computer Society, Los Alamitos (2006) 

4. Bastien, J.M., Scapin, D.L.: Ergonomic Criteria for the Evaluation of Human-Computer 
Interfaces. Tech. Rep. n.156. INRIA, Rocquencourt, France (1993) 

5. Becker, S.A., Mottay, F.E.: A Global Perspective on Web Site Usability. IEEE 
Software 18(1), 54–61 (2001) 

6. Calero, C., Ruiz, J., Piattini, M.: Classifying Web Metrics Using the Web Quality 
Model 29(3), 227–248 (2005) 

7. Ceri, S., Fraternali, P., Bongio, A.: Web Modeling Language (WebML): A Modeling 
Language for Designing Web Sites. In: Proc. of the 9th WWW Conf., pp. 137–157 (2000) 

8. Gomez, J., Cachero, C., Pastor, O.: Conceptual Modeling of Device-Independent Web 
Applications. IEEE MultiMedia 8(2), 26–39 (2001) 

9. ISO/IEC 9126, Software Engineering, Product Quality (2001) 
10. ISO/IEC 9241, Ergonomic Requirements for Office Work with Visual Display Terminals 

(VDTs) (1998)  
11. ISO/IEC 12207, Information Technology, Software Life Cycle Processes (1995)  
12. ISO/IEC 14598, Information technology, Software Product Evaluation (1999)  
13. ISO/IEC 25000, Software Product Quality Requirements and Evaluation (SQuaRE) (2005)  
14. Kraus, A., Knapp, A., Koch, N.: Model-Driven Generation of Web Applications in UWE. 

In: 3rd Inter. Workshop on Model-Driven Web Engineering (2006) 
15. Moraga, M.A., Calero, C., Piattini, M., Diaz, O.: Improving a Portlet Usability Model. 

Software Quality Control 15(2), 155–177 (2007) 
16. Olsina, L., Rossi, G.: Measuring Web Application Quality with WebQEM. IEEE 

Multimedia 9(4), 20–29 (2002) 
17. Seffah, A., Donyaee, M., Kline, R.B., Padda, H.K.: Usability Measurement and Metrics: A 

Consolidated Model. Software Quality Journal 14(2), 159–178 (2006) 
18. Signore, O.: A Comprehensive Model for Web Site Quality. In: Proc. of the 7th IEEE 

Inter. Symposium on Web Site Evolution, pp. 30–36. IEEE Computer Society, Los 
Alamitos (2005) 

19. Sutcliffe, A.: Assessing the Reliability of Heuristic Evaluation for Web Site Attractiveness 
and Usability. In: Proc. of the 35th Annual Hawaii Inter. Conf. on System Sciences, pp. 
1838–1847 (2002) 

20. W3C: Techniques For Accessibility Evaluation And Repair Tools. Working Draft (2000)  



Entry Pairing in Inverted File

Hoang Thanh Lam1, Raffaele Perego2,
Nguyen Thoi Minh Quan3, and Fabrizio Silvestri2

1 Dip. di Informatica, Università di Pisa, Italy
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Abstract. This paper proposes to exploit content and usage informa-
tion to rearrange an inverted index for a full-text IR system. The idea
is to merge the entries of two frequently co-occurring terms, either in
the collection or in the answered queries, to form a single, paired, entry.
Since postings common to paired terms are not replicated, the resulting
index is more compact. In addition, queries containing terms that have
been paired are answered faster since we can exploit the pre-computed
posting intersection. In order to choose which terms have to be paired,
we formulate the term pairing problem as a Maximum-Weight Matching
Graph problem, and we evaluate in our scenario efficiency and efficacy
of both an exact and a heuristic solution. We apply our technique: (i) to
compact a compressed inverted file built on an actual Web collection of
documents, and (ii) to increase capacity of an in-memory posting list.
Experiments showed that in the first case our approach can improve the
compression ratio of up to 7.7%, while we measured a saving from 12%
up to 18% in the size of the posting cache.

1 Introduction

Compression plays an important role in modern information retrieval systems,
particularly in large-scale Web Search Engines (WSEs), which crawl and in-
dex tens of billions of pages, thus managing an extremely huge inverted index
and document repository. The benefits of effective compression techniques are
twofold. First, they allow cost savings for storage. Second, the memory hierarchy
is better utilized thus resulting in a lower query processing time [1]. It is well
known that fetching compressed data from disk and then decompressing them in
memory, is generally faster than fetching from disk the same data stored uncom-
pressed. Thus, in the case of a disk-resident inverted index, compressing posting
lists decreases the time required to fetch them from secondary storage. On the
other hand, posting list compression remains valuable even for in-memory in-
dex settings, since it remarkably increases the portion of the index that can fit
the available memory at the cost of a negligible decompression overhead [2–4].
Previous work has focused on devising effective and efficient coding methods to
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compress the posting lists of inverted indexes [4–7], or to reduce their size by
an ad-hoc assignment of document identifiers [8–12]. Differently from previous
works on index compression, this paper proposes a new technique for the loss-
less compression of an inverted index by directly reducing the number of entries
stored as well as the number of postings coded. Based on the observation that
many terms are highly correlated, i.e. co-occur frequently in the same docu-
ment, and/or in the same query, we propose an algorithm to code only once the
postings that are shared by different, correlated terms. In principle, coding only
once the postings of two frequently co-occurring terms results in a reduction of
space occupancy proportional to the number of postings saved. In addition, the
pairing can be exploited to speed-up query processing time, when these highly
related terms occur in the same query. Indeed, choosing the terms to pair is a
complex task since the number of terms in the lexicon is huge. In fact, typical
candidate terms are likely to be globally frequent and highly correlated in the
indexed collection and/or in the queries submitted to the information retrieval
system. We formulate the pairing decision problem as an optimization problem
in graph theory known as the Maximum Weight Matching Problem (MWMP)
[13]. MWMP is a classical graph theory problem, which can be exactly solved in
time proportional to the cube of the number of vertices. Alternative linear-time
approximation algorithms are also known.

Two different series of experiments are conducted on an inverted index built
on a large Web Collection. First, we apply our technique to compress the whole
inverted file index, obtaining up to 7.7% better compression ratio. Second, we
apply the same technique to store in an in-memory posting cache the most
frequently accessed posting lists and their intersections [14]. With this sort of
static cache, a 12%-18% reduction in size was measured on the given test set.

Note that multi-term indexing is not novel. In particular in [15], an inverted
index with multi-term entries was proposed to boost query processing. Beside
the traditional, single-term index, the authors built an additional inverted index
with frequent multi-keyword entries. The main drawback of their solution is the
extra amount of memory needed to store the multi-term entries. On the other
hand, our solution actually reduces the memory needed thus leaving free space
for other important in-memory structures such as the cache.

In summary, our main contributions are:

– a novel inverted index compression technique based on pairing posting lists
of frequently co-occurring terms.

– two types of representations for paired posting lists. The two representations
have different pros and cons, which are discussed and evaluated.

– the demonstration on real data of the advantages of using our technique on
two different scenarios: (i) inverted file compression, and (ii), static index
caching.

The rest of the paper is organized as follows. The related work is presented
in the next Section. Preliminaries and background information about inverted
index representation and compression techniques are introduced in Section 3.



Entry Pairing in Inverted File 513

Section 4 describes the basic idea of terms pairing and the two different repre-
sentation methods proposed. The problem formulation and the proposed algo-
rithms are discussed in Section 4.1, while the experimental results are reported
in Section 5. Finally, Section 6 discusses future work and draws our conclusions.

2 Related Work

As above mentioned, several papers focused on devising effective and efficient
methods to encode the document identifiers (DocIDs) contained in the posting
lists of Inverted File (IF) indexes, which allows efficient retrieval of documents
containing the set of terms specified in a query. Since posting lists are ordered
sequences of integer DocID values, and are usually accessed by scanning them
from the beginning, these lists are stored as sequences of d-gaps, i.e. differ-
ences between successive DocID values. d-gap lists are then compressed by using
variable-length encodings, which represent small integers in less space than large
ones. Basic d-gaps coding methods are Variable Byte, which does not give the
best compression performance, but it has a very short decompression time, and
Gamma, which works best for encoding very small values [4]. More complex en-
coding techniques are Golomb [5], Rice [6], Simple9, Simple16, and PForDelta
[7]. By following a radically different approach, Blandford et. al. [8], and Shieh
et. al. [9], proposed methods to improve the IF compression performance by
globally re-ordering document identifiers. Their approach aimed to reduce the
average values of d-gaps by cleverly re-assigning document identifiers. Smaller
the d-gaps are, shorter their representation with any variable length encoding
method. On the same direction, Silvestri et. al. [10, 11], Blanco et. al. [12] studied
efficient approaches to reduce the complexity of re-ordering document identifiers
while maintaining a similar compression performance. As previously said, multi-
terms indexing is not novel. For example, it was proposed in [15] for supporting
efficiently phrase searches. The most frequent phrases mined from query logs
were indexed as unique index entries, thus allowing the fast resolution of queries
asking for such subset of supported phrases. Such multi-term entries were cho-
sen on the basis of actual frequency of occurrence extracted from query logs.
As the distribution of query terms is highly skewed, their experiments showed
that the additional multi-terms inverted index could remarkably speed up query
processing at the cost of an increase in the size of the whole index. This work
is highly related to ours, and their accurate experiments strongly reinforce the
validity of our assertion regarding the performance improvement in the query
processing process resulting also from our technique. The main difference with
respect to the work in [15] is that our proposal does not require extra storage
space for storing paired entries, but instead allows the size of the index to be
reduced without incurring in any information loss.

3 Preliminaries

Let D = {d1, d2, . . . , dN} be a collection of N documents, each one identified by
a distinct DocID, and T ={t1, t2, . . . , tT } the set of T distinct terms appearing
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in the documents of D. Based on D and T , an IF is constructed by listing, on
a term basis, the sequences of documents of D containing occurrences of terms
of T . A DocID list associated with a term of T , is called posting list. Generally,
each posting is annotated with additional information regarding the frequency of
the term in the document, and the position of each occurrence. This information
is however generally stored in different streams of the IF posting list, and the
following discussion does not affect such meta-information. Thus, without loss
of generality, hereinafter, with the term posting list we will refer to a simple
sequence containing the (encoding of) the integer identifiers of the documents
in the associated IF entry.

As an example, let us consider two terms t1, t2 ∈ T such that t1 and t2 appear
in documents of D having identifiers 10, 15, 80, 1070, 2000, 2008, and 6, 15,
1070, 1090, 2000, respectively. From the previous assumption, the above ordered
sequences of DocIDs constitute the posting lists for terms t1 and t2. It is worth
noting that each posting list is generally transformed into a sequence of d-gaps
before its encoding, i.e., a sequence of differences between consecutive DocIDs
appearing in the posting list. Obviously, resulting d-gap values are smaller than
original DocIDs, and, they can be more compactly represented by means of
variable length encodings. Decoding d-gap values requires extra computation to
obtain valid DocIDs. However, this computational load is negligible, as it requires
to perform only fast addition operations on data with high spatial locality. In the
following, we will briefly recall two of the most commonly used variable length
d-gap encoding techniques.

– Variable Byte (VB) Coding. According to this scheme, a d-gap x is
encoded with a sequence of consecutive bytes, the number of which depends
on the value of x. The first bit of each byte indicates wether the byte is
the last of the sequence (it is set if that byte is the last one), while the
other 7 bits are used to actually encode the d-gap. For example, the codes
of the two integer values 2 and 129 are 00000010 and 0000000110000001,
respectively.

– Gamma Coding (GC). The previous encoding scheme is not particularly
efficient to code very small d-gaps, as may happen for very frequent terms of
the collection. Gamma uses instead a variable number of bits. A gamma code
has two parts: The first, unary part contains a sequence of 1’s followed by one
0, where the number of 1’s defines the length of the binary representation of
the d-gap value that is stored in the second part. With gamma, the codes of
the above two integer values 2 and 129 are 110.10 and 111111110.10000001,
respectively.

Gamma coding uses single bits to encode integers, while variable byte coding is
byte aligned. In the context of very small integral values, gamma code is more
effective than variable byte, but decoding is more expensive. In other condi-
tions, variable byte behaves better. As we will see in Section 5, the character-
istics of each coding technique affect also the performance of our term-pairing
approach.
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4 Representing IF Paired Terms

We base our study on the reasonable assumption that: terms appearing frequently
together within the same documents share a lot of common postings. For example,
terms like FIFA and Football, Windows and Microsoft, Linux and GNU, etc, are
very likely to co-occur. The union of two posting lists has a number of postings
equal to the sum of the postings of the single posting lists, minus the number of
common postings appearing in both the paired lists. When the merged posting
lists are highly correlated, their union could be remarkably shorter than the sum
of the single lists. Let us consider again the above toy example: t1 and t2 have
the following posting lists associated with: 10, 15, 80, 1070, 2000, 2008, and 6, 15,
1070, 1090, 2000. Pairing t1∪t2 will result in a list made up of 8 postings instead
of 11 (the sum of the cardinality of the two single lists). Pairing must preserve
the ability of answering queries in which terms are not paired. Therefore, some
extra bits are needed to code such information that is necessary for supporting
a correct query answering.

We propose two different approaches to encode such paired posting lists. The
first representation provides that two extra bits per posting are used to indicate
the source of a given posting, e.g., 10 for the first term, 01 for the second, 11
for both. Apart from these extra information, the postings of the merged lists
can be coded with any technique. We called this type of representation Mixed
Union (MU). In the second type of representation the postings of the paired
terms are split into 3 partitions. The first partition contains postings common
to both terms, the second partition postings for the first term only, and, finally,
the last partition belongs to the second term. The DocIDs of each partition can

Fig. 1. A simple example of pairing two correlated posting lists: the paired posting list
t1|t2 has 8 postings instead of 11
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be ordered and represented with difference coding with the preferred technique.
Some extra space is needed also in this case to store the offsets marking the
starting points of the second and the third region. Normally, 8 bytes are sufficient
for representing the two offsets in each paired list. We called this second kind
of representation Separated Union (SU). The example in Figure 1 shows two
entries paired and encoded with SU. SU has many advantages compared to MU.
First, the number of extra space required is fixed (8 bytes) regardless posting
list length, while in MU, the number of extra bits required is proportional to
posting list length. In the case of a long posting list, MU is not likely to be a
good choice. Second, decompression in SU involves each partition separately. In
contrast, in MU we have to decompress the whole paired posting lists at a time
to filter out the posting list of a single term or of the intersection. On the other
hand, the disadvantage of SU is that the d-gap values must be computed locally
for each partition, so that their average values are larger than in MU. Choosing
which type of representation is the best may depend also on the compression
technique adopted for coding the postings.

Paired entries speed-up processing of every kind of query. Conjunctive ones
benefit from the intersection portion, to resolve disjunctive we just need to scan
the paired posting list, to resolve set-difference (e.g. t1 and not t2) we just need to
scan the appropriate portion of the paired posting list. Note that lexicon needs
not only a slight change. Paired terms will point to two lists the intersection
portion and the list of posting for the term not contained within the intersection.
Suppose t1 and t2 have been paired up. When user requires a query containing
both t1 and t2, the system will retrieve the relative list pointers. They have been
paired up, thus, pointers are found to be the same, and the system will read
only the intersection portion; otherwise from the lexicon we can obtain what is
the relative portion to scan. For instance Figure 1 shows the case for SU. If we
want to read the whole posting list for t1 we have to scan the two lists pointed
by the lexicon structure.

4.1 Problem Formulation

The compression benefits deriving from our technique clearly depend from the
frequency and correlation degree of the paired terms. The choice of which terms
to pair is thus crucial. We formulate the pairing decision problem as an opti-
mization problem, and reduce it to a classical graph theory problem known as
the Maximum Weight Matching Problem (MWMP) [13]. The MWMP can be
solved with an exact algorithm in polynomial time, or with an approximation
algorithm in linear time. In this section, we formalize our term-pairing problem.

Let G(V, E) be a graph with a set of vertexes V , and a set of edges E. Suppose
that each vertex vi ∈ V corresponds to a term ti of T , and that an edge eij exists
between each couple of vertexes vi and vj . Moreover, let us assume that each
edge eij ∈ E is weighted with the value returned by the following function:

w(eij) =
{

0 iff Btech(ti, tj) ≤ 0
Btech(ti, tj) otherwise.
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Fig. 2. An example of compression benefit graph. The Maximum Weight Matching for
this graph is shown on the right hand side.

where Btech(ti, tj) measures (in number of bits) the benefit of pairing terms ti
and tj according to the technique tech adopted, i.e. according to the type of
representation for paired entries (MU or SU), and the encoding method used for
representing d-gaps (e.g., VB, GC, etc.).

For the above graph G, a set M ⊆ E of edges is a matching if no pair of edges of
M has a common vertex. Given our benefit weight function w(eij), which assigns
weights to the edges of G, a matching M is a Maximum Weight Matching, if M is
a matching, and

∑
e∈M w(e) is maximal. It is straightforward to derive from the

Maximum Weight Matching of G the optimal pairing. It suffices to pair together
the terms corresponding to nodes at both ends of edges in the matching. Figure 2
shows a simple example of graph with compression benefit weights. The rightmost
graph in Figure 2 represents the associated Maximum Weight Matching.

Several exact algorithms for solving the MWMP in polynomial time were pro-
posed such as the Blossom algorithm by J. Edmonds [16], or the one by Gabow
[17]. Approximated methods can compute good quality solutions to the MWMP in
linear time. In this paper, we use the Preis’s linear time half-approximation algo-
rithm [18]. We also experiment the exact algorithm by Gabow [17] with
complexity O(|E|3).

5 Experimental Results

Our terms pairing technique was tested on an IF obtained fromWBR99, a realWeb
collection consisting of 5,939,061documents, occupying about 22GB, and contain-
ing about 2,700,000 different terms [10, 11]. WBR99 is a snapshot of the Brazilian
Web as crawled by TodoBr, a Brazilian search engine (www.todobr.com.br). The
lexicon and the uncompressed postings of WBR99 occupy a space of about 3.6 GB.
For experimenting the posting cache case we used also a query log of 51 millions
queries collected by the same search engine. Two different series of experiments
were conducted on the data above. In the first series of tests we evaluate the effi-
cacy of our method in compressing the posting lists. We measure the compression

www.todobr.com.br
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ratio with respect to the size of a traditional, single-term IF adopting the same
encoding technique (VB or GC), and containing exactly the same information.
The second series of experiments evaluate the applicability of the same idea to the
representation of postings within a static posting list cache.

In each experiment conducted, both the exact and approximate algorithms
for the MWMP, as well as the Separated and Mixed Union representations for
the paired posting lists, were tested. The results of the experiments are reported
and discussed in the following subsections.

5.1 Term Pairing for IF Compression

During the analysis of the IF built on the WBR99 collection, we observed that
the distribution of term occurrences is highly skewed. Indeed, the posting lists of
the 10, 000 most frequent terms account for more than 75% the size of the whole
IF! For this reason, in order to prevent our MWMP exact solver from performing
exhaustive searching over a very large graph without significant improvement in
compression performance, we restricted the size of the problem, and considered
the graph of the k = 10, 000 most frequent terms only. This simple pruning
technique makes our problem instance tractable also with the Gabow’s exact
algorithm with cubic complexity.

To justify our pruning technique, the leftmost plots of Figure 3 reports the
compression improvement (in number of bytes) resulting from applying our tech-
nique (with VB encoding and SU representation) on the basis of the results of
Preis’s approximate algorithm for different values of k. As we can see, the im-
provement increases rapidly when k grows up to 500, but tends to converge for
higher values. The rightmost plot of Figure 3 shows instead the ratio between
compression improvement and the number of paired terms. As expected, the
benefit of our technique is very high when the first most frequent tterms are
paired but tends to decrease as the length of posting lists of the paired terms
decreases. In the following experiments we thus fixed k = 10, 000, and considered
the MWMP for our benefit graph with 10, 000 most frequent terms.

Fig. 3. Compression performance for values of the pruning factor k increasing up to
10, 000. Leftmost plot shows compression improvement, while the plot on the right
hand shows the ratio between compression improvement and the number of paired
terms.
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Fig. 4. Compression ratios achieved for VB-SU, VB-MU, GG-SU, and GC-MU, the four
possible different combinations of Variable Byte and Gamma Coding, with Separated
and Mixed Union representations. The two bars in each case refer to the compression
ratios obtained with Gabow and Preis algorithms. The compression improvement is
compared with the baseline VB code and Gamma code.

Figure 4 plots the results of the experiment conducted to evaluate the com-
pression improvement resulting from different settings of our term pairing tech-
nique. In particular, Variable Byte (VB), and Gamma Code (GC) were combined
with either Separated Union or Mixed Union, thus obtaining four different cases
denoted with VB-SU, VB-MU, GC-SU, and GC-MU. Moreover, each case cor-
responds to two bars in the plot: one for the exact Gabow’s algorithm, and
one for the Preis’ approximate one. We can see from the figure that the term
pairing approach VB-SU is the most effective with a gain of 7.73% in the com-
pression ratio. SU representation is remarkably better than mixed union with
VB encoding. However, with Gamma encoding the opposite holds. This is very
likely due to SU increasing the average values of d-gaps. We deserve to a future
work to better investigate this fact. We can also observe that the exact algo-
rithm is only slightly better than the approximate algorithm. For example, in
the case of VB-SU, the Gabow’s exact algorithm gives the a solution resulting in
7.73% better compression ratio, while the Preis’s approximate solution reaches
an improvement of 7.58%.

5.2 Pairing Cached Posting Lists

In this section, we consider another possible application of our term pairing
approach: the representation of posting lists cached in main memory for faster
query processing. Previous work [7, 14] has shown that posting list caching in
memory is an effective technique to speed up query response time because it save
up the cost of expensive disk accesses. Currently, commercial memory devices can
be thousands time faster than hard disk, thus, by keeping the most frequently
accessed posting lists inside memory, we can reduce the number of expensive
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Fig. 5. Term pairing applied to the cache of posting lists: compression ratio improve-
ment for different sizes of the cache (varying from 5, 000 to 1, 000), and different set-
tings of the term pairing technique. The compression improvement is compared with
the baseline VB code.

disk accesses. However, due to limit size of memory devices, cached posting
lists must be compressed as much as possible. The more compacted the cached
posting lists are the more posting lists can be resident inside memory, thus,
reduce the number of disk accesses. In this section, we show empirically that our
approach can reduce the cached posting lists size from 12−18% compared to the
other types of compression techniques. The cache into which the posting lists
are kept can be managed with a static or dynamic policy. We will consider here
only static posting list caching, since the choice of the best replacement policy
to adopt in this case is out of the scope of this paper.

For testing the term pairing technique on cached posting lists we use a query
log of 51 millions queries collected in 2003 by the Brazilian search engine TodoBr
(the same source of the WBR99 collection). Frequency of terms appearing in the
user queries were counted, and these terms then sorted by the ratio of frequency
and posting list length [19]. Then, different instances of the associated MWMP
were solved by considering the top 1, 000, 2, 000, 3, 000, 4, 000, 5, 000 terms sorted
by frequency and posting list length. Finally, we compute the space saving in the
occupancy of a VB-encoded posting list cache of the same dimension by either ap-
plying or not the term pairing technique. We consider only SU since it better pairs
up with the VB encoding. Moreover, we test also the behavior of our term pairing
technique in the case uncompressed DocID-based postings. Recently, Baeza-Yates
et. al. [19] showed that compression is advantageous also applied to cached posting
lists. In fact, fixed the amount of available memory, compression allows a larger
number of posting lists to be cached, and thus the cache hit ratio to be improved.
However, our term pairing technique is itself a compression method, and it is in-
teresting to evaluate its efficacy alone on uncompressed list of DocIDs.

Figure 5 reports the results of our tests. On the horizontal axis we report the
size of cache in terms of number of cached posting lists, while on the vertical
axis we plot the improvement in the actual size of the cache obtained applying
our term pairing approach. We can see from the figure that term pairing is very
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effective in this case, allowing improvements ranging from 12% to 18%. We thus
obtained better results from our technique when applied to posting list caching
than to the whole IF. The reason for this behavior is that the cache is much
smaller than the whole IF, and that it is filled with terms which frequently
occur in queries. Even if the distribution of terms in queries and collections is
not the same, these terms resulted to be frequent also in the collection, and as
shown in the plot on the right of Figure 3, the larger the length of to-be-paired
posting lists, the more the compression improvement obtained by pairing them.

6 Conclusions and Future Work

In this paper, we proposed a novel inverted index compression technique based on
pairing the posting lists of highly correlated terms. We formulated term pairing
as an optimization problem, and reduced it to the Maximum Weight Matching
Problem that can be solved with exact polynomial algorithms, or approximated
in linear time.

We demonstrated on real data the validity of our proposal by applying it to
two different scenarios: the compression of the whole inverted file index, and of
the posting lists cached in memory to fasten query processing. In both cases, the
experiments conducted obtained very good results. In the case of IF compression
we measured an improvement in terms of compression ratio up to 7.7 %. An im-
pressive improvement (up to 18%) was measured for the case of static caching of
index entries. Moreover, our technique is very efficient and can be applied even
to huge IFs such as those managed by large-scale Web search engines. In fact,
we showed that the size of the optimization problem can be strongly reduced to
consider a few thousands of most frequent terms only, since the distribution of
posting list length is highly skewed and our pairing technique works effectively
for long, correlated posting lists. Moreover, results obtained by exploiting the
(linear-time) approximated solution for the (reduced) Maximum Weight Match-
ing Problem, were very similar to the one derived from the optimal solution
obtained with a solver having cubic complexity. We plan to investigate in the fu-
ture several important issue. First of all we will verify in which measure, our term
pairing approach can speed up query processing. We based our assumptions on
query processing speed-up on the results reported in [15]. We are confident our
method will allow to obtain, at least, the same speed-up figures as their. More-
over, we will investigate the combination of pairing and index pruning techniques
[20] for both cached posting lists and IF compression.
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Abstract. Results clustering in Web Searching is useful for providing
users with overviews of the results and thus allowing them to restrict
their focus to the desired parts. However, the task of deriving single-
word or multiple-word names for the clusters (usually referred as cluster
labeling) is difficult, because they have to be syntactically correct and
predictive. Moreover efficiency is an important requirement since results
clustering is an online task. Suffix Tree Clustering (STC) is a clustering
technique where search results (mainly snippets) can be clustered fast (in
linear time), incrementally, and each cluster is labeled with a phrase. In
this paper we introduce: (a) a variation of the STC, called STC+, with
a scoring formula that favors phrases that occur in document titles and
differs in the way base clusters are merged, and (b) a novel non merg-
ing algorithm called NM-STC that results in hierarchically organized
clusters. The comparative user evaluation showed that both STC+ and
NM-STC are significantly more preferred than STC, and that NM-STC
is about two times faster than STC and STC+.

1 Introduction

Web Search Engines (WSEs) typically return a ranked list of documents that
are relevant to the query submitted by the user. For each document, its title,
URL and snippet (fragment of the text that contains keywords of the query) are
usually presented. It is observed that most users are impatient and look only at
the first results. Consequently, when either the documents with the intended (by
the user) meaning of the query words are not in the first pages, or there are a few
dotted in various ranks (and probably different result pages), it is difficult for
the user to find the information he really wants. The problem becomes harder if
the user cannot guess additional words for restricting his query, or the additional
words he chooses are not the right ones for restricting the result set.

A solution to these problems is results clustering which provides a quick
overview of the search results. It aims at grouping the results into topics, called
clusters, with predictive names (labels), aiding the user to locate quickly one or
more documents that otherwise he wouldn’t practically find especially if they
are low ranked (and thus not in first result pages). Results clustering algorithms
should satisfy several requirements. First of all, the generated clusters should
be characterized from high intra-cluster similarity. Moreover, results clustering
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algorithms should be efficient and scalable since clustering is an online task and
the size of the answer set can vary. Usually, only the top − L documents are
clustered in order to increase performance. In addition, the presentation of each
cluster should be concise and accurate, allowing users to detect what they need
quickly. Cluster labeling is the task of deriving readable and meaningful, single-
word or multiple-word names for clusters, in order to help the user to recognize
the clusters/topics he is interested in. Such labels must be predictive, allowing
users to guess the contents of each cluster, descriptive, concise and syntactically
correct. Finally, it should be possible to provide high quality clusters based on
small snippets rather than the whole documents.

Clustering can be applied either to the original documents (like in [3,10,7]),
or to their (query-dependent) snippets (as in [25,23,17,6,27,8,20]). For instance,
clustering meta-search engines (MWSEs) (e.g. clusty.com) use the results of
one or more search engines (e.g. Google, Yahoo!), in order to increase cover-
age/relevance. Therefore, meta-search engines have direct access only to the
snippets returned by the queried search engines. Clustering the snippets rather
than the whole documents makes clustering algorithms faster. Some clustering
algorithms [6,4,24] use internal or external sources of knowledge like Web direc-
tories (e.g. DMoz1, Yahoo! Directory), dictionaries (e.g. WordNet) and thesauri,
online encyclopedias (e.g. Wikipedia2) and other online knowledge bases. These
external sources are exploited to identify key phrases that represent the contents
of the retrieved documents or to enrich the extracted words/phrases in order to
optimize the clustering and improve the quality of cluster labels.

Suffix Tree Clustering (STC) [25] is a clustering technique where search results
(mainly snippets) are clustered fast (in linear time), incrementally, and each
cluster is labeled with a common phrase. Another advantage of STC is that
it allows clusters to overlap. In this work we introduce: (a) a variation of the
STC, called STC+, with a scoring formula that favors phrases that occur in
document titles and differs in the way base clusters are merged, and (b) a novel
algorithm called NM-STC (Non Merging - STC) that adopts a different scoring
formula, it does not merge clusters and results in hierarchically organized labels.
The advantages of NM-STC are: (a) the user never gets unexpected results, as
opposed to the existing STC-based algorithms which adopt overlap-based cluster
merging, (b) it is more configurable w.r.t. desired cluster label lengths (STC
favors specific lengths), (c) it derives hierarchically organized labels, and (d) it
favors occurrences in titles (as STC+) and takes into account IDFs, if available.
The empirical evaluation showed that users prefer the STC+ and NM-STC than
the original STC. NM-STC is currently in use by Mitos WSE [13]3.

The rest of this paper is organized as follows. Section 2 discusses related work.
Section 3 formulates the problem and introduces notations. Section 4 describes
the clustering algorithms and Section 5 reports experimental results. Finally
Section 6 concludes and identifies issues that are worth further research.

1 www.dmoz.org
2 www.wikipedia.org
3 http://groogle.csd.uoc.gr:8080/mitos/
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2 Related Work

At first we discuss clustering approaches based on document vectors and then
approaches based on snippets (focusing on STC). Finally, we discuss cluster
presentation and user interaction.

Document Vector-Based Approaches. Traditional clustering algorithms ei-
ther flat (like K-means) or hierarchical (agglomerative or divisive) are not based
on snippets but on the original document vectors and on a similarity measure.
For instance, a relatively recent approach is Frequent Itemset Hierarchical Clus-
tering (FIHC) [7] which exploits the notion of frequent itemsets used in data
mining. In brief, such approaches can be applied only on a stand alone engine
(since they require accessing the entire vectors of the documents) and they are
computationally expensive.

Snippet-Based Approaches. Snippet-based approaches rely on snippets and
there are already a few engines that provide such clustering services (Clusty4 is
probably the most famous one). Suffix Tree Clustering (STC) [25] is a key algo-
rithm in this domain and is used by Grouper [26] and Carrot2 [23,17] MWSEs.
It treats each snippet as an ordered sequence of words, identifies the phrases
(ordered sequences of one or more words) that are common to groups of docu-
ments by building a suffix tree structure, and returns a flat set of clusters that
are naturally overlapping. Several variations of STC have been proposed. For
instance, the trie can be constructed with the N -grams instead of the original
suffixes. The resulting trie has lower memory requirements (since suffixes are no
longer than N words) and its building time is reduced, but less common phrases
are discovered and this may hurt the quality of the final clusters. Specifically,
when N is smaller than the length of true common phrases the cluster labels can
be unreadable. To overcome this shortcoming [11] proposed a join operation. A
variant of STC with N -gram is STC with X-gram [20] where X is an adaptive
variable. It has lower memory requirements and is faster than both STC with
N -gram and the original STC since it maintains fewer words. It is claimed that
it generates more readable labels than STC with N -gram as it inserts in the
suffix tree more true common phrases and joins partial phrases to construct true
common phrases, but no user study results have been reported in the literature.
The performance improvements reported are small and from our experiments
the most time consuming task is the generation of the snippets (not the con-
struction of the suffix tree). Another approach based on STC is ESTC (Extended
STC) [2], an extension of STC appropriate for application over the full texts (not
snippets). To reduce the (roughly two orders of magnitude) increased number of
clusters, a different scoring function and cluster selection algorithm is adopted.
The cluster selection algorithm is based on a greedy search algorithm aiming
at reducing the overlap and at increasing the coverage of the final clusters. We
do not share the objective of reducing overlap as in practice documents concern
more than one topic. The comparison of ESTC with the original STC was done

4 www.clusty.com
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using a very small cluster set (consisting of only two queries) and no user study
has been performed. Moreover, the major part of the evaluation was done as-
suming the entire textual contents of the pages (not snippets), or on snippets
without title information. Summarizing, clustering over full text is not appro-
priate for a (Meta) WSE since full text may not be available or too expensive
to process. Other extensions of STC for oriental languages and for cases where
external resources are available are described in [28,21].

Another snippet-based clustering approach is TermRank [8]. TermRank suc-
ceeds in ranking discriminative terms higher than ambiguous terms, and am-
biguous terms higher than common terms. The top−T terms, can then be used
as feature vectors in K-means or any other Document Vector-based clustering
algorithm. This approach requires knowing TF, it does not work on phrases (but
on single words) and no evaluation results over snippets have been reported in
the literature.

Another approach is Findex [12], a statistical algorithm that extracts can-
didate phrases by moving a window with a length of 1..|P | words across the
sentences (P), and fKWIC which extracts the most frequent keyword contexts
which must be phrases that contain at least one of the query words. In contrast
to STC, Findex does not merge clusters on the basis of the common documents
but on the similarity of the extracted phrases. However, no comparative results
regarding cluster label quality have been reported in the literature.

Finally, there are snippet-based approaches that use external resources (lexical
or training data). For instance, SNAKET [6] (a MWSE) uses DMoz web directory
for ranking the gapped sentences which are extracted from the snippets. Deep
Classifier [24] trims the large hierarchy, returned by an online Web directory,
into a narrow one and combines it with the results of a search engine using a
discriminative naive Bayesian Classifier. Another (supervised) machine learning
technique is the Salient Phrases Extraction [27]. It extracts salient phrases as
candidate cluster names from the list of titles and snippets of the answer, and
ranks them using a regression model over five different properties, learned from
human training data. Another approach that uses several external resources,
such as WordNet and Wikipedia, in order to identify useful terms and to organize
them hierarchically is described in [4].

Cluster Presentation & User Interaction. Although cluster presentation
and user interaction approaches are somehow orthogonal to the clustering al-
gorithms employed, they are crucial for providing flexible and effective access
services to the end users. In most cases, clusters are presented using lists or
trees. Some variations are described next. A well known interaction paradigm
that involves clustering is Scatter/Gather [3,10] which provides an interactive
interface allowing the users to select clusters, then the documents of the selected
clusters are clustered again, the new clusters are presented, and so on. In our
case we adopt the interaction paradigm of dynamic taxonomies [16] as it is the
de facto standard in e-commerce (and users are already familiar with), and it
can enable guided browsing over explicit and mined metadata. The automatically
derived cluster labels fall into the latter category.
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3 Problem Statement and Notations

We consider important the requirements of relevance, browsable summaries,
overlap, snippet-tolerance, speed and incrementality as described in [25]. Re-
garding the problem of cluster labeling we have observed that: (a) long labels
are not very good (e.g. not convenient for the left frame of a WSE, or for access-
ing the WSE through a mobile phone) (b) very short labels (e.g. single words)
are not necessarily good (e.g. longer labels could be acceptable, or even desired,
in a system that shows the cluster labels in a horizontal frame) (c) an hierar-
chical organization of labels can alleviate the problem of long labels, and (d) the
words/phrases appearing in titles are usually better (for cluster labeling) than
those appearing only in snippets. Observations (a) and (b) motivate the need
for configuration parameters. Observations (c) and (d) motivate the algorithms
STC+ and NM-STC that we will introduce.

Configuration Parameters. We have realized that several configuration pa-
rameters are needed for facing the needs of a modern WSE. We decided to adopt
the following: K : number of top elements of the answer to cluster, LLmax : max
cluster Label Length, LLmin : min cluster Label Length, and NCmax : max
Number of Clusters. Obviously it should be NCmax < K. However the size of
the current answer should also be taken into account. Specifically if ans(q) is
the answer of the submitted query, then we shall use A to denote the first K
elements of ans(q). However, if |A| < K then we assume that K = |A|.

Notations. We use Obj to denote the set of all documents, hereafter objects,
indexed by a WSE, and A to denote the top-K elements of the current answer
as defined earlier (i.e. A ⊆ Obj and |A| = K).

We use W to denote the set of words of the entire collection, and W (A) to
denote the set of the words that appear in a set of documents A (this means
that W is a shortcut for W (Obj)).

Let A = {a1, . . . , aK}. For each element ai of A we shall use ai.t to denote
the title of ai, and ai.s to denote the snippet of ai. Note that the elements of
W (A) are based on both titles and snippets of the elements of A.

If a is a text, then we shall use P (a) to denote all phrases of a that are sentence
suffixes, i.e. start from a word beginning and stop at the end of a sentence of a.
For example P (”this is a test”) = {”this is a test”, ”is a test”, ”a test”, ”test”},
while P (”this is. A test”) = {”this is”, ”is”, ”A test”, ”test”}.

We shall use P (A) to denote all phrases of the elements of A, i.e. P (A) =⋃
a∈A(P (a.t) ∪ P (a.s)).
If p is a phrase we shall use Ext(p) to denote the objects (of A) to which p

appears, i.e. Ext(p) = {a ∈ A | p ∈ a}. Also, we shall use w(p) to denote the set
of words that phrase p contains.

4 STC, STC+ and NM-STC

Our goal is to improve STC, specifically: (a) to improve the quality of cluster
labels by exploiting more the titles (document titles can give more concise labels),



528 S. Kopidaki, P. Papadakos, and Y. Tzitzikas

(b) to define a more parametric algorithm for facing the requirements of modern
WSEs, and (c) to derive hierarchically organized labels. Specifically below we
describe the original STC, a variation that we have devised called STC+, and a
new algorithm called NM-STC.

Original STC. In brief, Suffix Tree Clustering (STC) uses the titles and snip-
pets of the search results in order to create groups of documents that share a
common phrase. Specifically, titles and snippets, after a preprocessing phase,
are inserted in a generalized suffix tree structure which allows us to identify the
common phrases and the documents they appear. The suffix tree [22,9] is a data
structure that can be constructed in linear time with the size of the collection,
and can be constructed incrementally as the documents are being read [19]. A
set of documents that share a common phrase is called base cluster. Finally, a
merging step of base clusters (based on the overlap of their documents) leads to
the final clusters which are scored and presented to the user.

In more detail, the algorithm starts with the suffix tree construction. For each
sentence of the input data all suffixes are generated and are inserted into the
suffix tree. Each node of the tree that contains two or more documents is a base
cluster. Each base cluster that corresponds to a phrase p is assigned a score
which is calculated with the following formula:

score(p) = |{a ∈ A | p ∈ a.t or p ∈ a.s}| ∗ f(effLen(p))

where effLen(p) is the effective length of label p defined as:

effLen(p) = |w(p)| − |common(p)| where

common(p) = {wi ∈ p | df(wi, A) ≤ 3 or
df(wi, A)

|A| > 0.4}

where df(wi, A) = |{d ∈ A | wi ∈ d}|.
The function f (that takes as input the effective length), penalizes single

words, is linear for phrases with effective length from two to six words, and is
constant for bigger phrases, specifically:

f(effLen(p)) =

⎧⎪⎨
⎪⎩

0.5 if effLen(p) ≤ 1
effLen(p) if 2 ≤ effLen(p) ≤ 6
7.0 if effLen(p) > 6

Afterwards, the overlap is calculated for all pairs of base clusters. Overlap is de-
fined with a binary similarity measure. The similarity between two base clusters
Ci and Cj is defined as sim(Ci, Cj , 0.5) where:

sim(Ci, Cj , thres) =

{
1 if |Ci

⋂
Cj |

|Ci| > thres and |Ci
⋂

Cj |
|Cj| > thres

0 otherwise

The next step is the merging of the base clusters. In brief, each final cluster
contains all base clusters that can be merged (two base clusters can be merged
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if their similarity equals 1). As a result the document set of a final cluster is
the union of its base clusters’ document sets and its cluster label is the label
of the base cluster with the highest score. Due to cluster merging there can be
documents that do not contain the label p. Let C(p) be the document set of
a cluster label p. The exact scoring formula for a final cluster is score(p) =
|C(p)| ∗ f(effLen(p)). Finally, clusters are sorted according to their score and
are presented to the user.

STC+: A Variation of STC. Here we describe a variation of STC which
differs in the way that clusters are scored and in the way base clusters are
merged. Specifically, we adopt the following scoring formula:

score(p) = (|{a ∈ A | p ∈ a.t}| + |{a ∈ A | p ∈ a.t or p ∈ a.s}|) ∗ f(effLen(p))

This formula favors phrases that occur in titles. In addition, we have modified the
function f . Our variation penalizes single words and phrases that their effective
length is bigger that 4 words, and is linear for phrases with effective length two
to four words. These values are a good compromise between the reported results
of the user study at Section 5, favoring small phrases, and the avoidance of
single-word labels. Specifically our function f is defined as:

f(effLen(p)) =

{
0.5 if effLen(p) ≤ 1 or effLen(p) > 4
effLen(p) if 2 ≤ effLen(p) ≤ 4

Regarding the computation of the similarity measure (that determines cluster
merging) we consider as threshold the value 0.4 instead of 0.5. From our ex-
perience, this value creates fewer and bigger clusters and solves some prob-
lematic cases of the original STC. For example, a base cluster with 2 doc-
uments that is compared with a base cluster with 4 documents cannot be
merged even if they have 2 common documents, because 2/4 = 0.5. There-
fore we used sim(Ci, Cj , 0.4). A lower than 0.4 threshold would decrease the
label precision as it will be explained in Section 5. Note that the title set of
a final cluster is the union of its base clusters’ title sets. Let T (p) be the set
of titles of a cluster label p. The exact scoring formula for a final cluster is
score(p) = (|T (p)| + |C(p)|) ∗ f(effLen(p)).

NM-STC: A New Clustering Algorithm. Here we introduce an algorithm
called NM-STC (Non Merging - Suffix Tree Clustering). As in STC, we begin by
constructing the suffix tree of the titles and snippets. Then we score each node
p of that tree. Let p be a phrase (corresponding to a node of the suffix tree).
Below we define four scoring functions:

scoret(p) = |{a ∈ A | p ∈ a.t}|
scores(p) = |{a ∈ A | p ∈ a.s}|
scorets(p) = scoret(p) ∗ |A| + scores(p)
scoretsi(p) = scoret(p) ∗ |A| ∗ N + scores(p) ∗ N + PIDF (p)
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PIDF stands for Phrase IDF and N is the total number of indexed documents
(N = |Obj|). If p is a single word (w), then PIDF (p) is the IDF of w (i.e.
IDF (w) = N

|{d∈Obj | w∈d}|). If p is a phrase consisting of the words {w1, . . . , wm},
then PIDF is the average IDF of its words, i.e.

PIDF (p) =
1
m

m∑
i=1

IDF (wi)

or alternatively PIDF (p) = maxw∈p(IDF (w)). In our experiments we used the
average IDF. The IDF can be computed based on the entire collection if we are
in the context of a single WSE. In our case, the index of Mitos stores only the
stems of the words, so IDF (w) is estimated over the stemmed words. If we are
in the context of a MWSE, then IDF could be based on external sources, or on
the current answer5.

NM-STC uses the scoretsi(·) scoring formula. This scoring function actually
quantifies a qualitative preference of the form title � snippet � PIDF , where �
denotes the priority operator [1]. Notice that PIDF has the lowest priority. It is
used just for breaking some ties. From our experiments, the number of broken
ties is low, so it does not affect significantly the results. Also, scoretsi(·) can be
applied on STC+ instead of its scoring formula.

NM-STC at first scores all labels of the suffix tree using the function scoretsi(·).
Subsequently it selects and returns the top-NCmax scored phrases. Let B be the
set of top-NCmax scored phrases. Note that it is possible for B to contain phrases
that point to the same objects, meaning that the extensions of the labels in B
could have big overlaps. In such cases we will have low ”coverage” of the resulting
clustering (i.e. the set ∪p∈BExt(p) could be much smaller than A).

Recall that STC merges base clusters having a substantial overlap in order
to tackle this problem. However that approach leads to labels whose extension
may contain documents that do not contain the cluster label (in this way users
get unexpected results). Instead NM-STC follows a different approach that is
described in the sequel, after first introducing an auxiliary notation. If n(p) and
n(p′) denote the nodes in the suffix tree that correspond to phrases p and p′

respectively, we shall say that p is narrower than p′, and we will write p < p′, iff
n(p) is a descendent of n(p′), which means that p′ is a prefix of p. For instance,
in our running example of Figure 1 we have n(”a b”) < n(”a”).

Returning to the issue at hand, our approach is the following: We fetch the top-
NCmax labels and we compute the maximal elements of this set according to <.
In this way we get the more broad labels (among those that are highly scored). If
their number is less than NCmax then we fetch more labels until reaching to a set
of labels whose maximal set has cardinality NCmax. So the algorithm returns the
smaller set of top-scored phrases B that satisfies the equation |maximal<(B)| =
NCmax if this is possible (even if B is the set of all nodes of the suffix tree, it
may be |maximal<(B)| < NCmax).

5 IDF (w) = |A|
|{d∈A | w∈d}| .



STC+ and NM-STC: Two Novel Online Results Clustering Methods 531

a b c

b c

c

3 2,3 1,2,3 2,3,5

a b c

b c

c

3 2,3 1,2,3 2,3,5

a b c

b c

c

3 2,3 1,2,3 2,3

a b c

b c

c

3 2,3 1,2,3 2,3

(A1) (A2) (B1) (B2)

Top 
Scored

Maximal 
Top 

Scored

Top 
Scored

Maximal 
Top 

Scored

a b c: web information systems
b c:    information systems
c:       systems

a b c: results clustering  algorithms
b c:    clustering algorithms
c:       algorithms

Fig. 1. Two examples of NM-STC

The extra labels fetched (i.e. those in B \ maximal<(B)) are exploited by
the GUI for providing an hierarchical organization of the labels (where the user
can expand the desired nodes to see their immediate children and so on). Con-
sider the example in Figure 1.(A1), and assume that NCmax = 2. The set of
top-3 scored labels whose maximal elements are two are marked (as shown in
Figure 1.(A2)). At the GUI level, the user can expand a and see the label b.

The algorithm is sketched bellow. It takes as input a tree (the suffix tree) and
returns another tree (the cluster label tree). Of course it also takes as input the
configuration parameters, as well as the current query q.

Alg. NM − STC
Input: sf :SuffixTree, NCmax, LLmin, LLmax, q
Output: cluster label tree
(1) ScoreLabelsOf(sf)
(2) ZeroScoreLabelsEqualTo(sf ,q)
(3) ZeroScoreLabelsLabelSize(sf ,LLmin , LLmax)
(4) topLabs = getTopScored(sf , NCmax)
(5) Done=False
(6) while Done=False
(7) maxTopLabs = maximal<(topLabs)
(8) maxTopLabls = ElimSubPhrasesSameExt(maxTopLabs)
(9) missing = NCmax - |maxTopLabs|
(10) if (missing>0)
(11) topLabs = topLabs ∪ getNextTopScored(sf ,missing)
(12) else Done=True
(13)end while
(14)return topLabs, <|topLabs

If a cluster label p contains only query words (i.e. w(p) = w(q)), then we
exclude it from consideration, as such labels would be useless for the users. This is
done by zeroing the scores of such labels (step (2)). At step (3) we zero the scores
of the labels that do not satisfy the LLmin and LLmax constraints. The function
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getTopScored(sf , NCmax) returns the NCmax most highly scored nodes. At
step (8) we remove from the list of maximal labels those that are subphrases of
other labels and contain the same documents. Specifically, if w(p) ⊆ w(p′) and
Ext(p) = Ext(p′) then we exclude p. This is shown in the example illustrated in
Figure 1.(B1 and B2): the node b is discarded because it has the same extension
with the node b that is child of a. The function getNextTopScored(sf , M) returns
the next M labels in the ranked list of labels (that are not already consumed).

5 Experimental Evaluation

Implementation. The algorithms have been implemented over Mitos
[15,14,13]6. The snippets in our experiments were quite small: up to two sen-
tences, each one consisting of 11 words maximum. The results of clustering
are presented to the user using the FleXplorer API [18], that supports the
interaction paradigm of dynamic taxonomies. The hierarchy of cluster labels
(by NM-STC) can be considered as a subsumption relation since it satisfies
p < p′ =⇒ Ext(p) ⊆ Ext(p′), i.e. if p is child of p′ then the objects associ-
ated with p are subset of those associated with p′, and this allows exploiting
the interaction paradigm of dynamic taxonomies. At the presentation layer the
user initially views the maximal elements of the cluster label tree along with
the number of |Ext(p)| and a symbol indicating whether that node has children.
By clicking on one of these nodes the direct children of that node appears too.
The process of unfolding (expanding) labels resembles the process of extending
a natural language phrase. By construction all these phrases are syntactically
correct.

Evaluation by Users. We conducted a comparative evaluation over Mitos. We
defined 16 queries of different sizes consisting of small (single words), medium
(2 to 3 words), and big (4 or more words) queries7. The queries were randomly
chosen and their results sizes range from 14 to 5029 hits. The queries were given
to 11 persons (from 22 to 30 years old, familiar with computers and Web search-
ing). Every participant had to submit each of these queries to a special evaluation
system8 that we developed which visualizes the results of the three clustering al-
gorithms (STC, STC+, NM-STC) in parallel (we used the parameters K = 100,
LLmin = 1, LLmax = 4, NCmax = 15). The users did not know which algo-
rithms were used, and they were free to submit whatever query they liked. After
inspecting the results, each participant had to rank the three methods accord-
ing to (a) label readability, (b) cluster ordering, (c) number of clusters and (d)
overall quality. In this way we collected 16 * 11 * 4 = 704 user assessments in
total. The users expressed their preference by providing numbers from {1, 2,

6 Developed by the Dep. of Computer Science (U. of Crete) and FORTH-ICS.
7 For more see: http://groogle.csd.uoc.gr:8080/mitos/files/clusteringEvaluation/

UserEval.xls
8 http://groogle.csd.uoc.gr:8080/clusteringEvaluation/, select Advanced Search, Re-

sults options: Clustering
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3}: 1 to the best, and 3 to the worst. Ties were allowed, e.g. STC:1, STC+:1,
NM-STC:2 means that the first two are equally good, and NM-STC is the worst.
In case all three were indifferent (they liked/disliked them equally), they were
giving the value 0. We aggregated the rankings using Plurality Ranking (PR)
(i.e. by considering only the winners) and Borda Ranking (BR) [5]. The middle
part of Table 1 reports the average results9. In the PR column, the higher a
value is, the better, while in the BR column the less a value is, the better. The
rightmost part of Table 1 shows the relative ranking of the algorithms: 1 for the
best, 2 for the second, and 3 for the third in preference algorithm (according to
PR and BR). Notice that the relative ordering is the same for both PR and BR.
The results show STC+ and NM-STC are clearly the most preferred algorithms
according to each of the three criteria, and according to the overall assessment.
In particular, NM-STC yields the more readable labels, STC+ yields the best
cluster label ordering and NM-STC yields the best number of clusters. Regard-
ing criterion (d) (overall quality), STC+ obtained the best result (PR: 7.08),
NM-STC a slightly lower (PR: 6.91), while STC a much lower value (PR: 3.41).

Table 1. Comparative Evaluation by Users

Criterion STC STC+ NM-STC STC STC+ NM-STC
PR BR PR BR PR BR PR BR PR BR PR BR

(a) Label Readability 2.41 33.5 6.25 23.16 9.41 20.83 3 3 2 2 1 1
(b) Cluster Ordering 4.75 28.33 7.33 21.75 6.41 24.9 3 3 1 1 2 2
(c) Number of clusters 2.33 33.5 5.83 23.33 10.41 19.91 3 3 2 2 1 1
(d) Best method (overall) 3.41 31.08 7.08 21.75 6.91 23.5 3 3 1 1 2 2

In addition, we asked the participants to answer a small questionnaire. Table 2
shows the questions and the answers received. The results show that the majority
prefers (a) hierarchically organized labels, (b) labels comprising one to three
words, and (c) 10-15 clusters.

Table 2. Questionnaire

Question Results
Do you prefer Flat or Hierarchi-
cal cluster labels?

Flat (24%),
Hierarchical (58%),
Both are fine (18%)

Preferred cluster label length 1 − 3(75%)
3 − 6(25%)

Preferred number of clusters < 10 (25%)
10 − 15 (62.5%)
15 − 20 (12.5%)

Clustering Evaluation Metrics. We conducted an additional comparative
evaluation between STC, STC+, and NM-STC. We used the metrics defined in
Table 3. B denotes the set of the labels returned by a clustering algorithm, and

9 The PR value was computed by summing all ones (i.e. first positions) and then
dividing by 11*16 (i.e. |users| × |queries|).
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for a p ∈ B we use C(p) to denote the set of objects that are assigned to cluster
label p by the clustering algorithm.

Coverage measures the degree that clusters’ extensions cover the answer A
(the closer to 1, the better the clusters ”cover” the answer A). Its value is low
if the clusters cover a small portion of A and this implies that the clusters do
not summarize the entire contents of A. The label precision of a label p is the
percentage of objects in the extension of p that contain all words of p. It is
clear that the label precision of NM-STC is (by construction) always 1, but
this is not true for the other STC-based algorithms (due to the base cluster
merging).

Table 3 reports the average values for the queries used in the empirical eval-
uation. The overlap for NM-STC is computed over the maximal elements of
B (i.e. those in maximal<(B)). The results show that STC and STC+ have
exactly the same coverage while NM-STC has slightly lower10. STC+ and NM-
STC give smaller names than STC. STC+ and NM-STC have higher overlap
(which is not bad). The label precision of STC+ is smaller than that of STC
due to the threshold 0.4 vs 0.5 in base cluster merging. For threshold=0.3
the label precision of STC+ drops to 0.60 while for threshold=0.2 it further
drops to 0.47. These results motivate the reason for not further decreasing this
threshold.

Table 3. Evaluation Metrics and Results

Name Definition STC STC+ NM-STC

coverage coverage =
|∪p∈B C(p)|

|A| 0.994 0.994 0.869
average label length LLavg = avgp∈B |w(p)| 3.185 2.906 2.249
overlap AvO = 2

|B|(|B|−1)

∑ |B|
i=1

∑ |B|
j=i+1JO(pi, pj)

where JO(pi, pj) =
|C(pi)∩C(pj )|
|C(pi)∪C(pj )|

0.038 0.048 0.099

label precision AvLP = 1
|B|

∑
p∈B LabelPrec(p)

where LabelPrec(p) = |{o∈C(p) | w(p)⊆w(o)}|
|C(p)|

0.893 0.756 1.0

Time Performance. For the evaluation queries we counted the average time to
cluster the top-100, the top-200 and the top-300 snippets. In NM-STC the IDF of
the terms are in main memory from the beginning. Also recall that PIDF could
be omitted from the scoring formula as it does not seem to influence the results
(except in cases of very small result sets). The measured times (in seconds) are
shown next (using a Pentium IV 4 GHz, 2 GB RAM, Linux Debian).

Alg Top-100 Top-200 Top-300
STC 0.208 0.698 1.450
STC+ 0.228 0.761 1.602
NM-STC 0.128 0.269 0.426

Notice that NM-STC is (two to three times) faster than STC and STC+. This
is because NM-STC does not have to intersect and merge base clusters.
10 In general all coverage values are acceptably high, e.g. higher than those in [12], and

by adding an artificial ”rest” cluster label we could achieve 100% coverage.
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6 Conclusion and Future Work

In this work we focused on suffix tree clustering algorithms because they are
fast, they do not rely on external resources or training data, and thus they have
broad applicability (e.g. different natural languages). We presented a variation
of the STC, called STC+, with a scoring formula that favors phrases that occur
in document titles, and a novel suffix tree based algorithm called NM-STC that
results in hierarchically organized clusters. The advantages of NM-STC are that:
(a) the user never gets unexpected results, as opposed to the existing STC-based
algorithms which adopt overlap-based cluster merging, (b) it is more configurable
w.r.t. desired cluster label lengths (STC favors specific lengths), (c) it derives
hierarchically organized labels, and (d) it favors occurrences in titles (as STC+)
and takes into account IDFs, if available. The user evaluation showed that both
STC+ and NM-STC are significantly more preferred than STC (STC+ is slightly
more preferred than NM-STC). In addition NM-STC is about two times faster
than STC and STC+. In future we plan to work towards further improving the
quality of cluster labels and the interaction with the user.
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Abstract. We present work in the spatio-temporal-thematic anal-
ysis of citizen-sensor observations pertaining to real-world events. Us-
ing Twitter as a platform for obtaining crowd-sourced observations, we
explore the interplay between the 3 dimensions in extracting insightful
summaries of observations. We present our experiences in building a web
mashup application, Twitris[1] that also facilitates the spatio-temporal-
thematic exploration of social signals underlying events.

1 Introduction

The emergence of mircoblogging platforms like Twitter, friendfeed etc. have rev-
olutionized how unfiltered, real-time information is disseminated and consumed
by citizens. A side effect of this has been the rise of citizen journalism, where
humans as sensors are “playing an active role in the process of collecting, report-
ing, analyzing and disseminating news and information”1. A significant portion
of information generated and consumed by this interconnected network of partic-
ipatory citizens is experiential in nature [2], i.e., contains first-hand observations,
experiences, opinions made in the form of texts, images, audio or video about
real-world events. In the recent past, such experiential attributes of an event
have proved valuable for crowdsourced situational awareness applications. An
example of this are observations that originated from Mumbai during the 2008
terrorist attacks. The relayed multimodal observations (texts, images and videos)
formed a rich backdrop against traditional reports from the news media.

Perhaps, the most interesting phenomenon about such citizen generated data
is that it acts as a lens into the social perception of an event in any region, at
any point in time. Citizen observations about the same event relayed from the
same or different location offer multiple, and often complementary viewpoints or
storylines about an event. What is more, these viewpoints evolve over time and
with the occurence of other events, with some perceptions gaining momentum
in certain regions after being popular in some others.

Consequently, in addition to what is being said about an event (theme), where
(spatial) and when (temporal) it is being said are integral components to the

1 http://en.wikipedia.org/wiki/Citizen journalism
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analysis of such data. The central thesis behind this work is that citizen sensor
observations are inherently multi-dimensional in nature and taking these dimen-
sions into account while processing, aggregating, connecting and visualizing data
will provide useful organization and consumption principles.

Such an n-dimensional analysis is analogous to past efforts in processing of
social stream, newswire or blog data where thematic, temporal, spatial and social
aspects of the data have been taken into account. In [3], the goal was to extract
events from social text streams taking content, social, and temporal aspects
into account. An event in their work is a set of text pieces (topically clustered)
conditioned by social actors that talk about the same topic over a certain time
interval with similar information flow patterns. Work in [4] attempts to identify
spatiotemporal thematic patterns in blog data. They extract common themes
(semantically coherent topics defined over a text collection) from weblogs and
subsequently generate theme life cycles for a given location and theme snapshots
for a given time period. [5] used a graph-theoretic approach to discover storylines
or latent themes among the top search results for a query.

In our work, we do not attempt to identify available latent themes, storylines
or events in a given corpus of text. We start with a corpus of observations
pertinent to an event and attempt to extract meaningful units that are good
descriptors of the underlying event. We also take an entity-driven approach to
summarize social perceptions in citizen observations, as opposed to a document
collection approach in past efforts. We also do not concern ourselves with the
social aspect or attributes of the poster. Since our goal is to facilitate summaries
for situation awareness applications we care more about “knowing what is going
on so you can figure out what to do” [6].

1.1 Contributions

Our work is motivated by the need to easily assess local and global social per-
ceptions or social signals underlying events over time. Data pertaining to real-
world events have unique characteristics because of the event they represent.
Certain real-world events naturally have a spatial and temporal bias while some
others do not. For example, when observing what India is saying about the Mum-
bai attack, one might wish not to be biased by global and possibily contrasting
perceptions from Pakistan. The larger goal of our ongoing work is to perform a
spatial, temporal and thematic integration of citizen sensor observations. In this
paper, we present the first step in this direction - analyzing data in these three
dimensions to study what constitutes good spatial, temporal and thematic
slices of observations underlying events.

Using Twitter as our platform for observations, we find that the confluence
of space, time and theme in analyzing tweets allows us to extract insightful
summaries of citizen perceptions behind events. Of the many analysis that are
possible over Twitter data and available metadata for extracting social percep-
tions, we conduct the following investigations in our work:
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1. What is a region paying attention to today? Our first goal is to extract mean-
ingful descriptors or entities, i.e. key words and phrases, from mass citizen ob-
servations pertaining to an event for any spatial and temporal setting. Selecting
discriminatory keywords has been a problem of historical importance with prob-
ability distribution methods like TFIDF being the most popular [7]. In our work,
cues for a descriptor’s importance are found in a corpus, in space and time. Con-
sider this scenario where two descriptors ‘mumbai attacks’ and ‘hawala funding’
pertaining to the Mumbai Terror Attack occurred in the Tweets2 originating
from the US on the same day. The phrase ‘Mumbai attacks’ occurred every day
the last week while ‘hawala funding’ is a new descriptor for today. Users are more
likely to be interested in novel perspectives and experiences. Looking at spatial
contexts, we also find that ‘hawala funding’ did not appear in any other country
on the same day, while ‘mumbai attacks’ occured in almost all countries that
day. This suggests that the discussion around ‘hawala funding’ is a perspective
shared by citizens local to this spatial setting while ‘mumbai attacks’ is a weaker
descriptor in terms of uniqueness to the local region. Our algorithm exploits this
interplay between space, theme and time in order to cull out words and phrases
that best summarize citizen observations.
2. What are they saying about the entity or descriptor? Since the social per-
ception of an event may vary within and between spatial regions and temporal
settings, there is a need to group and understand the context of discussion or sto-
rylines surrounding a descriptor. Using well understood principles of information
theory, we extract an entity’s strong thematic context i.e. strongly associated de-
scriptors, while taking into account its spatial and temporal settings. Figure 4(a)
shows an example of discussions surrounding two event descriptors, in different
countries on the same day that we were able to extract.

Our approach to presenting extracted descriptors and surrounding adopts the
interface design paradigm of experience design3. One of the goals of experience
design is to consider the multiple contexts surrounding the use of an application
and create unified user interaction models across all contexts. Our challenge was
to create a visualization model that allows users to browse thematic descriptors
of events in their spatio-temporal contexts.

We present our approach for extracting and visualizing event descriptors as
an implemented system, Twitris [1] (a portmanteau of Twitter and Tetris, for ar-
ranging activity in space, time and theme) that allows users to browse extracted
summaries of citizen-sensor activity. Ideally, evaluating our system would involve
measuring the efficacy of our algorithms in extracting event descriptors and the
effectiveness of our interface in summarizing user activity. Owing to space re-
strictions, we limit our discussion in this paper to only the description of the
Twitris system. Evaluations will be made available in an extended version of this
paper at [1].

In the rest of this paper, we present our challenges and experiences in obtain-
ing close to real-time citizen observations from Twitter (section 2), processing

2 140 character long messages posted by users on Twitter.
3 http://en.wikipedia.org/wiki/Experience design
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them in space, theme and time (section 3) and presenting the extracted sum-
maries within their multi-dimensional contexts (section 4).

2 System Overview

Twitris is currently designed to
- Collect user posted tweets pertaining to an event from Twitter
- Process obtained tweets to extract key descriptors and surrounding discussions
- Present extracted summaries to users
The duration and intervals of data collection and processing are configured based
on the event being analyzed. Figure 1 illustrates the various steps and services
involved in data collection, analysis and visualization.

Services  on the Web
Google
Maps/

 Geocoder

Data Collection

Twitter 
Search

Twitter 
Search

Google
Insights

for Search

Identify
Keywords

Location
Lookup

Geocode
Lookup Twitris

DB Data Processing

Extracting
storylines around 

descriptors

Spatio, Temporal 
Thematic decriptor 

extraction

TFIDF
based descriptor 

extraction

twitris data 
services

Fig. 1. Data Collection, analysis and visualizing in Twitris

Gathering Topically Relevant Data

The process of obtaining citizen observations from Twitter deserves some ex-
planation since Twitter does not explicitly categorize user messages into topics.
However, there is a search API4 to extract tweets. A recent trend in Twitter has
been the community-driven convention of adding additional context and meta-
data to tweets via hashtags, that can also be used to retrieve relevant tweets.
Hashtags are similar to tags on Flickr, except they are added inline to a tweet.
They are created simply by prefixing a word with a hash symbol, for example,
users would tag a tweet about Madonna using the hashtag #madonna.

Our strategy for obtaining posts relevant to an event uses a set of seed key-
words, their corresponding hashtags and the Twitter search API. Seed keywords
are obtained via a semi-automatic process using Google Insights for Search5,
a free service from Google that provides top searched and trending keywords
across specific regions, categories, time frames and properties. The intuition is
that keywords with high search volumes indicate a greater level of social interest
and therefore more likely to be used by posters on Twitter.

We start with a search term that is highly pertinent to an event and get
top X keywords during a time period from Google Insights. For the g20 summit
event for example, one could use the keyword g20 to obtain seed keywords. These
keywords are manually verified for sufficient coverage for posts using the Twitter
4 http://search.twitter.com/search.json
5 http://www.google.com/insights/search/
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Search API, placed in set K̂, and used to kick-start the data collection process.
Past this step, the system automatically collects data every few hours. The list
of keywords K̂ is also continually updated using two heuristics:

1. The first uses Google Insights to periodically obtain new keywords using
keywords in K̂ as the starting query.
2. The second uses the corpus of tweets collected so far to detect popular key-
words that were not previously used for crawling. A keyword is considered to
be a good data extractor if it has a high TFIDF score [7] and high collocation
scores with the keywords in K̂. The keyword with the highest score is periodically
added to the set K̂.

In this work, we collected data for three events - one long-running global finan-
cial crisis event and two short-lived events, the g20 summit and the Mumbai
terror attack event. The nature of an event determines the strategy for data col-
lection. For long-running events, data is collected on a regular basis but in longer
intervals. Shorter events demand more frequent data collection and continuous
update of keywords.

Spatial, Temporal and Thematic Attributes of Twitter Posts. The con-
tent of a Twitter post is the thematic component of a citizen observation. In
this work, we ignore urls and links posted by users in a tweet and only use the
textual component.

Spatial attributes for Twitter data can be of two types - location where the
data originated from, and the location mentioned in the content. We do not
concern ourselves with the latter since our goal is to study the social signals
originating from a location in response to an event. There are two ways to
obtain the spatial information associated with a tweet. The first method is to
provide a location as a parameter to the search API. The other is to use the
poster’s location as an approximation for the origination of the tweet. We adopt
the second alternative, as our crawl needs to be location independent.

The location information for an author either has geocoordinates (in cases
where GPS enabled devices were used in accessing Twitter) or has a location
descriptor (city, state or country) free-text information provided by posters in
their profiles. In case of the former, we use the coordinate information as is,
while in the latter, we make use of Google GeoCoding API 6 to identify the
coordinates. We realize the limitations of this approach (for example, an author
might have posted a tweet from Boston, but updated his location later), but
given the lack of geocoding information in the tweets, we consider this approach
as a sufficient approximation.

For this work, we collected nearly 310,000 tweets for the financial crisis event
starting from Nov 22 2008, out of which we could get location information for
nearly 160,000 tweets. Nearly 76% of this data was contributed by users in the
US. We collected approximately 75,000 tweets for the g20 event between March
9, 2009 and April 10, 2009; 50,000 of which had location information. Majority

6 http://code.google.com/apis/maps/documentation/geocoding/index.html
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of these tweets originated from the US or the UK (57% and 21% respectively).
For the Mumbai terror attack, data was collected between November 29, 2008
and February 28th, 2009. We collected around 10,000 tweets, 6000 of which had
location information. Over 70% of these tweets originated from the US and India
(38% and 34% respectively).

The temporal information for each tweet is obtained from the time the tweet
was posted (available via the API). Since we are interested in social signals over
time, we do not concern ourselves with identifying temporal information that
might be available in the content of a tweet.

We model a tweet t as a 4-tuple; t = {tid, tc, tt, tg} where tid is a unique
alpha-numeric identifier, tc is the textual content, tt and tg are the time and
geographical coordinates obtained for the tweet. tg = {lat, lng} where lat is the
latitude and lng is the longitude of the geographical coordinates of tg.

3 Processing Citizen Observations

Fundamental to the processing of citizen observations is a simple intuition - “de-
pending on what the event is, social perceptions and experiences reported by
citizen sensors might not be the same across spatial and temporal boundaries”.
One of the goals in the formulation of our algorithm was to preserve these dif-
ferent story-lines that naturally occur in data. The two questions we wish to
answer via our work are:

a. For any given spatial location and temporal condition, can we get an idea
of what entities or event descriptors are dominating the discussion in citizen
observations?
b. If we know dominant descriptors, can we tell what people are saying about
them in different parts of the world and over time?

Broadly, our entity-centric approach to summarizing observations in its three-
dimensional space consists of the following steps – partitioning available obser-
vations into processable sets based on spatial and temporal biases induced by
an event, extracting key descriptors and their contexts.

3.1 Defining Spatio-Temporal Sets

Different events have different spatial and temporal biases that need to be con-
sidered while processing observations pertaining to the event. We first partition
the volume of tweets into spatio-temporal sets based on two tuneable parameters
- the spatial parameter δs and the temporal parameter δt. Together these two
define the granularity at which we are interested in analyzing observations. δs

for example is defined to cover a spatial region - a continent, a country, city etc.
Similarly, δt is defined along the time axis of hours, days or weeks.

Depending on the spatial and temporal bias that an event has, the user picks
values for δs and δt. In the Mumbai event for example, there might be interest in
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looking at country level activity on a daily basis. For longer running events like
the financial crisis, we might be interested in looking at country level activity on
a weekly basis. For events local to a country, a possible split could be by cities.

Using these two parameters, we slice our data into Spatio-Temporal Sets
S={S1,S2...Sn} where n is the number of sets generated by first partitioning using
δs and next using δt. If δs = ‘country’ and δt = ‘24 hour’, observations are grouped
into separate spatial (country) clusters. Every spatial set is then divided further
into sets that group observations per day, generating n spatio-temporal sets.

Observations are grouped in a spatio-temporal set depending on the values
they have for their timestamps and geocode attributes (see Section 2). A spatio-
temporal set can be represented as Si={Ti,δsi,δti} where Ti={t1,t2,..} is a set of
tuples where ti={tid,tc,tt,tg} such that ∀ti∈Ti; tg ∈ δsi and tt ∈ δti. By processing
sets in isolation for key descriptors, we ensure that the social signals present in
one do not amplify or discount the effect of signals in the other sets.

3.2 Extracting Strong Event Descriptors

Given a spatio-temporal set definition, we proceed to extract strong descriptors
that are local to this set. In other words, extracted descriptors need to preserve
the social signals local to a spatio-temporal set. This can trivially be a function
of the probability distribution of the descriptors in the corpus Ti defined by the
spatio-temporal set. There has been a plethora of work in the area of extracting
important keywords in a corpus [8]. In our case, there are additional strong cues
in the entity’s temporal and spatial contexts that could be exploited. Here, we
formalize the interplay between the three dimensions and define functions that
extract strong local event descriptors.

Considering each tweet ti as a sequence of words, we define a descriptor in our
work as a vector of n-grams 7. Each ti can then be represented as a vector of word
tokens ngramsi={w1,w2,...} where wi is the weight of the ith n-gram. wi is quantified
as a function of the n-gram’s thematic, spatial and temporal scores computed
as follows. Note that the vector representation of each tweet is constructed after
removing stop word unigrams, removing all url segments and domain specific
stop words like retweet, rt@ etc. Lucene is used as the indexing mechanism. We
also discard all hyperlinks and use only the text portion of tweets.

A. Thematic Importance of an event descriptor: We start by calculating the
thematic score of an n-gram descriptor, ngrami(tfidf), as a function of its TFIDF
score in addition to using the following heuristics. These are necessary in order
to extract meaningful descriptors from volumes of tweets.

1. The descriptor’s TFIDF score is calculated from the Lucene index. This score
reflects how important a word is to an observation in a collection of observations
in the spatio-temporal set.
2. Supporting the intuition that descriptors with nouns in them are stronger
indicators of meaningful entities, we parse a tweet using the Stanford natural
7 We set n=3 in all our experiments.
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language parser and amplify (add to) its TFIDF score by the fraction of words
that are tagged as nouns.
3. The TFIDF score is also amplified based on the fraction of words that are not
stop words.
4. Lower and higher-order n-grams that have overlapping segments (‘general’ and
‘general motors’) and the same TFIDF scores are filtered by picking the higher-
order n-gram. The n-grams in each observation are sorted by their ngrami(tfidf)

score and the top 5 are picked for further analysis. Picking top 5 is a satisfactory
filter given that the length of our observations is at most 140 characters.

Owing to the varied vocabulary used by posters to refer to the same descriptor,
region specific dictions and evolving popularity of words, we found that the above
thematic score was not representative of a descriptor’s importance. Consider this
scenario where the phrase ‘Big 3’ meant to refer to the three car giants ‘GM’,
‘Ford’ and ‘Chrysler’ was not used as frequently as the three words together or
vice versa. The presence of contextually relevant words should ideally strengthen
the score of the descriptor. However, we also need to pay attention to changing
viewpoints in citizen observations that may result in descriptors occuring in
completely different contexts. If the usage of ‘Ford’ is not in the context of the
‘Big Three’, i.e. discussions around Ford surround its new ‘Ford Focus’ model,
its presence should not affect ‘Big Three’s’ importance.

Contextually Enhanced Thematic Score: Here, we describe how the the-
matic score of an extracted descriptor, ‘Big 3’ in the above example, is amplified
as a function of the importance of its strong associations - ‘General Motors’,
‘Ford’ and ‘Chrysler’ and the association strengths between the descriptor and
the associations. For sake of brevity, let us call the ngrami descriptor whose the-
matic score we are interested in affecting as the focus word fw and its strong
associations as Cfw={awi,aw2...}. The thematic score of the focus word is then
enhanced as:

fw(th)=fw(tfidf)+
∑

assocstr(fw,awi)∗awi(tfidf) (1)

where fw(tfidf) and awi(tfidf) are the TFIDF scores of the focus and associated
word as per Step 3 in the previous section; assocstr(fw,awi) is the association
strength between the focus word and the associated word. Here we describe how
we find strong associations for a focus word and compute assocstr scores.

Our algorithm begins by first gathering all possible associations for fw and
places it in Cfw. We define associations or the context of a word as thematically
strong descriptors (in the top 5 n-grams of an observation) that co-occur with
the focus word in the given spatio-temporal corpus. The goal is to amplify the
score of the focus word only with the strongly associated words in Cfw. One way
to measure strength of associations is to use word co-occurence frequencies in
language [9]. Borrowing from past success in this area, we measure the association
strength between the focus word and the associated words assocstr(fw,awi) using
the notion of point-wise mutual information in terms of co-occurrence statistics.
We measure assocstr scores as a function of the point-wise mutual information
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between the focus word and the context of awi. This is done to ensure that the
association strengths are determined in the contexts that the descriptors occur in.
Let us call the contexts for awi as Cawi={caw1,caw2..}, where cawk’s are thematically
strong descriptors that collocate with awi. assocstr(fw,awi) is computed as:

assocstr(fw,awi)=
∑

k(pmi(fw,cawk))
|Cawi| ,∀cawk∈Cawi

where the point-wise mutual information between fw and cawk (the context of
awi), is calculated as:

pmi(fw,cawk)=log
p(fw,cawk)

p(fw)p(cawk)=log
p(cawk|fw)

p(cawk) (2)

where p(fw)= n(fw)
N ;p(cawk|fw)= n(cawk,fw)

n(fw) ; n(fw) is the frequency of the focus word;
n(cawk,fw) is the co-occurrence count of words cawk and fw; and N is the number
of tokens. All statistics are computed with respect to the corpus defined by the
spatio-temporal setting. As we can see, this score is not symmetric and if the
context of awi is poorly associated with fw, assocstr(fw,awi) is a low score.

At the end of evaluating all associations in Cfw, we pick those descriptors
whose association scores are greater than the average association scores of the
focus word and all associations in Cfw. The thematic weights of these associations
along with their strengths are plugged into Eqn 1 to compute the enhanced
thematic score ngrami(th), of the n-gram descriptor.

B. Temporal Importance of an event descriptor: While the thematic scores
are good indicators of what is important in a spatio-temporal setting, certain
descriptors tend to dominate discussions. In order to allow for less popular,
possibly interesting descriptors to surface, we discount the thematic score of a
descriptor depending on how popular it has been in the recent past. The temporal
discount score for a n-gram, a tuneable factor depending on the nature of the
event, is calculated over a period of time as:

ngrami(te)=temporalbias∗
∑ D

d=1
ngrami(th)d

d

where ngrami(th)d is the enhanced thematic score of the descriptor on day d, D
is the duration for which we wish to apply the dampening factor, for example,
the recent week. However, this temporal discount might not be relevant for all
applications. For this reason, we also apply a temporalbias weight ranging from 0
to 1 - a weight closer to 1 gives more importance, while a weight closer to 0 gives
lesser importance to past activity.

C. Spatial Importance of an event descriptor: We also discount the impor-
tance of a descriptor based on its occurence in other spatio-temporal sets. The
intuition is that descriptors that occur all over the world on a given day are not
as interesting compared to those that occur only in the spatio-temporal set of in-
terest. We define the spatial discount score for an n-gram as a fraction of spatial
sets or partitions (e.g. countries) that had activity surrounding this descriptor.

ngrami(sp)= k
|spatio−temporalsets| ∗(1−spatialbias)
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(a)

(b)

Fig. 2. (a) Extracted descriptors sorted by TFIDF vs. spatio-temporal-thematic scores
(b) Top 15 extracted descriptors in the US for Mumbai attack event across 5 days

where k = number of spatio-temporal sets the n-gram occured in. Similar to
the temporal bias, we also introduce a spatialbias that gives importance to local
vs. global activity for the descriptor on a scale of 0 to 1. A weight closer to 1
does not give importance to the global spatial discount while a weight closer to
0 gives a lot of importance to the global presence of the descriptor.

Depending on the event of interest, both these discounting factors can also
vary for different spatio-temporal sets. For example, when processing tweets from
India for the Mumbai attack setting the spatialbias to 1 eliminates the influence
of global social signals. While processing tweets from the US, one might want
a stronger global bias given that the event did not originate there. Both these
parameters are set before we begin the processing of observations.

Finally, the spatial and temporal effects are discounted from the final score,
making the final spatio-temporal-thematic (STT) weight of the n-gram as

wi=ngrami(th)−ngrami(te)−ngrami(sp) (3)

Figure 2(a) illustrates the effect of our enhanced STT weights for extracted
event descriptors pertaining to the Mumbai terror attack event, in the US on
a particular day. We used a temporal bias of 1 suggesting that past activity
was important and a spatial bias of 0 giving importance to the global presence
of the descriptor. As we see, descriptors generic to other spatial and temporal
settings (e.g., mumbai and mumbai attacks) get weighted lower, allowing the
more interesting ones to surface higher.

Figure 2(b) shows top 15 extracted descriptors in the US across five days (days
that had atleast three citizen observations). As we see, the descriptors extracted
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by our system offer a good indication of what is being talked about on those
days. In an ongoing user study, we are showing users tweets on any given day
and investigating how useful descriptors extracted by our system are compared
to those generated using the TFIDF baseline. Results of the same will be made
available at [1].

3.3 Discussions around Event Descriptors

While it is useful to know what entities people are talking about, there might be
different storylines surrounding these entities that could offer an insight into the
social perceptions of an event. The goal here is to thematically group discussions
surrounding event descriptors, while also allowing users to observe how these
discussions change over time and space. We take a simple clustering approach
to this problem, forming k clusters, each representing a viewpoint or storyline
within a spatio-temporal setting. While this is similar in spirit to clustering of
documents to reveal storylines as presented in [5], we use a mutual information
based approach.

Let us call the n-gram of interest as the focus word fw. The steps involved in
identifying storylines surrounding fw are the following (see Figure 3):

Fig. 3. Extracting discussions around descrip-
tors

1. As in our previous algo-
rithm, we find all associations
for a focus word; Cfw={awi,aw2...},
i.e. thematically strong descrip-
tors that collocate with the fw

in the given spatio-temporal
corpus.
2. In order to pick cues for com-
plementary viewpoints, we pick n

associations from Cfw such that
n<|Cfw| and all n associations
are weakly associated with each

other (lending support for separate threads of discussions). Weak associations
are indicated by negative pmi scores (see computed association strengths in the
earlier section). As before, association strengths are computed only from the
underlying corpus of tweets in a spatio-temporal setting in order to preserve
observed signals. Figure 3 shows an example where ‘Pakistan’ is the focus word
and the 2 associations offering cues for separate storylines are ‘declared terror
state’ and ‘pm gilani’.
3. For each of the n associations, we create a cluster populated with a pair
of words - the focus word and the association (see bullet 2 in Figure 3). The
association is further removed from Cfw. The idea is to expand each cluster pro-
gressively by adding strongly associated descriptors from Cfw. Descriptors are
added to a cluster if they result in a positive change in the Information Content
of the cluster [9], i.e. increase the amount of information that was present in the
cluster.
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Creating word clusters using association strengths have been used in the
past for assigning words to syntactic and semantic categories, learning language
models and so on.

The next step is to expand each of the n clusters. Let us refer to the cluster ni

with the focus word fw and one association word as C1 and the associations for
fw, Cfw as C2. The idea is to gradually expand C1 by adding keywords from C2

that are strongly associated with C1. At every iteration, the algorithm measures
the change in Information Content (IC) of C1, IC(C1,ki)δ, before and after adding
every descriptor ki from C2 to C1 as:

IC(C1,ki)δ=IC(C1,ki)−IC(C1) (4)

where IC(C1,ki) is the information content of C1 after adding keyword ki from
C2. IC(C1,ki)δ is positive when ki is strongly associated with words in C1 and
negative when ki is unrelated to words in C1. IC(C1) is the strength of the semantic
associations between words in the cluster and is defined as the average pairwise
Mutual Information (MI) of the words.

IC(C1)=MI(C1)

⎛
⎝ |C1|

2

⎞
⎠ (5)

(a)

(b)

Fig. 4. (a) Discussions surrounding focus
word “Pakistan” in the US (shades of blue),
India (orange) and Pakistan (shades of red) on
a particular day (b) Discussions surrounding
focus word “g20” in Denmark across 4 days
shown in different colors

where |C1| denotes the cardinality

of the cluster C1 and
⎛
⎝ |C1|

2

⎞
⎠ is the

number of word pairs in the clus-
ter C1, normalizing for clusters of
different sizes. MI(C1) is the Mu-
tual Information of cluster C1, de-
fined as the sum of pairwise mutual
information of words within the
cluster.

MI(C1)=
∑

wi,wj∈C1,i�=j PMI(wi,wj)(6)

where PMI(wi,wj) is reused from
2. The descriptor ki from C2 that
results in a positive and mini-
mum IC(C1,ki)δ score is added to
C1 and removed from C2. Addition-
ally, keywords resulting in negative
IC(C1,ki)δ scores are discarded as
weak associations. The algorithm
terminates when all keywords in C2

have been evaluated or when no more keywords in C2 have positive IC(C1,ki)δ

scores (no strong associations with C1). All co-occurence statistics are obtained
only from the underlying corpus of tweets in a spatio-temporal setting in order
to preserve observed signals.
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The reasoning behind picking the descriptor that offers a minimum delta as
opposed to the maximum delta in Information Content is as follows. A keyword
ki occuring in specific contexts with words in C1 will increase the Information
Content of the C1 relatively less than a keyword that occurs in generic contexts.
This strategy has the tendency of adding specific to general keywords from C2 to
C1. At the end of this process n clusters are populated with strongly associated
descriptors from Cfw, with each cluster representing a viewpoint in terms of
cohesive descriptors (see Figure 3). We note here that a descriptor can belong
to more than one cluster. Figures 4(a) and 4(b) also provide examples showing
viewpoints varying over space and time for two focus words, “Pakistan” and
“g20”. This view is different from what is available on Twitris and has been
altered for presentation purposes.

Thematic Integration - Discussion: In this work, we do not attempt to
reconcile descriptors that refer to the same real-world entity of interest i.e. we
do not reconcile that ‘pak istan’ and ‘pakistan’ in Figure 4(a) are the same or
that entity ‘general motors’ and ‘gm’ are the same. In our ongoing efforts we
are using domain models culled from DBPedia [10] in addition to word-sense
disambiguation techniques to disambiguate and annotate entity references. This
will also allow us to thematically integrate citizen sensor observations.

4 User Interface and Visualization

The primary objective of the Twitris user interface is to integrate the results
of the data analysis (extracted descriptors and surrounding discussions) with
emerging visualization paradigms to facilitate sensemaking. Sensemaking, de-
fined in [11], is the understanding of connections between people, places and
events. Awareness of who, what, when and where is a critical component in
sensemaking. Attributes of who posted a tweet does not play a role in this work.
The Twitris user interface facilitates effective browsing of the when, where, and
what slices of social perceptions behind an event. Figure 5(a) illustrates the
theme, time and space components of the interface. To start browsing, users are
required to select an event from the start screen (not shown due to space con-
siderations). Once a theme is chosen by the user, the date is set to the earliest
date of recorded observations for an event and the map is overlaid with mark-
ers indicating the spatial locations from which observations were made on that
date. We call this the spatio-temporal slice. Users can further explore activity
in a particular space by clicking on the overlay marker. The event descriptors
extracted from observations in this spatio-temporal setting are displayed as a tag
cloud. The current version of Twitris displays the top 15 descriptors weighted
by their spatio-temporal-thematic (STT) scores. The STT scores determine the
size of the descriptor in the tag cloud, illustrated in Figure 5(b).

At this stage, the descriptors serve as the focal point for further browsing and
exploring of discussions or storylines. On clicking a descriptor of interest, the
user is shown discussions surrounding the descriptor on that day from all spatial
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Fig. 5. (a) Visualization components (b) Extracted tag cloud of descriptors for USA

regions (see sample in Figure 4(a)). We show all storylines on the same screen to
allow users to contrast and compare complimentary discussions. The descriptors
for these storylines are weighted by their STT scores. Subsequent interaction
with any keyword leads the user to discussions surrounding the selected keyword.
At any point in time, the user has the option of exiting this view and going back
to the current spatio-temporal slice. The alpha version of Twitris can be accessed
at http://twitris.dooduh.com.

5 Discussion and Conclusion

This work is a first step in the spatio-temporal-thematic integration of citizen-
sensor observations. We presented our system Twitris, one possible approach
for processing and presenting crowd-sourced, event related data in its naturally
occuring spatio-temporal-thematic contexts. Our entity-driven approach allowed
us to cull meaningful units of social perceptions and explore how their discussions
varied across space and time. We posit that such crowd-sourced summaries can
supplement situation awareness and decision-making applications.

Few other prototypes similar to ours are available today. VoteIndiaReport8 is
one such example of a collaborative citizen-driven election monitoring platform
for the 2009 Indian general elections. Besides situation awareness applications
where people can track what a crowd is saying, other possible applications of
our work include, search over real-time event related data; monitoring of citi-
zen opinions and sentiments across spatial distributions; studying patterns in
evolution of citizen perceptions behind events etc. There are several other ex-
citing avenues for future work. Some of immediate interest to us include the
semantic annotation of extracted descriptors in order to facilitate integration of
citizen-sensor observations.
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Abstract. We present in this paper a new method for the visual and
interactive exploration of Web sites logs. Web usage data is mapped onto
a 3D tube which axis represents time and where each facet corresponds
to the hits of a given page and for a given time interval. A rearrange-
ment clustering algorithm is used to create groups among pages. Several
interactions have been implemented within this visualization such as the
possibility to add annotations or the use of a virtual reality equipment.
We present results for two Web sites (1148 pages over 491 days, and
107 pages over 625 days). We highlight the actual limits of our system
(9463 pages over 153 days) and show that it outperforms similar existing
approaches.

1 Introduction

Web usage mining (WUM) [1] is a challenging problem for data mining methods
because it consists of analyzing large amount of complex and time-dependent
data, and often with the constraint of presenting the results to non-expert in
data mining. Among the WUM methods [2], we have concentrated our attention
on those that involve the so-called Visual Data Mining (VDM) domain: these
methods use data visualizations and interactions to let the user discover useful
knowledge in an intuitive and interactive way [3] [4] [5]. They also facilitate the
presentation of results to other people.

The remaining of this paper is organized as follows: section 2 describes ex-
isting VDM approaches for WUM and positions our work with respect to these
approaches. Section 3 presents our approach, called DataTube2, and more pre-
cisely the organization of the visualization and the visual encoding of the data,
the use of a rearrangement clustering algorithm, and finally, the graphical inter-
actions (selection, annotations, etc) and their implementation in a virtual reality
environment. Section 4 presents the results obtained on real Web logs. Section 5
concludes and proposes several perspectives on this work .
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2 Existing Approaches: Visual Mining of Log Data

VDM methods applied to WUM should deal with a large amount of data and
should take into account the complexity of the data and their temporal aspects.
They should provide the user with easy to use and understand visualizations and
interactions. Reaching these objectives is a challenging research task for VDM.
One of the pioneers is probably Webviz [6] which displays a graph of web pages
where links can be colored according to the visits to these pages. VisVIP [7] uses
the same pages display principle but represents the web navigation as a curve,
and the time spent on each page with a column. MIR [8] is one of the unique use
of a metaphor to represent web logs: the web site is a city where each building
represents a web page, and the users’ navigation is represented by the moves
of an avatar. Among the methods which can deal with the largest amounts of
data, one must mention TimeTube [9] where the logs of a 7588 pages Web site
have been represented (tree representation). This system has the advantage of
representing the Web site structure, but its main drawback is that it gives time
a minor role: only a few time instants are visualized. DataJewel [10] is another
example which uses a calendar representation in conjunction with a pixel-based
visualization (each day of the calendar is filled with pixels that represent access
to pages for instance). Calendar representation is easy to understand for the
user. However, the filling of the calendar does not help the user to perceive
the absence of hits or pages with similar behavior. One must also mention the
use of Kohonen’s Self-Organizing Maps [11]) where pages are clustered together
according to their co-occurrence in users navigation. Our method belongs to
this last kind of methods where a priority is given to the amount of data and to
knowledge discovery using a clustering algorithm.

Finally, one must mention basic plots and graphs of Web usage data as pro-
vided by commercial or industrial tools, like for example Google Analytics. Those
tools are very useful for many web sites: they may trace the activity of a page,
the global activity of a site, the origin of users, etc. When many pages are con-
sidered, such standard tools cannot provide for instance a graph that include
the activity of all pages (such as TimeTube for instance). In addition, if one
wishes to highlight additional information (pages with similar activities), then
such functionalities are not provided by standard tools because the use of a
clustering algorithm would be time-consuming.

3 DataTube2

3.1 Definition of the Visualization

From a general point of view, we consider that the temporal data to analyze is
described with n attributes over k time steps (or intervals). These n attributes
(denoted by A1, .., An) are supposed to be numeric. Several scales can be used
for the t1, ..., tk time steps (e.g. hours, days, months, etc). The input data of our
method can thus be represented as a n×k matrix where Ai(tj) denotes the value
of the i-th attribute at time-step (or interval) tj . As far as WUM is concerned,
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Fig. 1. Definition of the temporal tube

each attribute Ai represents for instance the number of hits of a page Pi of the
considered Web site.

DataTube2 is initially based on Mihael Ankerst’s DataTube visualization [12]
that we have significantly extended in order to fit WUM requirements. This
includes the addition of new visual elements and new interactions, the integration
of a clustering algorithm, and the ability to deal with much larger amount of
data (the initial version was apparently limited to n = 50 and k < 100). The
visualization in DataTube2 uses a 3D temporal tube as shown in figure 1 where
the tube axis represents the time flow and where each attribute value Ai(tj) is
represented by a rectangular facet. A time-step tj is thus represented as a ring
in the tube, while the evolution of a given attribute over time is represented as a
line which is parallel to the tube axis. We have defined several ways to visually
encode the Web usage data: with colors (three values are defined by the user:
minimum, intermediate, maximum), with the width of the facets, or with the
height of the facets (w.r.t. the tube axis). These different modes can be combined
together. Missing values (which may reflect the lack of event in the considered
time interval) are represented in a default color (black, for example, in all of our
visualizations).

We have added in DataTube2 an explicit time axis in order to give a scale
for the time flow and to help the user in locating events over time. This axis
takes the form of a “path” consisting of slabs, where each slab corresponds to
a time-step ti. This path is placed inside the tube, below the tube axis. The
slabs are transparent in order to enable the perception of data located below
them. In addition, a text label periodically indicates to which time-step a slab
corresponds to. To highlight a given time-step, one can select it by clicking on
the corresponding slab. Finally, the user can add annotations on the time axis.

3.2 Clustering Algorithm

Since many pages may have a similar activity, it is very important to help the
user to visually detect those groups of pages, as well as other information about
them like their size or the reason why they form a group. This greatly improves
the clarity and the usefulness of the visualization. For this purpose, we have used
a simple rearrangement clustering algorithm where similar attributes (i.e. with
similar temporal behavior) are displayed next to each other in the tube. Many
methods of such reorganization exist, including recent work like [13]. Here we
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use a classical and popular method for matrices reorganization, the Bond Energy
Algorithm [14]. Its complexity is polynomial and we show in section 4 that it
performs well.

3.3 Interactions

Regarding the navigation in the visualization, the user is initially placed at the
tip of the tube axis and he faces the inside of the tube (see figure 2 for instance):
he obtains a global view of all data, exhibiting for example, major trends, groups
of similar pages (see previous section) and missing data (pages which did not
exist yet, or pages which disappeared). Obtaining a zoom is achieved by “per-
spective effects” (data located far away from the user appears smaller and with
less details than data close to the user) and by the user’s moves: the sides of the
tube are close to the central axis, which allows the user to quickly reach them
and to locally observe attributes with more details.

Regarding the interactive selection of data, each facet is clickable. A left click
triggers the display of the attribute name (page name for instance), the consid-
ered time-step and the value Ai(tj), in the upper right corner of the screen. A
right click also enables to dynamically add annotations on a facet. Thus the user
can store notes or “landmarks” related to the discovered knowledge and mark a
special event in order to better observe its causes or consequences (for instance,
an “advertising campaign” and its successive effects on the pages activities). The
user can also use these annotations for the interactive presentations of data and
extracted knowledge. These annotations can be either a graphical element such
as an image chosen by the user or a visual marker (sphere). One can associate
with these annotations a link (URL), a sound or a text displayed in a separate
window.

DataTube2 can be run on a standard computer with a 2D screen. However,
the perception of the third dimension is important in this tubular representation
because it greatly helps the user to perceive the time flow (tube axis). So we
have therefore develop the possibility to run DataTube2 in a virtual reality
environment called VRMiner [15].

4 Results

We have applied DataTube2 to several logs obtained from real Web sites as
shown in table 1. Our tests were performed on a MacBook Pro (2.4GHz Intel
Core Duo, 4GB of RAM).

Table 1. Logs from real Web sites used for our experimental tests

Web site # values n k Vis. time Clust. time Clust. efficiency

Polytech 563 668 1148 491 days 1.4s 22.5s 1.19
Polytech-Init 1 447 839 9 463 153 days 34s 8 min. 1.03
Antsearch 66 875 107 625 days 407ms 234ms 1.39
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In table 1, we have evaluated the execution times of both the visualization
and clustering algorithms. In this table, “Vis. time” represents the time needed
to build the visualization and “Clust. time” represents the time needed to re-
organize the visualization with BEA. The construction of the visualization is
linear and thus fast compared to BEA which requires more time especially when
the number of pages increases (quadratic complexity). However the global exe-
cution time is quite acceptable for the user. In this table we have also measured
the efficiency of the clustering algorithm both in a quantitative and visual way.
“Clust. efficiency” is thus the ratio between the sum of similarities of adjacent
attributes in the final reorganized visualization and the same sum but for the
initial visualization. Obviously the clustering step reorganizes the visualization
by placing pages with similar behavior next to each others.

We present now typical results and knowledge which can be visually extracted
with our tool. In all visualizations, we have visually encoded the number of hits
per day with a color ranging from green (low number of hits) to red (high
number). First, the user initially has a global view of all log data, such as those
represented in figure 2. On top of this figure, pages are ordered around the tube
according to their date of creation, which results in a spiral-like shape. One
immediately perceives the pages which, after their creation, do not receive much
attention like the pages labeled “1” in the figure. It is also possible to detect
the periods where no pages have been added to the site (see the area labeled
“2” in the figure) or where many pages have been added (see area “3”). The
area “4” corresponds to pages which, during a given time interval, received more
attention than the others.

In the bottom of figure 2, the clustering algorithm has been used to group
together pages with similar activities. One notices the many differences between
the top (sorted by date of creation) and bottom pictures. The clustering al-
gorithm groups together pages which were 1) created at the same time (period
with no activity) and 2) which, once created, behave similarly. Many such groups
can be detected (see for instance the groups labeled “A”). Then, more specific
groups can be found. Group “B” corresponds to pages which, after a period of
high activity, where not viewed anymore, and then viewed again. The webmaster
may detect in such a way pages which are not accessible for some time. Finally,
we highlight another group “C”: this group can be divided into two subgroups
which share important similarities and which were placed next to each others in
the visualization.

We have let the Webmasters test DataTube2 and we report here the obtained
comments. They were not aware of such a visualization tool before and they
quickly learn its use. The time needed to explain the characteristics of the visu-
alization and the interactions was short thanks to the tubular shape which can
be easily explained and understood. These people were easily able to highlight
the above-mentioned information and they especially appreciated being able to
have a global view of the data. They were able to give name to groups of pages
(i.e. “News”, “Press”, “Gallery”, “Courses”, etc) by recognizing specific clusters
of pages with similar behavior, and were able to understand the shown behavior
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Fig. 2. DataTube2 typical visualizations: the first visualization (top) corresponds to
the ordering of pages by date of creation, while the second one (bottom) is obtained
after running the clustering algorithm (see text for explanation)
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(like for instance pages dealing with “Courses” which often change). For the
Polytech logs, the Webmaster has studied the influence of the end of the school
period, the holidays and the beginning of the school on the site visits.

Finally, we have tested the actual maximum capacity of DataTube2 with a
large amount of pages. In this case, pages have been ordered according to their
date of creation, which results in a spiral that represents the history of the Web
site since its creation. The activity of all pages is globally represented. We have a
total amount of 9463 pages over 153 days. However, the interactions are limited
because the frame rate of the display is too slow (about one per second). So
this visualization should be considered as static, i.e. the user cannot easily move
around. As mentioned in the next section, DataTube2 outperforms previous
visualization of Web logs, both in terms of number of pages or time steps.

5 Discussion and Conclusion

We have presented here a new VDM method and its application to WUM. We
have tested it on different web sites with hundreds of pages. Webmasters easily
understood its functionalities. The clustering algorithm improves the visualiza-
tion by showing similarities on pages access. So webmaster have a complete vision
of the activity over time and are able to perceive at least the following informa-
tion: the number of visits to web pages, the areas of a site which are difficult
to reach and which receive a small number of hits, important times of the year,
the week or the day (when an hour scale is selected). The user is also informed
on groups of pages with similar activities. He may obtain a global view but also
details on any part of the data. Moreover, we have implemented DataTube2 in
a virtual reality in order to allow the user to efficiently explore and analyze the
temporal aspect of the data.

Compared to industrial tools such as AWStats or Google Analytics, our visu-
alization allows the user to perceive at once the activities of many more pages,
as well as groups of pages with similar activities. We have shown that our imple-
mentation of DataTube may visualize about 1.500.000 values with a log of 9463
pages over 153 days (these numbers are higher than the values mentioned in the
state of art of visual methods, but also for other non visual approaches [16]). If
ones compares our results to those obtained in the VDM literature (see section 2)
which, as far as we know, are the only one to visually handle large volumes of
log data, one must notice that Datatube2 visualizes at least as many pages and
many more time-steps than TimeTube [9] (limited to a few time steps), and
many more pages than DataJewel [10] (limited to a few pages).

We are currently adding more interactions and graphical requests in the vi-
sualization, and we are preparing the visualization of other information such
as users’ sessions. In this case attributes would be the users and “time” steps
would be the pages or groups of pages. We are also studying how to represent
the structure of the Web site within the tubular representation.
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Abstract. In this article a new type of key constraint in XML, called an
XKey, is proposed. The motivation for an XKey is based on the obser-
vation that existing approaches do not always capture the fundamental
properties of a key, namely identification and uniqueness, and it is shown
that an XKey always has these properties. It is also shown that an XKey
has the desirable property of extending the notion of a relational key.

Keywords: XML, Integrity Constraints, Keys.

1 Introduction

Integrity constraints are one of the oldest and most important topics in database
research, and they find application in a variety of areas such as database design,
data translation and data storage [1]. With the adoption of XML [2] as the
industry standard for data interchange over the internet, and the increasing usage
of XML as a format for the permanent storage of data in database systems [3],
the study of integrity constraints in XML has increased in importance in recent
years (cf. [4] for a recent survey of the topic).

While many different types of integrity constraints have been proposed and
studied, the most important type of integrity constraint is probably a key con-
straint, irrespective of the data model used, since it is the fundamental means
by which entities in a database can be identified. A very simple type of a key
constraint for XML is offered by DTDs [2] in the form of an Id constraint. More
sophisticated key frameworks have recently been proposed in [5], and in the key
and the uniqueness constraints of XML Schema [2]. In these approaches, a key
is syntactically defined by a statement of the form (T, (P1, . . . , Pn)), where T is
a path referred to as the selector and P1, . . . , Pn are paths called fields, and the
semantics of a key then requires that T nodes in the XML tree (document) are
identified by the combination of P1, . . . , Pn nodes.

While these approaches have made an important contribution to the specifi-
cation and study of XML keys, they have several important limitations that
we now highlight in the following example. Suppose that we wish to store
information about customers of a phone company. Two sample XML docu-
ments are shown in Fig. 1. Suppose also that the application specifies the con-
straint that customers are identified by the code and number of their phones,
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(a) (b)
<Customers> <Customers>

<Customer name="Jones"> <Customer name="Miller">

<Phone code="0660" number="44444"/> <Phone code="0880" number="33333"/>

</Customer> <Phone code="0880" number="33333"/>

<Customer name="Smith"> </Customer>

<Phone code="0660" number="11111"/> </Customers>

<Phone code="0990" number="44444"/>

</Customer>

</Customers>

Fig. 1. Example XML Documents Representing Customers and their Phones

i.e. the key is κ = (Customers.Customer, (Phone.code, Phone.number)), where
Customers.Customer is the selector and Phone.code and Phone.number are the
fields.

In reference to the approach of [5], its first limitation is that while it is intended
to capture the identification property of a key, it does not always do this, as
we now explain. From an intuitive view point, the XML document in Fig. 1a
satisfies κ since the combination of code plus number of each phone is unique for
the two customers. However, according to the semantics of [5], when there are
multiple fields and there is more than one field node per field then all possible
combinations of field nodes are required to identify the selector node. Hence κ is
violated in Fig. 1a according to the semantics in [5], since both customer nodes
have the field node combination of 0660 and 44444.

The second limitation of the approach in [5] is that it does not capture, nor was
intended to capture, the uniqueness property of a key, which we now illustrate.
In the XML document in Fig. 1b, key κ is satisfied according to the semantics
in [5], which is however not desirable since the phone 0880/33333 is stored
twice. This is a disadvantage, since having a key that is not unique results in
redundancy and update problems similar to what occurs in relational databases.
For example, if the code or number of one of the phones of Miller is modified
but not the other, then the document becomes inconsistent.

XML Schema provides two types of identification constraints, a key constraint
and a unique constraint, with the intention that a key constraint correspond
to a primary key and a unique constraint correspond to a candidate key. The
two constraints are both specified using the same syntax (given earlier), but
have slightly different semantics. While a key constraint specifies that there
must be at least one field node per field, a unique constraint allows the field
nodes to be empty. Both constraints however require that, for each selector node
and each field, there is at most one field node. So, for example, in Fig. 1a this
would require that a customer can only have at most one phone, and so κ would
be violated even though the combination of code plus number of each phone
is unique and effectively identifies the customer it belongs to. We regard this
approach as being too strict and not essential for capturing the identification
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(a) (b) (c)
<Customers>

cno code number cno {code number} <Customer cno="C1">

C1 0660 44444 C1 0660 44444 <Phone code="0660" number="44444"/>

C2 0660 11111 0770 22222 <Phone code="0770" number="22222"/>

C1 0770 22222 </Customer>

C2 0990 44444 <Customer cno="C2">

C2 0660 11111 <Phone code="0660" number="11111"/>

0990 44444 <Phone code="0990" number="44444"/>

</Customer>

</Customer>

Fig. 2. Relation Phones (a) flat, (b) nested, and (c) mapped to XML

and uniqueness property of a key, and so we will later define a key constraint
differently so that κ is satisfied in Fig. 1a (but not in Fig. 1b).

The second limitation of the work in [5], and the XML Schema constraints
is that they do not extend the semantics of a relational key. To illustrate this,
consider the following example, closely related to the one given earlier.

The relation shown in Fig. 2a stores details of phones and the customers that
they belong to. The key for relation Phones is (code, number), and so code plus
number identifies the number of a customer (cno), but cno does not identify
code and number since a customer may have more than one phone.

We now map relation Phones to an XML document by first nesting on {code,
number}, and then directly to an XML document as shown in Fig. 2. This
mapping is an instance of a general method of mapping a relation to an XML
document, which was originally presented in [6]. We also name the XML doc-
ument as Customers, rather than Phones, to reflect the fact that the details
of phones are now nested under cno as a result of the mapping. As a result of
the nesting, cno is now unique in Customers and so, as one would expect, the
key (Customers.Customer, (cno)) holds in Customers. However, since (code,
number) is a key in Phones one would also expect that (code, number) iden-
tifies customers in Customers, and hence that the key (Customers.Customer,
(Phone.code,Phone.number)) would hold. However, this is not the case under
either the semantics of [5] or XML Schema, for the same reasons that the XML
document in Fig. 1a violates κ.

Having an XML key constraint that extends the semantics of a relational
key is important in several areas. Firstly, in the area of XML publishing [7],
where a source relational database has to be mapped to a single predefined
XML schema, knowing how relational integrity constraints map to XML integrity
constraints allows the XML document to preserve more of the original semantics.
This argument also applies to ‘data-centric’ XML [8], where XML databases (not
necessarily with predefined schemas) are generated from relational databases.

The first contribution of our paper is to propose a new key constraint for
XML, called an XKey. An XKey specifies that field nodes related by a semantic
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property called closest are required to be unique, thus obviously capturing the
uniqueness property and eliminating the redundancy problems discussed earlier.
However, we also show that a consequence of the uniqueness property of an XKey
is that selector nodes are identified by field nodes, and so an XKey simultaneously
captures both the uniqueness and identification properties of a key.

Our second contribution is to show that an XKey extends the semantics of a
relational key, thus eliminating the third limitation of the existing approaches
discussed earlier. We do this by showing that in the special case where the XML
tree is derived from a flat relation by first mapping it to a nested relation by an
arbitrary sequence of nest operations, then the XML tree satisfies an XKey if
the flat relation satisfies the corresponding relational key.

The rest of the paper is organized as follows. Section 2 contains preliminary
definitions, and Sect. 3 contains the definition of our XKey. Finally, Sect. 4 gives
an overview over related work.

2 XML Trees, Paths and Reachable Nodes

In this section we present some preliminary definitions. First, following the
model adopted by XPath and DOM [2], we model an XML document as a
tree as follows. We assume countably infinite, disjoint sets E and A of element
and attribute labels respectively, and the symbol S indicating text. Thereby,
the set of labels that can occur in the XML tree, L, is defined by L =
E ∪ A ∪ {S}.

Definition 1. An XML tree T is defined by T = (L,V, E, lab, val, vρ), where

– V is a finite, non-empty set of nodes;
– the function lab : V → L assigns a label to every node in V. A node v is

called an element node if lab(v) ∈ E, an attribute node if lab(v) ∈ A, and
a text node if lab(v) = S;

– vρ∈ V is a distinguished element node, called the root node, and lab(vρ) =ρ;
– the parent-child relation E ⊂ V × V defines the directed edges connecting

the nodes in V and is required to form a tree structure rooted at node vρ.
Thereby, for every edge (v, v̄) ∈ E,
1. v is an element node and is said to be the parent of v̄. Conversely, v̄ is

said to be a child of v;
2. if v̄ is an attribute node, then there does not exist a node ṽ ∈ V and an

edge (v, ṽ) ∈ E such that lab(ṽ) = lab(v̄) and ṽ �= v̄;
– the partial function val : V → string assigns a string value to every attribute

and text node in V.

We also denote the parent of node v in a tree by parent(v), and the set of
ancestor nodes of v by ancestor(v). An example of an XML tree is presented in
Fig. 3, which is the tree representation of the XML document in Fig. 2, where
E = {ρ, Customer, Phone} and A = {cno, code, number}.
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ρ vρ

v9

v13

Customer

cno

C2

v14

v15 v16

Phone

number

44444

code

0990

v10

v11 v12

Phone

number

11111

code

0660

v1

Customer

v4

v2

v3

Phone

number

44444

code

0660

v6

v7 v8

Phone

number

22222

code

0770

v5
cno

C1

Fig. 3. Tree Representation of the XML Document in Fig. 1c

The notion of a path, which we now present together with some frequently
required operators on paths, is central to all work on XML integrity constraints.

Definition 2. A path P = l1. · · · .ln is a non-empty sequence of labels (possibly
with duplicates) from L. Given paths P = l1. · · · .ln and P̄ = l̄1. · · · .l̄m we define

– P to be a legal path, if l1 = ρ and li ∈ E ∀i ∈ [1, n−1]1.
– P to be a prefix of P̄, denoted by P ⊆ P̄, if n ≤ m and li = l̄i ∀i ∈ [1, n].
– the concatenation of P and P̄, denoted by P.P̄, to be l1. · · · .ln.l̄1. · · · .l̄m.
– the intersection of P and P̄ if both are legal paths, denoted by P ∩ P̄, to be

the longest path that is a prefix of both P and P̄ .
– parent(P ) = l1. · · · .ln−1, if n > 1, to denote the parent path of P .
– last(P ) = ln to denote the final label in P .

For example, if E = {ρ, Phone} and A = {code, number} then code.Phone is a
path but not a legal one, whereas ρ.Phone.code is a legal path. Also, ρ.Phone ⊆
ρ.Phone.code and if P = ρ.Phone.code and P ′ = ρ.Phone.number, then P ∩P ′ =
ρ.Phone.

We now define a path instance, which is essentially a downward sequence of
nodes in an XML tree emanating from the root node.

Definition 3. A path instance p = v1. · · · .vn is a non-empty sequence of nodes
such that v1 = vρ and ∀i ∈ [2, n], vi−1 = parent(vi). The path instance p is said
to be defined over a path P = l1. · · · .ln, if lab(vi) = li ∀i ∈ [1, n].

For example, referring to Fig. 3, vρ.v1.v2 is a path instance and it is defined over
the path ρ.Customer.Phone.

The next definition specifies the set of nodes reachable in a tree from the root
node by following a path.

Definition 4. Given a tree T = (L,V, E, lab, val, vρ) and a path P, the function
N(P ) returns the set of nodes defined by N(P ) = {v ∈ V | v is the final node in
path instance p and p is defined over P}.
1 [1, n] denotes the set {1, . . . , n}.
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For instance, referring to Fig. 3, if P = ρ.Customer.cno, then N(P ) = {v5, v13}.
We note that it follows from our tree model that for every node v in a tree
T there is exactly one path instance p such that v is the final node in p and
therefore N(P ) ∩ N(P̄ ) = ∅ if P �= P̄ . We therefore say that P is the path such
that v ∈ N(P ).

3 Defining an XML Key

In this section we present the syntax and semantics of our definition of an XKey,
starting with the syntax. As noted previously, our syntactic framework is the
same as that used in specifying key and unique constraints in XML Schema,
and the framework used in [5] for specifying XML keys.

Definition 5. An XKey is a statement of the form (T, (P1, . . . , Pn)), where T
is a path called the selector, and P1, . . . , Pn are paths called fields, such that for
all i ∈ [1, n], T.Pi is a legal path that ends in an attribute or text label.

We now compare this definition to the key constraint in XML Schema, which
is the basis for the syntax of an XKey. (i) We only consider simple paths in
the selectors and fields, whereas XML Schema allows for a restricted form of
XPath expressions. (ii) In contrast to an XKey, an XML Schema key also allows
for relative constraints, whereby the key constraint is only evaluated in part
of the XML tree. (iii) The restrictions on fields means that we only consider
the identification of selector nodes by text/attribute nodes, whereas the key
constraint in XML Schema also allows for field nodes being element nodes.

We should mention that restrictions (i) - (iii) are not intrinsic to our approach,
and Definition 5 can easily be extended to handle these extension. Our reason
for not considering these extensions here is so that we can concentrate on the
main contribution of our paper, which is to apply different semantics to an XKey
so as to capture the identification and uniqueness property of a key.

To define the semantics of an XKey, we present first a definition, originally
presented in [6], which is central to our approach and is what distinguishes it
from other approaches. The intuition behind it is as follows. In defining relational
integrity constraints, it is implicit that the relevant data values belong to the
same tuple. The following closest definition extends this property of two data
values belonging to the same tuple to XML, that is if two nodes in the tree
satisfy the closest property, then ’they belong to the same tuple’.

Definition 6. Given nodes v1 and v2 in an XML tree T, the boolean function
closest(v1, v2) is defined to return true, iff there exists a node v1

2 such that (i)
v1
2 ∈ aancestor(v1), and (ii) v1

2 ∈ aancestor(v2), and (iii) v1
2 ∈ N(P1∩P2), where

P1 and P2 are the paths such that v1 ∈ N(P1) and v2 ∈ N(P2) and the aancestor
function is defined by aancestor(v) = ancestor(v) ∪ {v}.

For instance in the tree in Fig. 3, closest(v2, v5) is true since v2 ∈ N(ρ.Customer.
Phone), v5 ∈ N(ρ.Customer.cno) and v1 ∈ N(ρ.Customer) is an aancestor
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of both v2 and v5, where ρ.Customer = ρ.Customer.Phone ∩ ρ.Customer.cno.
Also, closest(v1, v5) is true since v1 is an aancestor of both v1 and v5 and
ρ.Customer = ρ.Customer ∩ ρ.Customer.cno. However, closest(v1, v13) is false
since v13 ∈ N(ρ.Customer.cno), but v1 and v13 have no common aancestor node
in N(ρ.Customer).

This leads to the definition of the semantics of an XKey.

Definition 7. An XML tree T satisfies an XKey σ = (T, (P1, . . . , Pn)), denoted
by T � σ, iff whenever there exist selector nodes {v, v′} ⊆ N(T ) and sets of field
nodes v1, . . . , vn and v′1, . . . , v

′
n such that

i) ∀i ∈ [1, n], {vi, v
′
i} ⊆ N(T.Pi) and vi ∈ ancestor(v) and v′i ∈ ancestor(v′);

ii) ∀i, j ∈ [1, n], closest(vi, vj) = closest(v′i, v
′
j) = true;

iii) ∀i ∈ [1, n], val(vi)=val(v′i),
then ∀i ∈ [1, n], vi = v′i.

Clearly, our definition of an XKey captures the uniqueness property of the sets
of field nodes in a key σ, since if T � σ then there cannot exist two distinct
sets of field nodes for σ that are value equal. Also, our definition captures the
identification of selector nodes by the combination of field nodes. That is, if T � σ
and v, v′ are selector nodes for σ, then v = v′ if there exist field nodes v1, . . . , vn

for v and v′1, . . . , v′n for v′ such that val(vi) = val(v′i) for all i ∈ [1, n]. This is
because if v �= v′, then since T is a tree a field node cannot be a descendant of
both v and v′ and hence the sets of field nodes v1, . . . , vn and v′1, . . . , v

′
n must be

distinct, which is a contradiction and so v = v′.
For instance, if T̄ is the tree in Fig. 3, then nodes v1 and v9 are the selector

nodes for the XKey κ′ = (ρ.Customer, (Phone.code, Phone.number)) in tree T̄,
and the only sets of field nodes that pairwise satisfy the closest property are
{{v3, v4}, {v7, v8}} for v1 and {{v11, v12}, {v15, v16}} for v9. These sets of field
nodes are obviously unique, since none of them are value equal, and therefore tree
T̄ satisfies κ′. Note that the selector nodes v1 and v9 are indeed identified by each
of the sets of field nodes {v3, v4}, {v7, v8} and {v11, v12}, {v15, v16}, respectively.

Now, recall from the introductory example that T̄ is the tree obtained from re-
lation Phones (cf. Fig. 2a) according to the general mapping procedure originally
presented in [6], whereby flat relation Phones is first nested on {code, number}
and then mapped directly to XML. In this example (code, number) is the key
for Phones, and its semantics is preserved by the XKey κ′ in the obtained tree
T̄ since T̄ � κ′ as shown above. Hence κ′ exemplifies the property of an XKey
to preserve the semantics of a relational key in case that the XML document is
obtained from a complete relation by the mapping procedure in [6]. We omit a
formal analysis of this property of an XKey here for reasons of space require-
ments and refer the reader to [9] instead.

We note finally that κ′ is violated in tree T̄ according to both the semantics
of [5] and XML Schema, which shows that these approaches do not have the
desirable property of preserving the semantics of a relational key.



570 M. Karlinger, M. Vincent, and M. Schrefl

4 Related Work and Discussion

In recent years, several types of XML Integrity Constraints (XICs) have been
studied. We focus here on key and related types of constraints and refer the
reader to [4] for a survey of other types of XICs.

Related to keys in XML are functional dependencies in XML (XFDs), which
have been proposed using a ‘tree tuple’ approach [10] and a ‘closest node’ ap-
proach [6]2. Tailored to the selector/field framework, an XFD achieves the iden-
tification of selector nodes in the same, sophisticated way an XKey does. It
however does not account for the uniqueness of field nodes. This together with
the limitations of the well recognized proposals towards XML keys in [5] and the
XML Schema specification, which we have illustrated throughout the paper, in
fact motivated the definition and study of an XKey.

The XML key presented in [11] does not use the selector/field framework, but
instead identifies element nodes by a subset of their attributes. The targeted
element nodes are thereby designated by either a type in a DTD or by a path
expression. This approach is less expressive than an XKey since it does not allow
for the identification of element nodes by descending field nodes.

In future work we will investigate the consistency and implication prob-
lems for XKeys, which are fundamental to any type of integrity constraint.
These problems are formulated as the questions of whether there exists at
least one XML document that satisfies a given set of XKeys, and whether a
single XKey must hold in an XML document given that a set of XKeys holds,
respectively.
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Abstract. Automatic query expansion is an effective way to solve the word 
mismatching and short query problems. This paper presents a novel approach to 
Expand Queries Based on User log and Small world characteristic of the 
document (QEBUS). When the query is submitted, the synonymic concept of the 
query is gotten by searching a synonymic concept dictionary. Then the query log 
is explored and the key words are extracted from the user clicked documents 
based on small world network (SWN) characteristic. By analyzing the semantic 
network of the document based on SWN and exploring the correlations between 
the key words and the queries based on mutual information, high-quality 
expansion terms can be gotten. The experiment results show that our technique 
outperforms some traditional query expansion methods significantly.  

Keywords: Query expansion, query log analysis, small world characteristic, 
mutual information. 

1   Introduction 

Search engines have become the main tool for information retrieval. Most of search 
engines still rely on the key words in the query to search and rank Web Pages. However 
it is general consensus that the authors and the users always use different terms to 
describe the same concept, and web users always submit short term queries. These are 
the key reasons that affect the precision of the search engine. Query expansion is an 
efficient approach to solve the problem by automatically adding additional terms to the 
query. 

Although web users usually input short queries with little or no context information 
associated with them, they click the URL which they consider relevant. These clicks 
associate a set of query terms with a set of WebPages and can provide high level 
suggestions for expanding the original user query with additional context.  

This paper investigate a new approach (QEBUS) Expand Queries Based on User log 
and Small world characteristic of the document. Our work is different from the 
traditional approach in three aspects. 
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(1) For the queries not in the user logs, we maintain a synonymic concept dictionary. 
By searching the dictionary, both the query and the synonymic concept are submitted to 
the search engine. As the user log becomes larger, the dependence on the concept 
dictionary will get weaker.  

(2)For the queries in the user logs, the WebPages clicked by the users with same 
preference are selected. The keywords are extracted based on small world characteristic 
of the document. This step can improve the quality of extracted terms dramatically. 

(3) Correlations between the key words and the queries are explored not only based 
on mutual information but also on key words distribution in related documents. 

Our experiments show that our query expansion approach can improve the precision of 
the search result significantly. 

The remainder of this paper is organized as follows. In Section 2, we discuss the 
related work. QEBUS are described in Section 3. Experiment results and evaluations 
are presented in Section 4. Conclusion and future work are introduced in Section 5. 

2   Related Work 

Traditional works on query expansion can be divided into three categories: global 
analysis, local analysis (pseudo-relevant) and local context-sensitive analysis. 

Global analysis examines the relationship of words in the whole collection, 
includeing Deerwester’s Latent Semantic Index (LSI)[4], Y. Jing’s PhraseFinder[15] 
and the approach presented by Fabienne[6]. The disadvantage of these approaches is 
that corpus-wide statistic is required, so it is expensive in terms of space and time. 

Local analysis is the approach extracting terms from top-N documents retrieved by 
the initial queries instead of global concept database. The most frequent non-stop words 
among the top ranked passages are counted and added to the original queries [14,2,10]. 
Local analysis highly depends on the quality of the documents retrieved in the initial 
retrieval. 

One of the best ways to determine search needs is through user’s observation. Cui 
[8],Fonseca and Golgher [1] utilize user click through data to extract semantic 
similarity. Radlinski[5], Rosie[12] use query sessions as the source information for 
query expansion. By studying the web search behavior, White[13] found that experts 
are more successful in finding what they are looking for than non-experts. Instead of 
teaching a non-expert to be an expert, our QEBUS helps users with query expansion.  

3  Key Words Extraction and Query Expansion Model  

3.1  Small World Phenomenon  

The small-world experiment was conducted by Milgram who examined the average 
path length for social networks of people in the United States. The research was 
groundbreaking in that it suggested that human society is a small world type network 
characterized by short path lengths and high cluster, which are often associated with the 
phrase "six degrees of separation".  
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Recent research on networks that occur in a number of biological, social and 
man-made systems showed that they share a common feature. To formalize the notion 
of a small world, Watts and Strogatz [3] define the clustering coefficient C and the 
characteristic path length d of the graph.  

The clustering coefficient C is a measure of the clique of the local neighborhoods. 
The characteristic path length d is the average path length over all pairs of nodes. The 
graphs that have SW property are often neither completely regular nor completely 
random. Graphs with SW structure are highly clustered, but the path length between 
nodes is small (It can be seen that  and ). 

Yutaka Matsu [16] showed that the graph derived from a document also has the 
small world characteristics. It has been proved by Ramon Ferrer [11] that the small 
world phenomenon also exists in human language.  

3.2   Building Term Co-occurrence Graph 

A term co-occurrence graph can be constructed from a document as follows. 

(1) After word segmentation (for Chinese document) and stop words removing, we 
select frequent terms {ti} which appear frequency f>fthr. With this method, the nodes of 
the Term Co-occurrence Graph were selected.  

(2) For a given term (node), which nodes should be selected as its neighbors? Jaccard 
coefficient is appropriate for our feature extraction task and has previously shown 
excellent empirical performance in natural language processing. For every pair of

{ , }i jt t , Jaccard coefficient , , ,   is calculated.  Where ,  is the 

number of sentences that contain both  and , ,  is the number of 
sentences that contain either of  or . If , (Jthr is the user-given threshold), 

an edge is added between  and . 
(3) The term co-occurrence graph of the document can be defined as , , 

where ,  is the terms selected after step (1), ,  is the set of 

edges or connections between terms and , L is the number of nodes in the graph.  

3.3  SW Properties of Term Co-occurrence Graph 

After constructing the term co-occurrence graph, we will calculate its two basic 
statistical properties: the clustering coefficient C and the path length d. For a term  with k neighbors, we use , 1  to indicate the set of nearest 

neighbors. , 1 indicates there is an edge between  and   otherwise , 0. 

The clustering coefficient of the graph can be defined as ∑ ，where  is 

the node  clustering coefficient. 1 2 , k is the number of  's 

neighbors;   is the number of edges which actually exist between the neighbors of  
, ∑ , | ,, 1 , .The second property is the path length. For 

given two terms , , , let ,  represent the minimum path length between 
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them. For term , the path length can be calculated by 11 ∑ ,1, . The 

average path length of the term co-occurrence graph is ∑ . 

3.4  User Log Description  

User access log are derived from the database in one of our laboratory research project 
IICSS (Internet Information Crawl and Services System), including user id, query 
terms, user clicked URL, user category and the visiting time. Table1 describes the log 
information. Where userCatagory is the Category ID of the user (User selected the 
second level categories he interested in from the Open Directory Project manually). 

Table1. Information included in web access log 

3.5  Key-Words Extracting 

The small world property of the document gives us some inspiration. The distribution 
of terms in the document is not equal. Each term has different contribution to the 
content and structure of the document. When expressing his idea, the author may repeat 
some concepts and then extend document basing on them. The key words represent the 
main topic and the fundamental concepts of the document.   

Key words are the key nodes in the term co-occurrence graph. For the convenience 
of description, we cite the definitions adopted by Zhu [9]: 

Definition 1: CN is the original terms co-occurrence graph which was constructed after 
word segmentation and stop word removing, and d is the average path length of the CN. 

Definition 2: CNi is the terms co-occurrence graph where the ith node is absent, and di is 
the average path length of the CNi. 

Definition 3: CBi=di-d is the contribution of the ith node. The nodes with larger CBi are 
more important to keep the graph well connected. 

In the case of term co-occurrence graph, the terms with high CBi are the ‘short cuts’ 
connect vertices. If the node with large CBi is absent in the graph, the average length of 
the graph will get very large. In the context of documents, if the terms with large CBi is 
absent, the topics are divided and the basic concepts are lost connections. So by finding 
the terms with high CBi, the key-words can be extracted accordingly. 

3.6  Query Expansion  

Our statistic shows that more than 90% query terms are extracted as the key words from 
the user clicked document. By exploring the relationship between the query terms and 

# Query terms visitTime userID userCata User clicked URL 

1 Topol 
(Bai Yang)

08-09-18 
10:33:48 

Adm 
001 

A13,A15 http://news.xinhuanet.com/mil/2008-02/2
8/content_7685125.htm 

2 Topol 
(Bai Yang) 

08-09-18 
10:34:40 

Adm 
001 

A13,A15 http://www.space.cetin.net.cn/docs/ht990
3/ht990316.htm 

… … ...  … 
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the key words in users’ access documents, terms which have close relationships to the 
original query can be gotten. 

Users in the same category have same preference. But the users in different category 
have different interests. For a certain query, the WebPages clicked by users in category 
1 may far from the WebPages clicked by users in category 2. For example, when a user 
inputs a Chinese query ‘Chang’E’, many WebPages related to ‘Chang’E’ will present 
to him. Some of the WebPages are the classical stories about a Chinese goddess live in 
the moon; others are news about the ‘Chang’E’ moon satellite of China. The literary 
lovers will click the classical stories with high property but an astronomic enthusiast 
will look through the news about ‘Chang’E’ satellite instead.  

For a certain query, from the documents clicked by users in same category, we 
extract 20 key words using previous method. t1,1,t1,2,t1,3…t1,20 are the key words 
extracted from the document1, t2,1,t2,2,t2,3…t2,10 are the key words extracted from 
document2, After removing overlap terms, A new list Vec=(T1,T2,T3…Tk) is gotten. 

The relativity between query terms and key words can be evaluated on the basis of 
mutual information and key words distribution in related documents. The correlation 
between query terms and key words can be expressed as: 

, _ , ,
 (1) 

Let’s define Duserclick 
as the users with similar interest clicked documents when submit 

query q. Nuserclick 
is the total number of Duserclick, Nuserclick 

is the number of documents 
which contain Ti in the Duserclick, Nq,Ti 

is the number of documents where query q and 
term Ti 

are co-occurrence in the corpus, Nq is the number of documents which contain q 
in the corpus, NTi is the number of documents which contain the term Ti 

in the corpus, 
and N is the total number of documents in the corpus. By search {q,Ti},{q} and { Ti } in 
our BIT-Search-Engine system (one of our laboratory research project), Nq,Ti , Nq and 
NTi 

are easy to be gotten. 

4  Experiment 

4.1  Experiment Data Set 

Experiment data set comes from one of our laboratory research project CICS (Internet 
Information Crawl and Services System), which contains about 2,768,763 WebPages 
and more than 10 thousand query requests are recorded in the user log. There are 19 
undergraduate students as volunteers who give their feedbacks to this experiment. The 
length of queries in our experiments is very close to those employed by the real web 
users and the average length of all queries is 2.1 words. 16 queries used in the 
experiments are listed in Table 2.  

Relevant documents are judged according to the volunteers’ manual selections and 
standard relevant document sets are prepared for all of the 16 queries. 
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Table 2. 16 queries used in the experiment 

Topol(Bai Yang) Nuclear submarine
unmanned aerial vehicle Space Shuttle Endeavor
Chang'E Chandrayaan-1 spacecraft
Shenzhou VII Bulava 
F-35 ARJ21-700
Somali pirate Phoenix Mars probe
Large Aircraft Company Airshow
Apollo program BeiDou Satellite

4.2  Quality of Expansion Terms 

In Chinese, Topol (Bai Yang) is a word has multi-meanings. It can be the Topol-M 
missile; the name of a table tennis player; or a famous prose written by Mao Dun. For 
the users who are interested in military topics, query “TOPOL” is mainly related with a 
missile of Russia. Some very good terms, such as “TOPOL-M”, “Russia”, “missile 
silo”, “intercontinental ballistic missile”, even “GLONASS”, “DF-31” can be 
obtained by our techniques. 

We chose TF/IDF as the base line extracting key words from the document. Relevant 
terms are judged according to the volunteers’ manual selections. Table 3 shows the 
percentage of the relevant terms in the top 36 suggested by Local Context Analysis and 
our method based on small world network and user logs. As we can see, the terms 
expanded by our method have better quality. 

Table 3. Percentage of relevant terms 

Query TF/IDF 
(base line) 

QEBU
S 

Query TF/IDF 
(base line) 

QEBU
S 

Topol(Bai Yang) 47.2% 69.4% Nuclear submarine 55.6% 72.2% 
unmanned aerial vehicle 63.9% 75.0% Space Shuttle 52.8% 61.1% 
Chang'e 50.0% 66.7% Chandrayaan-1 55.6% 69.4% 
Shenzhou VII 52.8% 72.2% Bulava 63.9% 80.6% 
F-35 52.8% 58.3% ARJ21-700 66.7% 83.3% 
somali pirate 50.0% 63.9% Phoenix Mars 52.8% 75.0% 
Large Aircraft Company 52.8% 61.1% Airshow 55.6% 72.2% 
Apollo 47.2% 77.8% BeiDou 50.0% 66.7% 

4.3  The Effectiveness of Query Expansion  

We use the popular precision score in IR and authority score following Xue[7] to 
evaluate the results before and after query expanding. For a given query Q, let |D| be 
the size of relevant WebPages to the query. Let TOP be the top N documents retrieved 
by our system. Precision can be defined as: | || |  (2) 
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For a given query Q, we ask our volunteers to identify top 10 authoritative pages 
according to their own judgments. Let A be the set of 10 authority WebPages to the 
query Q, and N be the set of top 10 documents retrieved by our system. Authority can be 
defined as: | || |  (3) 

Precision measures the degree of accuracy of the algorithm, while authority 
measurement is more relevant to users' degree of satisfactory on the performance of the 
search engine. 

We chose no query expansion as the base lines, compare the local context analysis 
extracting keywords by TF/IDF (LTF/IDF); the local context analysis extracting 
keywords by SWM (LSWM); Query Expansion Based on User Log extracting 
keywords by TF/IDF(QETF/IDF) and QEBUS, Overall precision and authority is 
presented in Fig.1 and Fig.2.  

 

Fig. 1. Precision for no query expansion, 
LTF/IDF, LSWM, QETF/IDF and QEBUS 

 

Fig. 2. Authority for no query expansion, 
LTF/IDF, LSWM, QETF/IDF and QEBUS 

QEBUS shows best precision and authority scores over other approaches. One 
reason is local context analysis searches expansion terms in the top-ranked retrieved 
documents and is more likely to add some irrelevant terms into the original query, but 
QEBUS selects expansion terms in a relatively narrower but more concentrated area 
based on user log. The other reason that expansion terms extracted based on SWN are 
more relevant to the original queries. But for the TF/IDF method, the noise metadata is 
introduced with high probability. 

The experiment results show that our query expansion approach based on user log 
and small world characteristic of the document achieves best performance. It brings 
69.6% and 54.1% improvement in both precision and authority over the base line. 

5  Conclusion and Future Work 

In this paper, we presented a query expansion method (QEBUS) based on user log and 
small world characteristic of the document.. Experiments show that QEBUS can 
achieve substantial performance improvements. 

Here we expand queries in the document which the users in same category clicked, 
that is simple but somewhat coarseness. Future work includes personalized query 
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expansion by accurately finding the document match the user’s interest in the user log 
when he input a query. 

Small World Characteristic of document is not only helpful to query expansion but 
also significant to text category, topic analysis, texts digest etc. We believe this is a very 
promising research direction. 
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Abstract. Web portals enable sharing, execution and monitoring of scientific
workflows, but usually depend on external development systems, with notations,
which strive to support general workflows, but are still too complex for every-day
use by biologists. The distinction between web-based and non-web based tools
is likely to further irritate users. We extend our work on collaborative workflow
design, by introducing a web-based scientific workflow system, that enables easy-
to-use semantic service composition with a domain specific workflow notation.

1 Introduction

Biologists usually “connect” web applications or services by cutting and pasting data.
As this is error-prone and hard to retrace, many different bioinformatics workflow sys-
tems have emerged [1]. Increasingly web portals are used to access and to share scien-
tific workflows. Some provide workflow construction facilities via Java Web Start, while
true web-based workflow tools lack sophisticated user experience. Often, desktop-based
scientific workflow systems with complex user interfaces are used.

Supporting a large set of different workflows and different types of services increases
the complexity of a notation, thus reducing usability by domain experts. In contrast,
high user-friendliness limits the possible set of workflow patterns and access to arbitrary
services. Domain experts should be able to compose and execute workflows in a domain
specific modeling system, and fall back to a collaboration with software engineers if a
more complex workflow model is needed. We propose a hybrid approach of augmenting
a collaborative workflow design tool with a biology-specific workflow system, where
a reduced workflow notation is compiled to the Business Process Execution Language
(BPEL) [2]. In this paper, we formalize e-biology processes, deriving requirements for
workflow systems, and show, how low-level workflow languages can be combined with
domain-specific workflow notations to provide maximum ease-of-use and flexibility.
We present the workflow system CALVIN1, which abstracts from many of the intricacies
of workflow design, builds on similar technology as and augments our collaborative
workflow design system HOBBES [3].

1 See http://www-sr.informatik.uni-tuebingen.de/workflows for demos.

G. Vossen, D.D.E. Long, and J.X. Yu (Eds.): WISE 2009, LNCS 5802, pp. 581–588, 2009.
c© Springer-Verlag Berlin Heidelberg 2009

http://www-sr.informatik.uni-tuebingen.de/workflows
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2 Requirements Analysis

We have held meetings and interviews with research staff from the Tübingen Center for
Plant Molecular Biology (ZMBP2) to evaluate their requirements on a workflow system,
and have given demonstrations of our evolving workflow system. At the ZMBP, “in
silico experiments” are frequently used to prepare “wet” experiments in the laboratory.
Existing workflow solutions have been evaluated but failed to satisfy the users, due to
intricate user interfaces and lack of user interaction.

Fig. 1. The Meta-Process of in silico Microbiology in Plant Science

Figure 1 represents a Meta-Process of computational plant science, given in the
Event-Driven Process Chain notation. We have derived the Meta-Process from our in-
terviews at the ZMBP, and informal drawings3 from ZMBP staff members. The Fig-
ure does not represent a specific bioinformatics workflow, but outlines the daily usage
of web applications by biologists. Every path between the events “Data entered” and

2 http://www.zmbp.uni-tuebingen.de, last accessed: 22/09/2008.
3 http://www-sr.informatik.uni-tuebingen.de/workflows/draw.htm.

http://www.zmbp.uni-tuebingen.de
http://www-sr.informatik.uni-tuebingen.de/workflows/draw.htm
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“Data” represents a pipeline of data processing. The “view/edit” activity triggers either
the execution of a new pipeline or the end of the in silico experimenting phase. In many
cycles, the “view/edit” activity can effectively be left out, and is only enforced by the
“copy & paste” mode of operation. In some cycles it is necessary to enable a biologist
to edit the data or decide, whether to go on with the workflow. All input/output data has
to be recorded for tracing the experiment. Effectively, the set of cycles performed by a
biologist before going on to a “wet” experiment, forms a tree, where the result of one
in silico experiment is the input to a set of other in silico experiments.

2.1 Requirements

Collaboration [R1]. Gil et al. see a need to “orchestrate the steps of scientific discov-
ery and bridge the differing expertise of collaboration members” [4]. E-biology collab-
orations consist of biologists, bioinformaticians, and software engineers. Biologists will
prefer “stripped down” workflow notations, that enable them to easily sketch runnable
workflows, while software engineers need a complete workflow language.

Reproducibility [R2]. Reproducibility of scientific analyses is needed as well [4]. In
“copy & paste” processes biologists see all results of all service invocations. There is
no guarantee, that a service will always give the correct answers, as databases can be
corrupted or services be subject to software errors. Hence, each workflow result will
have to document the actual control-flow and data-flow of the workflow instance, i.e.
the results of every activity in the workflow. Thus, biologists need an interface to easily
navigate through intermediary and final results.

Intuitive Composition [R3]. Biology curricula do not encompass programming, so bi-
ologists strongly differ in their computing skills. Workflow notations for biologists have
to be kept very simple and may only provide necessary features, leaving out control
structures where possible. [5] point outs, that “wet laboratory biologists are uncomfort-
able using even the most abstract workflow tools currently available”.

Service Invocations at Build Time [R4]. Users may want to invoke services at build
time. First, this enables an exploratory way of workflow construction. As [6] points
out, users sometimes will start composing a workflow with a given piece of informa-
tion without knowing the goal. Second, biology web services are provided by research
institutions, that cannot guarantee the correctness or the availability of a service. Thus,
testing a service enhances the chance of yielding a correct workflow for a given task.

Semantic Service Discovery [R5]. When constructing a workflow, a typical task is to
find a service, that can serve as a successor for a given activity. The opposite scenario
can also be the case, where a predecessor for an activity is needed, e.g. if a user is
searching for a way to get to a specific result type.

User Interaction [R6]. It can be necessary to interact with a workflow at predefined
events in the workflow. This matches the “view/edit” activity from the meta-process. In
data-flow oriented models, these events can be identified as the invocation or return of
activities. After viewing the input/output of an activity, the user may decide either to
resume the workflow, to alter the data and resume or to quit the workflow execution.
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Web Integration [R7]. The web browser is the standard e-science tool for biologists.
Users are most likely to accept a new system if it is integrated into the environment they
are used to. Even if department policies allow installing new software, many biologists
prefer using pre-configured and centrally managed systems.

Standards Conformance [R8]. Scientific workflows lack a common standard. To en-
sure that a workflow can be understood and used by future users, it has to conform to a
standard language, e.g. BPEL, as [5] recommends.

3 The CALVIN Life Science Workflow System

We now introduce the CALVIN System, which enables biologists to easily define work-
flows for common tasks in a simplified workflow notation. If more sophisticated
workflows are needed, biologists can request the help of software engineers or
bioinformaticians [R1], to refine the workflow via a BPEL editor, e.g. HOBBES [3].

CALVIN can be accessed on the web [R7]. The main screen consists of an editor
canvas, showing the activities and data-flow connections of the workflow. The work-
flow notation is kept very simple and effectively represents a tree of exploration steps
so users do not have to deal with control structures [R3]. Services that process the
output type or produce the input type of an activity can be found using a semantic
search facility. By clicking on an activity, a query window is opened, that can be used
to search the BioMOBY database for a list of adequate services [R5] [7][8]. Users
can open a description of the service represented by an activity, or invoke the service
directly from the activity properties menu. This enables testing the behavior of a ser-
vice prior to running the workflow, thus enabling an explorative and data-oriented way
of workflow composition [R4]. Activities can be marked as requiring user interaction,
before or after their execution [R6]. Workflows are compiled to BPEL and deployed
to an execution engine. We have chosen BPEL, as it represents a commonly accepted
standard [R8]. Deployed CALVIN workflows can be re-used as new services. Outputs
of a CALVIN service can serve as input of other activities.

The CALVIN Workflow Management Console presents a list of the workflows that
are available on the server and can be loaded into the editor. The workflows are already
deployed in the BPEL execution engine and can be executed from the console. Before
beginning the actual execution, a window will show a graphical editor for workflow
inputs. The input variables are sorted by the activities that they are provided to. Two
different kinds of input parameters are available, primary inputs, which consist of bi-
ological data, and secondary parameters that influence the behavior of a service (e.g.
its output format). Standard parameters are provided, that can be overwritten by the
user. Every input variable is presented with a description provided by the BioMOBY
database. During workflow interaction, the user can be prompted to verify if the work-
flow should go on, or to view and edit result data [R6]. External clients can be devel-
oped using the WSDL file provided by a workflow. Those WSDL-files are annotated
with documentation data from the BioMoby database, that yield a complete description
of the semantics of each service invocation.

Every workflow execution yields a result file containing the time of invocation, the
inputs and service parameters, and all final and intermediate results. Together with the
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serialized workflow model, this enables retracing every event in the workflow and the
origin of its results [R2]. The result files can either be downloaded from the server or
be explored using an AJAX based provenance browser.

Compilation to BPEL enables the development of arbitrary workflows beyond the
limits of any domain-specific workflow language. Leaving the WSDL interface of a
BPEL document unchanged is a sufficient condition for the invocation of the work-
flow from CALVIN. A mapping from BPEL to the CALVIN notation is impossible,
since BPEL is Turing-complete. It is not necessecary, on the other hand, since modi-
fied CALVIN workflows can be embedded in new CALVIN workflows. As sophisticated
workflow development demands a close cooperation of domain experts and software
engineers, HOBBES enables teams to collaboratively edit a BPEL model [R1].

3.1 Example: Searching for Orthologous Gene Sequences

Figure 2 shows a workflow for searching for orthologous gene sequences, a common
case in genomics. Genes from two species are called orthologous, if they are divergent
copies of a single gene in a common ancestor species. The input is a list of sequence
identifiers, which first are converted to the needed ID format in step ➊ and then yield
the according sequences in step ➋. The sequences are subject to three different BLAST
searches (➌, ➍, ➎) to query different databases with different parameters at the same
time. Before that, two sequence conversions are necessary (➏, ➐). Afterward, sequence
identifiers are extracted from the results, which can be used for further processing.

Fig. 2. Search for Orthologous Gene Sequences



586 M. Held, W. Blochinger, and M. Werning

3.2 Representation of Biology Specific Workflow Models

The CALVIN workflow notation represents a tree of exploration steps, which has to be
transformed to a complete workflow. This implies, that not all workflows can be ex-
pressed via CALVIN, and that workflows have to be automatically augmented by the
system. During the transformation process, the data-flow links are compiled to control-
flow links and variable assignments. Additional data-flows augment the tree to a di-
rected acyclic graph, that collects all produced data elements. Workflow models as
viewed by biologists are represented by a tree T = (N, E), E ⊂ N × N with root
n1, where N is a set of BioMoby activities. CALVIN compiles the tree model T to a
complete workflow model W , by adding a start activity α and a final activity ω, a set
of control flow edges C, a set of data flow edges D which connect activity inputs and
outputs, and a set of parameter edges P :

W = (N ∪ {α, ω} , C, D, P ), α /∈ N ∧ ω /∈ N

C = E ∪ {(n, ω)|∀k ∈ N : (n, k) /∈ E} ∪ {(α, n1)}
D = E ∪ {(α, n1)} ∪ N × {ω}
P = {(α, n) ∈ {α} × N, where n has parameters}

W consists of three graphs defined on the same node set N ∪ {α, ω}. α takes the
client’s input and serves parameters to those activities, which have parameters. ω takes
the output of all activities and sends the answer message. The interface of a workflow
is given as a Tuple τ =

(
ι, o(n1), . . . , o(n|N |)

)
, where ι is the BioMoby type of its

input message, and the o(ni) denote those message parts of its output message, which
accord to the output of an activity. An o(ni) is a tuple of a message part name and a
description of its BioMoby type. If nj represents a CALVIN service, it yields a tuple
(o(nj,1), . . . o(nj,k)), which is added to τ instead of a single o(nj) Outputs of CALVIN

services are treated as virtual nodes and can be used as input sources for other activities.

4 Architecture and Implementation

4.1 The CALVIN Architecture

The HOBBES and CALVIN clients have been implemented in Adobe Flex4, which is
based on Flash. Flex supports declarative GUI design in an XML language (MXML)
with mapping to the Actionscript language. Its communication facilities support HTTP
requests and can be enhanced with optional server side components called “Lifecycle
Data Services” (LCDS), which enable server-to-client notification. Client/server Com-
munication in CALVIN is facilitated via LCDS Remote Objects, which map client-side
Actionscript objects to server side Java objects. For every session, one BioController
object holds a server-side workflow model. For communication with the ActiveBPEL
engine, one BPEL Engine Controller is instantiated per session. The MOBY Manager
remote object enables service queries via BioMOBY [7].

4 http://www.adobe.com/devnet/flex/, last accessed: 24/10/2007.

http://www.adobe.com/devnet/flex/
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4.2 Transformation of CALVIN Workflows to BPEL Object Models

For each session, CALVIN holds a server-side and a more light-weight client-side ob-
ject model, which communicate via transfer objects. When compiling and deploying a
CALVIN workflow, it is transformed to a HOBBES BPEL Object Model (BOM), which
is afterward compiled to a BPEL document. Before compiling the BPEL model, the
BioMoby WSDL definitions have to be adapted by adding Partner Link Type def-
initions. CALVIN generates a WSDL definition for the process, including input and
output messages whose message parts are annotated with BioMoby activity descrip-
tions. The BOM is then generated by first importing all WSDL definitions and adding a
global Flow activity with a Receive and a Reply activity. For every CALVIN activity, a
Sequence activity is added, with an input and an output assignment, and a service invo-
cation. Control flow edges are mapped to BPEL Flow Links, and data flow edges to As-
sign activities. If user interaction is required before or after the execution of an activity,
CALVIN inserts code which polls a messaging singleton via XPath custom functions.
The BOM is compiled to a BPEL file, which is saved to a temporary directory with
WSDL files and other necessary files. A deployment script compresses the directory to
an ActiveBPEL archive, which is then copied to the workflow deployment directory.
After a CALVIN workflow has been deployed, it can be reused as an activity within
other CALVIN workflows. Workflows can be reused as long as their WSDL definition
is compatible with the CALVIN system.

5 Related Work

REMORA is a web-based DAG editor with BioMOBY access, where workflows are
saved and executed on the server [9]. BioWMS contains a web-based workflow edi-
tor [10], presenting workflows as static HTML pages with embedded graphics, where
changes lead to reloading the page. Taverna is a desktop-based workflow system for
bioinformaticians [11], for composing and executing workflows, given in the Scufl
language. No standardized Scufl specification exists and “the language itself should
be considered volatile”5. Lanzen and Oinn point out that ”in the standard version of
the Taverna Workbench, a user cannot control the behaviour of a workflow once it is
running” and have introduced an interaction extension with email notification [12].

6 Conclusion

We have presented the scientific workflow system CALVIN, which enables life scienc-
tists to easily compose workflows. It has been implemented as a Rich Internet Ap-
plication and supports semantic service composition. Workflows are compiled to the
standard language BPELand can be managed and executed on the server. In contrast to
other systems, CALVIN targets biologists instead of bioinformaticians, and provides a
user-friendly interface, where user interaction with workflows has been incorporated.

5 http://www.ebi.ac.uk/˜tmo/mygrid/XScuflSpecification.html,
last accessed 30/09/2008.

http://www.ebi.ac.uk/~tmo/mygrid/XScuflSpecification.html
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Abstract. This paper presents an extended architecture of a policy definition 
framework fine-tuned for service-oriented environments conforming to the SOA 
distributed processing paradigm. We establish key requirements for such a 
framework, and use these to confront existing distributed policy frameworks. We 
also define a policy language destined to fulfill all recognized requirements and 
give a brief overview of its syntax. 

1   Introduction 

Service Oriented Architecture (SOA [1]) is today a well-known paradigm for 
developing services distributed through a loosely-coupled environment encompassing 
different control domains. Services are made accessible typically by providing 
descriptions for functions, related constraints and requirements for interactions. SOA 
implicitly decouples interaction entities into two distinct roles of service consumer and 
service provider. A policy represents some constraints or conditions of the access to and 
use of a service or any other entity managed by any participant. Each of those 
constraints or conditions is expressed in the form of a policy assertion which may be 
evaluated and is ensured by policy enforcement mechanisms. Probably the most 
important attribute of SOA systems is high interoperability in spite of multiple 
development technologies and technical constraints of a service implementation. A 
security policy adopted for such a diverse and heterogeneous environment is required 
to manage security related problems of SOA interactions. In this paper we review the 
prerequisites for SOA-compliant security policy management framework and confront 
them with existing solutions. In response to several deficiencies, we propose a new 
language to fully support the SOA paradigm. 

This paper is organized as follows. Firstly, in section 2, we define key requirements 
for an adequate SOA-compliant security policy framework and review a representative 
excerpt of currently available solutions. Secondly in section 3, we describe our 
proposal. Concluding remarks are given in section 4. 

2   Security Policy Framework for SOA 

In this section we attempt to define key requirements for a SOA-compliant security 
policy framework and language. In fact, a considerable number of separate issues must 



590 B. Brodecki, P. Sasak, and M. Szychowiak 

be taken into account. Until now, a remarkable effort has been made to find a 
comprehensive solution, yet there is still no ready to use result which is able to cover all 
security requirements. Further, in subsection 2.1 we review some policy frameworks 
and emphasize their advantages and deficiencies.  

First we extract key features of an ideal security policy framework for SOA-based 
systems. In order for such a framework to fully support the SOA paradigm we 
recognize the following requirements:  

1. Support for a distributed and loosely coupled system. A SOA policy is required to 
express not only authorization (access) restrictions (authorizing policy subjects to 
access policy targets), what is currently typical, but also security obligations (by 
which a policy target expresses requirements that any interaction is expected to 
fulfill) and capabilities (by which a subject specifies mechanisms it can provide to 
fulfill target-side requirements) that must be satisfied by all participants of the 
service interaction (e.g. the communication protection will be set up most likely 
with negotiation of obligations and capabilities). Ability to express obligations and 
capabilities is imperative for true SOA environments, where interactions (possibly 
nested) can be established automatically and dynamically without any human 
intervention or coordination. 

2. Distributed decision support. Large scale systems, especially-SOA based, can be 
composed into a federation. In this context we need ability to express security 
policies for other autonomic systems, acquire and incorporate security policies from 
other federated systems, define distributed trust relationships and rights delegation 
from one subject to another.  

3. Multilayer design. An ideal security policy language should have hierarchical 
design, in which the bottom layer provides connection to platform specific security 
components and provides security functionalities for the next higher level, and each 
higher level allows to aggregate policy items in more abstract concepts. At the top, 
we should have a general human readable policy. 

4. Modular and extensible language. An ideal security policy language should be 
modular in order to allow easy extensions for custom needs. 

5. Low overhead for policy evaluation. Large number of policy statements and 
complicated decision chains will cause noticeable operating const. Therefore, policy 
statements should have a maximum simplified form. 
We believe that those principles constitute the foundation of security policy 

frameworks for any forthcoming SOA-compliant systems. 

2.1   Related Work 

Many policy frameworks and languages have been proposed until now in literature. 
Some of them have reached a maturity and received real-world implementations. Here 
we review the most representative examples currently available in distributed systems.  

XACML (eXtensible Access Control Markup Language [2]) is a broadly used 
standard supported by OASIS and W3C. It offers an XML-based declarative language 
for defining access control policy for WS services. It is the policy language 
recommended in the scope of WS-Policy [3] and WS-SecurityPolicy [4] frameworks. 
XACML’s main problem is its very verbose XML notation, which slows down the 
processing and requires software assisted policy authoring, making assertion analysis 
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difficult. From a SOA point of view, limitations include the lack of possibility to 
specify obligation and capabilities for service interactions, as well as no delegation 
support or conflict avoidance procedures. Also, XACML operates on a centralized 
architecture inadequate for SOA-based systems. 

In addition to XACML which specifies an access control policy, SAML (Security 
Assertion Markup Language [5]) is often used to transport security assertions on 
service interactions. Typically, assertions contain information that service providers 
use to make access control decisions.  

SecPAL (Security Policy Assertion Language [6]) is a logic-based authorization 
language from Microsoft. It is a research project intended to balance syntactic 
simplicity with policy expressiveness. SecPAL has a flat architecture, but it offers some 
features which are interesting from the SOA viewpoint, such as delegation of rights, 
separation of duties, expiration constrains, among others. Its clear, readable syntax 
emerges from its very simple structure and statements which are very close to natural 
language. Effective decision procedures are formally confirmed by translation into 
Datalog with Constraints [7]. SecPAL also offers an option of automatic translation of 
rules into XML syntax, widely accepted in SOA systems.  

SecPAL is remarkably very friendly to read. Moreover, it is formally verifiable, has 
an important feature of flexibly expressing delegation of authority and offers automatic 
transformation to XML. Its ability to express a large set of domain-specific constrains 
makes it a very complete but complex solution. Limitations mainly include lack of 
obligations and capabilities. 

Ponder [8] and Ponder2 [9] are language frameworks developed at Imperial 
College. They offer a declarative, object-oriented and platform-independent language, 
that maps its records to low level functions in an existing underlying platform. Ponder 
has a very compact notation, although it is hardly readable because of its highly 
specialized grammar and syntax. The formal syntax allows, at least potentially to 
perform some automatic correctness evaluation of policy rules. The main advantage in 
the SOA-based environments is the support of distributed policy relationship. Ponder2 
has adopted a multilayered architecture [10], but the quantity of distinct 
transformations required, makes this solution too complex for SOA systems. Yet, 
Ponder and Ponder2 are deficient in expressing distributed trust, interaction obligations 
and capabilities.  

As we have seen, none of the presented solutions fulfill all the requirements 
recognized at the beginning of this section, what limits their applicability for 
SOA-based systems.  

3   ORCA Framework  

In this section we outline our proposal for a policy framework for SOA-based systems, 
which aims at addressing requirements defined in section 2. Further, we present a brief 
overview of the syntax of our ORCA language. 

Since it is extremely difficult to fulfill multiple requirements that we have 
recognized in section 2, we adopt a layered approach to build a policy language model. 
Each layer focuses on a particular subset of the requirements, and provides fine-tuned 
building blocks for a global policy of a SOA-based system. 
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3.1   Framework Architecture 

The proposed framework architecture conforms to and extends the basic security model 
proposed by ISO [14] and IETF [15]. Figure 1 presents key components of our 
framework architecture. 
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Fig. 1. Policy data-flow model 

This figure gives an overview of how key elements are organized in a distributed 
services infrastructure. Separation of components allows for more flexibility in 
managing entire policy and provides a clear overview on policy decision evaluation and 
enforcement. PAP (Policy Administration Point) is a policy manager’s interface for 
definition and management of policy rules. PIB (Policy Information Base) is a kind of 
storage for policy rules. PAL (Policy Audit Log) is a place for keeping log trails about 
policy enforcement events. PDP (Policy Decision Point) is the heart of the framework, 
where policy rule calculations take place. PDP cache is responsible for caching PDP 
decisions, thus plays an important role in improving overall performance of the 
framework. It is important to note that PDP cache must address cache coherency issues. 
This can be accomplished using session guarantees [16] or similar consistency 
management approaches. PEP (Policy Enforcement Point) is responsible for enforcing 
policy decisions made by the PDP. PIP (Policy Information Point) is used for acquiring 
additional information, not available locally (in a local PIB) for the PDP, required to 
resolve proper decisions. Typically, PIP obtains information from other administration 
domains. This can be useful in federated systems where some part of knowledge 
needed to take proper local decisions can be distributed across entire federated system. 
We implement PIP, PDP, PDP cache, PIB and PAL as distinct SOA-compliant 
services. Moreover, we allow for a hierarchical relationship of several PDP services, 
governing fine-grained system sub-domains and composing a larger SOA environment. 
Interaction between distinct administration (top-level) domains is supported with use of 
PIP entities. 
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3.2   Language Architecture 

Since SOA environment spreads across multiple administration domains, it usually 
requires simple solutions for interoperability reasons. Therefore, our framework 
consists of only four layers (which gives a much simplified architecture compared to 
the proposition based on Ponder2 [10], for instance).  

Our policy language model is decomposed throughout only four most important 
layers of abstraction (Figure 2). At the top of our model, the System Model Layer is 
intended to specify only basic security prerequisites for system model items (i.e. 
metapolicy). This layer can benefit from UML-based languages which are helpful for 
system model designers. As this issue has been addressed in literature (e.g. [11], [12]) 
we are not concerned with this layer in this paper. The opposite bottom Physical Layer 
is device and service implementation-specific, and provides only low level access to 
different functionalities managed by higher layers (examples of such functionalities are 
file system access control mechanisms or firewall configurations). Higher level policy 
rules will be mapped here onto corresponding configuration parameters of a given 
“physical” technology (e.g. JAAS permissions in an EJB application). This layer is also 
out of the scope of our interest in this paper.  

The System Layer is the best place for policy language suited for specifing SOA 
policy. Compared to [10] it combines the functionalities acquiring policy rules and 
analyzes them. This approach can be seen as a one step process whereas the approach 
presented in [10] as a two step process. We believe that the most adequate solution for 
the System Layer is a high-level human-readable language, well suited for specifying 
general policy rules as well as being easy to manage by people who do not necessarily 
have and extensive computer engineering background. Unlike suggestions in [11] 
where policy rules can become quite complex and require complicated parsing, we use 
for that purpose a constraint natural language with a very closed syntax and restricted 
keywords. Thus, we omit the heavily complex problem of parsing natural language. 
The keywords list is not hardcoded into our language framework. It may be easily 
extended by a system administrator. These keywords should be understandable for all 
kind of policy managers.  

Policy rules specified in structured natural language can be incomplete or conflicting 
with each other. A tool is needed to transform policy rules to an abstract logical model 
for correctness evaluation. This problem has already been well recognized and 
addressed by some languages, in the usual case by directly using (or transforming 
policy rules into) a logic-based programming language as Prolog or Datalog (e.g. in 
SecPAL, Cassandra, Binder, Lithium, DL or RT/RTC languages). Due to space 
limitations we do not address this problem here.  

The Interaction Layer specifies rules related to particular system components 
(services) by instantiating general rules inherited from the System Layer into  detailed 
policy assertions for each component. This layer perceives the entire system as a 
collection of concrete single services, and gathers  knowledge about service 
interactions. In our framework we have decided to incorporate at this layer an 
automatic translation to XACML/SAML, being both broadly understood in most Web 
services implementations.  

Hence, for the rest of this paper, we focus only on the System Layer and its language. 
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Fig. 2. Layered policy language architecture of ORCA 

3.3   System Layer Policy Rules  

We consider the following fundamental entities related to security policy: a target that 
is to be protected (e.g. resource or service); a policy subject performing actions on 
targets (e.g. principal or client issuing access requests); and mechanisms by means of 
which the target is protected. 

In spite of access control, obligations and capabilities are truly necessary in 
SOA-based communication to allow both participants to agree on one of possible 
alternative security requirements. Moreover, policy rules should be expressed in a 
maximum simplified syntax, to facilitate full interoperability. Unfortunately, according 
to our knowledge, there is no language currently providing all these features. This 
makes it necessary to construct a new, simple policy language, allowing to define all 
required types of policy rules. 

We propose ORCA (Obligations-Requirements-CApabilities) policy language, 
based on a natural language (similarly to SecPAL), simple and easy to understand and 
manage in a SOA environment. It is a constrained natural-like language, with only few 
syntactical constructions allowed. Due to space restrictions, we cannot provide here a 
full description of the language. We give only some examples of policy rules.  

A generic form of a restriction rule syntax in ORCA is the following: 

<Subject> X can access <Target> Y for {<action>}, <condition>. 

where <Subject> is principal (user, role) or service; <Target> is resource or service; X 
and Y are constants or variables representing names, aliases or identities (local or 
global, including IP address, URL, UDDI, federated IDs, etc.); allowed actions are 
related to the target (ORCA defines the following keywords: invoke, read, modify, 
append, create, delete, full access or any access); finally, optional condition restricts the 
allowed action to a specific time, source, delegation, or with any self-defined predicate 
(the latter allows for simple policy extensions). As we may see, the syntax is pretty 
clear and easy to follow. For instance, a simple restriction rule might be: 

Role manager can access https://secret/ for {full access}. 

A sample predicate condition might be the following: 

User X can access file://Y for {full_access},  
if owner(file://Y)=X. 

As settled earlier, a very important condition for SOA-based systems is delegation. The 
generic syntax of a delegation definition rule is the following: 
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<Subject> X can delegate <Subject> Y for <Target> Z, <condition>. 

The delegation assertion will be included in a request message, e.g. as a SAML 
assertion or an instance of WSS security token [13]. Then, the allowed delegations may 
be used to express access restriction: 

Service http://secret/x-srv can access https://secret/x-file for 
{read, append}, on behalf of user j_bond. 

Two generic forms of an obligation rule syntax are: 

<Subject> X must <action> with {<attribute>}, <condition>. 

<Target> X requires to <action> with {<attribute>}, <condition>. 

where <action> is authenticate, sign or encrypt; and {<attribute>} is an ordered set of 
attribute IDs (e.g. WSS-compliant names of accepted digital signature algorithms). 

Generic forms of a capability rule syntax are also two: 

<Subject> X can <action> with {<attribute>}, <condition>. 

<Target> X can <action> with {<attribute>}, <condition>. 

Finally, a generic form of a distributed trust rule syntax is the following: 

<Target> X can trust <Subject> Y for {<action>}, <condition>. 

where <Subject> is a principal or an authority. 

4   Conclusions 

In this paper we proposed a novel security policy definition framework for 
SOA-compliant environments. The proposal aims at addressing important 
requirements neglected by currently available solutions. The presented framework 
differs from most existing policy frameworks in focusing on aspects crucial for 
SOA-based systems, such as high modularity and extensibility, multilayered language 
design and support for interaction obligations and capabilities, among others. 

There are still some additional issues that may be valuable for SOA security policy. 
Good examples of such issues are information flow control (e.g. covered by DRM 
languages as XrML), automatic correctness evaluation and reliability requirements 
definition. These however remain as further work for our framework.  

Acknowledgment. The research presented in this paper was partially supported by the 
European Union in the scope of the European Regional Development Fund program no. 
POIG.01.03.01-00-008/08. 
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Abstract. Law in most countries around the world enforces accessibility 
requirements in websites, mainly the ones related with public administration. 
Evaluating accessibility is a long and laborious process that requires manual 
evaluation. In Web 2.0 environments, the great amount of data generated by 
users makes necessary further effort in order to validate web content 
accessibility. This paper introduces an accessibility evaluation methodology 
based on web content accessibility analysis and the study of web content 
management by users in Web Content Management System (CMS) 
environments. The main aim of proposed approach is to optimize the 
accessibility evaluation process by minimizing the effort it takes to achieve a 
certain accessibility level. Proposed methodological approach is used as the 
basis for a generic framework, which is intended to engineer accessibility in all 
kind of CMS environments. Proposed framework also suggests corrective 
accessibility maintenance activities for webmasters who are interested in the 
improvement of the accessibility. The paper how a prototype developed 
following the framework works in a concrete CMS environment. 

Keywords: Web Content Management Systems, Web accessibility evaluation, 
monitoring, user logs. 

1   Introduction 

Demographic importance of accessibility is remarkable. For instance, according to the 
Eurostat [5], from a total population of 362 million people in Europe in year 1996, a 
14,8% of the population between 6 and 64 years old had physical, psychological or 
sensorial disabilities. There are also powerful legal reasons in order to develop 
accessible web user interfaces. For instance, Section 508 [12] requires Federal 
agencies in the United States to make their electronic and information technology 
accessible to people with disabilities. This kind of legislative changes have also been 
performed in more other countries around the world, such as European Union 
countries.  

Even though software engineering has been a productive research area in the last 
decades, web engineering is a relatively new one. It refers to specific methods, 
technologies and models for web application development since these applications 
have special characteristics. In fact, web applications differ from other traditional 
software applications in a wide range of aspects, such as the timeframe assigned for 
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their development, differences in the characteristics of end-users in terms of age, 
education and web navigational experience [9]. Because of these special 
characteristics of web applications, it has been necessary to define specific methods, 
technologies and models for their development.  

In this context, Web 2.0 environments (more participative and with constant 
changes) enhance the importance for supplying methodologies, mechanisms and tools 
able to verify accessibility compliance. In this context, Web Content Management 
Systems (CMS) provide a way for users to manage web content. Aspects such as 
providing betterment proposals in web content management by users with no 
technical skills and optimizing the accessibility evaluation process by reusing results 
from previous accessibility evaluations are main points to be taken into account. This 
last aspect is especially important given the great increase on the amount of user 
managed web content that introducing the Web 2.0 paradigm implies.  

This paper is as structured as follows. Section 2 describes the background of 
presented work. Section 3 introduces a methodology to verify accessibility in CMS 
environments, emphasizing its approach towards solving accessibility problems. In 
order to provide support for proposed methodology, a framework for monitoring 
accessibility is proposed. A prototype developed to implement the proposed 
methodology and tested in a concrete CMS that manages a real website is described in 
Section 4. Finally, Section 5 shows conclusions and future work. 

2   Related Work 

Traditionally, accessibility evaluation has been performed revising the fulfilment of 
WCAG 1.0 guidelines proposed by the Web Accessibility Initiative (WAI) in the 
World Wide Web Consortium (W3C). In order to fulfil an accessibility evaluation for 
a website, (X)HTML content and CSS style sheet linked to each web page are 
reviewed as a first step. Then, automatic accessibility evaluation tools are used [4], 
which show a revision of automatically detected problems. These tools also point out 
several possible problems that cannot be automatically revised and require manual 
revision by accessibility evaluators. Use of assistive technology such as screen 
readers or text browsers, together with visualization of web pages in different 
browsers, provide support for manual revisions. All mentioned steps form part of the 
accessibility evaluation methodology provided by the W3C [6]. 

Web 2.0 paradigm has changed the way the Web is used and perceived. Rather 
than a mechanism to provide information, the web is now interactive and harnessing 
the wisdom of many through wikis, blogs, and e-communities [7]. New terms such as 
social networking and collective intelligence have been coined to explain the new 
phenomenon. As for web 2.0 technologies, beyond basic HTML the most widely used 
technologies for implementing web 2.0 are scripting and Cascading Style Sheets 
(CSS). Scripting can make use of XmlHttpRequest for optimize data transfer over 
then standard HTTP web protocol. Rich Internet Application (RIA) technology 
provides more efficient and collaborative web applications. Accessibility is a major 
concern in web 2.0 [7]. Since most existing accessibility evaluation tools evaluate the 
resulting HTML pages, as more dynamic server side web development technologies 
are used, it is difficult for a tool to determine the exact source of the error. Adding 
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Web 2.0 dynamic updates into the mix and the testing strategy gets much more 
difficult. In this context, new tools are needed to address Web 2.0 applications. These 
new interaction models are pushing the limits of web technologies and the ability of 
assistive technologies to interpret the changing face of the Web [7].  

CMS systems do not enforce users in aspects that should be taken into account in 
order to generate accessible web content. In a website managed by users using a 
CMS, the templates used to sketch and generate new web pages should be verified in 
order to eliminate the risk of introducing accessibility faults in web content. In 
addition, all content introduced by users should be verified for ensuring the fulfilment 
of accessibility guidelines. In this sense, CMS systems usually do not generate 
standard accessible code and allow few user modifications towards improving website 
accessibility. These modifications are often insufficient to provide entirely accessible 
websites to people with disabilities [10]. 

Accessibility monitoring tools are systems that constantly monitor accessibility 
compliance in given websites. They usually notify the website administrator whether 
accessibility errors are detected or manual evaluations must be performed. 
Furthermore, existing accessibility monitoring tools provide a constant website 
analysis that allows knowing the state of the website accessibility on every moment 
[8]. Nevertheless, for CMS environments they do not analyze causes for not 
accessible contents, they simply evaluate the evolution of web content accessibility. 

3   Methodological Approach and Description of the Framework 
for Engineering Accessibility in CMS Environments 

In order to support accessibility, it must be taken into account in all stages of software 
to be developed. Several existing methodological approaches include it as a main 
factor to be taken into account from the beginning of a software lifecycle to the end 
[3]. Keeping the evolutionary nature of web applications in mind, following the 
classic Boehm’s spiral model [2], and taking modern methods for web and software 
engineering into account, the development phases should be applied in an iterative 
and incremental manner, in which the various tasks are repeated and refined until 
results meet the requirements. At each iteration, current versions of the system should 
be tested and evaluated, and then extended or modified to meet requirements in a 
better manner. In this context, accessibility requirements are aimed to be fulfilled. In 
most countries, accessibility is a legal requirement that developed web applications 
and systems must fulfil. Besides, evolutionary nature of web applications makes 
accessibility a key aspect to be considered for maintenance, as modifications on web 
content have a risk factor related to accessibility compliance. This is especially 
important in web 2.0 environments, where web content can be managed by a wide 
range of users.  

In order to define proposed methodology, it is departed from classical software 
engineering phases taking specific features related to web environments into account, 
but having in mind that CMS environments suppose a major challenge as the 
involvement of users as web content editors and managers make maintenance phase 
be even more important than in typical web environments. In this sense, the 
methodology is rooted on web engineering principles and web application’s lifecycle. 
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On the other hand, existing accessibility guidelines for web content and authoring 
tools must be followed, in order to check whether the proposed web content 
management system and generated web content are accessible. Proposed 
methodology for considering accessibility in CMS environments is organized based 
on these assumptions. Phases of the methodology are depicted in Figure 1. 

 

Fig. 1. Schematic approach for Web applications’ lifecycle in CMS environments  

Accessibility requirements specification is the activity in which the application 
analyst collects and formalizes the essential information about the application domain 
and expected functions [9] . This aspect does not significantly differ from requirement 
collection for traditional applications. Anyway, specification of accessibility 
requirements is necessary to demonstrate what accessibility issues have to be taken 
into account and to describe the decisions to be made within each lifecycle phase in 
order to fulfil them [1] . 

According to [3] four types of maintenance exist related to website engineering: 
corrective maintenance (i.e. fixing problems with the website behaviour or inserting 
missing contents), adaptive maintenance (i.e. upgrading the site with respect to new 
technologies, like new browsers’ capabilities), perfective maintenance (i.e. improving 
the site behaviour or content), and preventive maintenance (i.e. fixing problems in 
behaviour or content before they affect users). In this context, CMS accessibility 
compliance heavily lays on preventive maintenance, as a big amount of accessibility 
errors can be solved by providing proper web content management environments. 
Monitoring web content changes performed by users can be a good indicator for 
finding potential web content management user interface issues related with 
accessibility problems. In the context of CMS environments, web content 
accessibility evaluation must be carried out after maintenance activities. This aspect is 
due to the fact that evaluating web content accessibility provides little value if 
corrective measures are not taken in the maintenance phase in order to correct 
detected CMS environment related accessibility issues. Otherwise, same accessibility 
errors would be repeated again and again, as the causes related to their appearance 
would not be solved. 

To put proposed methodological approach into practice in a trustworthy way, a 
generic framework has been designed with the aim of engineering the accessibility in 
all kind of CMS environments. In order to support preventive maintenance, data from 
all the different sources available was examined in order to infer possible causes for 
lack of accessibility. Available data sources in CMS environments include system 
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change logs, system user logs, historic data about previous accessibility evaluations, 
data about the examined CMS environment and how it manages web content.  
Figure 2 shows the architecture for the proposed framework. 

 

 

Fig. 2. Architecture for proposed framework 

User log data for analysis is received from the CMS environment analyzed. 
Accessibility related changes from previous evaluation are obtained from the 
administration area of the framework, where changes among the different versions of 
modified web pages are stored. HTML code of web pages to be analyzed is obtained 
from the CMS environment. Selected ones are only the ones which have been 
modified from the last accessibility evaluation. This is made with the aim of 
optimizing time and resources. It eliminates a great amount of redundancy from the 
accessibility evaluation. 

4   Case Studio: Web Site Managed by a CMS 

A prototype implementing proposed framework was performed and integrated in a 
CMS. Concretely, it was integrated in the OpenCMS environment that manages the 
http://griho.udl.cat website. The prototype had to provide feedback about the 
accessibility compliance on the workflow of the CMS. It also had to be flexible 
enough to be integrated in the normal workflow of the system, and be able to support 
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different roles. Under these circumstances, it would be able to focus on analyzing 
concrete problems related to accessibility in CMS environments. Accessibility 
requirements specification was performed by taking the legal framework into account. 
In this case, the fulfilment of Spanish law regarding accessibility [11] made necessary 
some adjustments from WCAG, as there are four priority level changes among the 
guidelines. In this sense, maintenance regarding accessibility evaluation also had to be 
adapted. To follow the W3C methodology [6] for evaluation accessibility, two 
automatic accessibility evaluators were used (TAW1 and EvalAccess2). Analysed 
web pages results were integrated in a single view inside the prototype. At the same 
time, they were adapted to express their result regarding the accessibility 
requirements for the concrete case. The accessibility of web contents was 
automatically re-evaluated in a daily basis. The evaluation requires an expert human 
evaluator to complete the analysis of those aspects not automatically detectable, as the 
W3C methodology states [6].  

To detect the potential problems related to accessibility, it was necessary to acquire 
information only available in CMS user’s logs registers. We needed to analyze the 
information related to the management carried out by the users. This information is 
automatically managed by the CMS and stored in its internal logs registers. Related to 
this aspect, it is necessary to have in mind that each CMS has its own particular 
presentation and storage systems. This is important because to enable data 
examination, corresponding CMS module must be installed and its data available for 
evaluators. In this sense, it must also be taken into account that information providers, 
in this case the CMS users, usually are not aware of the need for creating accessible 
content, and the tools do not do provide support to enable them in this feature. 

Accessibility improvement recommendations were determined by analysing the 
data obtained in user logs, previously performed accessibility evaluations and the 
result of web content accessibility evaluations performed automatically and manually 
on current web pages. Results were statistically treated to detect high accessibility 
errors percentages related to concrete HTML elements. This way, it can be 
determined which errors are persistent in the system. Changes record and user log 
analysis allowed determining the origin of the error, which can be on the content or 
on the template. The system analysed the possible causes for the error and the factors 
that may have influence on them. This way, the system proposed recommendations to 
solve the persistent accessibility problem.  

System’s user interface is divided in three parts. The main menu, placed on the top, 
includes navigational actions to accede to the evaluation results, whether incremental, 
current or last evaluation results. Every evaluation displayed evaluation results for 
each evaluated page show all the information about the guidelines that have been 
evaluated as accessibility errors. The page related to the CMS evaluation displayed 
the problems found that would have influence in all web pages stored in the CMS. 

In this sense, Figure 3 depicts how the system found a problem regarding the 
alternative text of images in the website. As most images had no alternative text, the 
system performed an analysis to infer possible causes for this situation. As a result, 
the system provided a recommended action for the webmaster of the web site, which 

                                                           
1 http://www.tawdis.net/taw3/cms/es 
2 http://sipt07.si.ehu.es/evalaccess2/index.html 
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was to edit the template of the CMS so the images appeared with alternative text. This 
action could also suppose the necessity of changing the way users include images in 
the web site, but it required further analysis regarding the web editor used in the 
system, which is not currently developed in the prototype. 

 

Fig. 3. Screenshot of the developed prototype 

5   Conclusions and Future Work 

This paper introduces a methodological approach and a framework for implementing 
accessibility evaluations for Web 2.0 contexts. It is based on Web content 
accessibility analysis and the study of web content management by users in CMS 
environments. The framework here presented can be used to achieve four main 
objectives. First, to improve the accuracy of accessibility evaluation including results 
up to three different automatic accessibility evaluators, thus fulfilling the 
methodological background for accessibility evaluations provided by the W3C [6]. 
Second, to optimize manual accessibility evaluation process. It is performed by taking 
into account accessibility guidelines checked in previous manual evaluations and that 
still have validity when the web elements analyzed do not change from one evaluation 
to the next. Third, the result of the accessibility evaluation is not focused only on 
checking web content, it also addresses aspects related to web content management in 
evaluated systems. In this sense, the framework provides information about possible 
corrective accessibility maintenance activities for webmasters based on logs from the 
CMS environment. Finally, to minimize the amount of time and resources involved in 
evaluating accessibility. Provided benefits are expected to be useful for webmasters 
and human accessibility evaluators. 

Presented prototype is built on a concrete CMS scenario, in this case OpenCMS. 
As future work it is foreseen to complete it by including more inference rules and 
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aspects to be taken into account for inferring possible causes for accessibility errors, 
like the use of external components such as web editors. It is also expected to provide 
support for more CMS environments. 
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Różewski, Przemys�law 489

Sahraoui, Houari 321
Sasak, Piotr 589
Schall, Daniel 275
Schewe, Klaus-Dieter 7
Schrefl, Michael 563
Shen, Jun 343
Sheth, Amit P. 539

Sieczko, Micha�l 59
Signer, Beat 387
Silvestri, Fabrizio 511
Skaf-Molli, Hala 115
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