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Abstract. Justifications play a central role as the basis for explaining
entailments in OWL ontologies. While techniques for computing justi-
fications for entailments in consistent ontologies are theoretically and
practically well-understood, little is known about the practicalities of
computing justifications for inconsistent ontologies. This is despite the
fact that justifications are important for repairing inconsistent ontolo-
gies, and can be used as a basis for paraconsistent reasoning. This paper
presents algorithms, optimisations, and experiments in this area. Sur-
prisingly, it turns out that justifications for inconsistent ontologies are
more “difficult” to compute and are often more “numerous” than jus-
tifications for entailments in consistent ontologies: whereas it is always
possible to compute some justifications, it is often not possible to com-
pute all justifications for real world inconsistent ontologies.

1 Introduction

An ontology is a machine processable artefact that captures the relationships
between concepts and objects in some domain of interest. A logic based ontology
language allows ontologies to be specified as logical theories, meaning that is it
possible to reason about the relationships between concepts and objects that are
expressed in such an ontology. A widely used logic based ontology language is the
the Web Ontology Language, OWL [1], the latest version of which is underpinned
by a highly expressive Description Logic1 called SROIQ [3].

An inconsistent ontology, is an ontology that, by virtue of what has been
stated in the ontology, cannot have any models, and entails everything. The
effect of this is that, using standard classic semantics, no meaningful conclusions
can be drawn from an inconsistent ontology. All Description Logic based OWL
reasoners merely report “ontology inconsistent” when fed such ontologies.

In practice, inconsistent ontologies can arise due to a number of reasons. For
example, an ontology may become inconsistent during the editing process after
the addition of some axioms. While the last set of axioms that were added may
play a part in making the ontology inconsistent, it may be the case that they
were the correct axioms to add from a modelling point of view, but it is the
interplay of the newly added axioms with axioms already in the ontology that

1 Description Logics [2] may be regarded as decidable fragments of First Order Logic.
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triggers the inconsistency. Inconsistencies can also be the result of automated on-
tology construction techniques. For example, in [4], ontologies are automatically
constructed as an output from text mining, and it is possible for the resulting
ontologies can be inconsistent.

There are a number of different ways of dealing with an inconsistent ontology.
Broadly speaking, either some form of paraconsistent reasoning can be used to
draw “meaningful” conclusions from the ontology, as in [5], or the ontology can
be repaired so that it becomes consistent, thus meaningful conclusions can be
drawn from the repaired ontology using standard semantics. The work presented
in this paper focuses on this latter “repair strategy”, with an assumed scenario
that ontologies may become inconsistent during their construction process, but
not wanting to publish such ontologies, their authors would repair the ontologies
before publication.

Given the assumed “repair and publish” scenario, it is necessary for ontol-
ogy authors to pin point the reasons for an inconsistent ontology. These reasons
may be highly non-obvious, and manually browsing an ontology to determine
the causes of inconsistency, if not impossible, can be a wretched, tedious and
error prone task. In practice it is therefore necessary for people to have access
to some form of automated explanation generation service that, given an incon-
sistent ontology, can identify minimal subsets of the ontology that cause it to
be inconsistent. These minimal subsets are known as justifications [6,7,8], and
a procedure for finding and exposing justifications for inconsistent ontologies is
the subject of this paper.

In what follows, an algorithm for computing all justifications for inconsistent
ontologies is presented. An investigation on real world, hand-crafted, ontologies
is carried out to evaluate the effectiveness of the algorithm for computing jus-
tifications. Finally, the problems and challenges of computing justifications for
inconsistent ontologies, along with the utility of these justifications, is discussed.

2 Preliminaries: OWL and Justifications

The work presented here focuses OWL 2 ontologies which correspond to SROIQ
knowledge bases. SROIQ [3] is a highly expressive description logic and can be
viewed as a decidable and 2NExpTime-complete [9] fragment of First Order
Logic, a close relative of the 2-variable fragment with counting and modal log-
ics [2]. In what follows,

– A and B are used as class names–they correspond in FOL to unary predicates,
– R and S are properties, i.e., property names or inverse properties (written

R− for R a property name)–they correspond to binary predicates,
– C and D are (possibly complex) class expressions that can be built us-

ing Boolean operators on classes (�, �, and ¬), value restrictions ((∃R.C),
(∀R.C)), number restrictions ((≥ nR.C), (≤ nR.C) for n a non-negative
integer), and enumerations ({a})–they correspond to formulae in one free
variable,

– a and b are individual names–they correspond to constants.
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A SROIQ ontology is a finite set of SROIQ axioms, which take the form of
subsumptions between (possibly complex) class expressions C � D or properties
R � S, or the form of assertions C(a) or R(a, b).

A definition of the syntax and semantics of SROIQ can be found in [3]. In
what follows a sketch is provided by a translation of the main class, property and
axiom forming constructors into FOL. The translation of classes and properties
is parametrised by two variables, x and y, and uses counting quantifiers.

π(O) :=
∧

α∈O
π(α),

π(C � D) := ∀x.πx(C) ⇒ πx(D), π(R � S) := ∀x, y.πx,y(R) ⇒ πx,y(S),
π(C(a)) := πa(C), π(R(a, b)) := πa,b(R),

πx,y(R) := R(x, y), πx,y(R−) := R(y, x),

πx(A) := A(x), πx(
) := true, πx(⊥) := false, πx({a}) := (x = a),
πx(C � D) := πx(C) ∧ πx(D), πx(C � D) := πx(C) ∨ πx(D),

πx(¬C) := ¬πx(C),
πx(∃R.C) := ∃y.πx,y(R) ∧ πy(C), πx(∀R.C) := ∀y.πx,y(R) ⇒ πy(C),

πx(≤ nR.C) := ∃≤ny.πx,y(R) ∧ πy(C), πx(≥ nR.C) := ∃≥ny.πx,y(R) ∧ πy(C)

Interpretations, models, and entailments are defined as usual in FOL. In partic-
ular, an interpretation I is said to be a model of an ontology O (written I |= O)
iff I |= π(α) for every axiom α ∈ O. A class expression C is satisfiable with
respect to an ontology O if there exists a model I of O with I |= ∃x.πx(C). An
ontology is inconsistent if there does not exist a model of O, i.e., if O |= false(a).
Given an ontology O and an axiom η, O entails η, written O |= η if, for every
model I of O, we have that I |= π(η).

Definition 1 (Justification). Let O be an ontology such that O |= η. J is a
justification for η in O if J ⊆ O, and J |= η, and for all J ′ � J J ′ �|= η.

Intuitively, a justification for an entailment in an ontology is a minimal subset of
the ontology that entails the entailment in question. A justification is a minimal
subset in the sense that any proper subset of the justification does not entail
the entailment in question. It is important to note that there may be multiple,
potentially overlapping, justifications for any given entailment. Note that in
the logics considered here, the number of justifications for an entailment in an
ontology may be exponential in the size of the ontology [10].

Example: Let O = {A � B, B � D, A � ∃R.C, ∃R.
 � D, A � E} so that
O |= A � D. There are two justifications for O |= A � D, J1 = {A � B, B � D}
and J2 = {A � ∃R.C, ∃R.
 � D}.
Definition 2 (Simple Repair). S is a simple repair for O |= η if S ⊆ O and,
for every justification J for O |= η, S ∩ J �= ∅, and for all S′ � S (O \ S′) |= η
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Hence, in order to construct a repair for an entailment η in an ontology O, it
is necessary to choose one axiom from each justification for η in O and remove
this axiom from O. This implies that, in the general sense, all justifications for
η in O are needed in order to construct a simple repair for O |= η. The process
of finding the justifications for entailments and repairing ontologies is frequently
referred to as ontology debugging.

3 Related Work and Background

In recent years there has been a significant amount of effort and research into
the explanation of entailments that arise in consistent ontologies. In a seminal
paper in the area of debugging ontologies, Schlobach and Cornet [7] presented
minimal unsatisfiable preserving sub-tboxes (MUPS) as a specific kind of justi-
fication for unsatisfiable classes in ontologies. Kalyanpur et al. coined the term
justification as a form of explanation for any arbitrary entailment that holds
in an ontology. In [11] it was shown that it is practical to compute all justifi-
cations for any given entailment in real, published (consistent) ontologies. The
Propositional Logic reasoning community have long used the notion of minimal
conflict sets for determining the minimal unsatisfiable subsets of a set of clauses
for example in [12]. These conflict sets are used to gain insight into why a set of
clauses is unsatisfiable. In essence minimal conflict sets are akin to justifications.
On a practical level, justifications are used by many ontology development and
debugging environments such as Protégé-4 [13], Swoop [14], and RaDON [15],
as a popular form of explanation for entailments in ontologies.

3.1 Model Based Diagnosis and Techniques for Computing All
Justifications

Techniques for computing all justifications for an entailment, and for computing
all minimal conflict sets for a set of unsatisfiable clauses, borrow from techniques
used in the field of Model Based Diagnosis. Model Based Diagnosis is the over-
arching name for the process of computing diagnoses for a faulty system. Briefly,
a diagnosis is a subset minimal set of components from a faulty system, that
if replaced would repair the system so that it functions as intended. The term
model refers to the fact that a model is used to obtain the predicted behaviour of
of a system, which is then compared the observed behaviour of the system. Any
discrepancy between the predicted and observed behaviours indicates a fault
in the system. Model based diagnosis techniques have a wide variety of appli-
cations, and for example, are typically used for diagnosing sets of faulty gates
and connections in circuits. There is a direct correspondence between the ideas
behind model based diagnosis, and the ideas behind justification based ontol-
ogy debugging. Essentially, a diagnosis is the same as a repair (Definition 2),
and Minimal Conflict Sets, which are subsets of the faulty system, are equiva-
lent to justifications which are subsets of an ontology. A particularly pertinent
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algorithm that is borrowed from the area of Model Based Diagnosis is “Reiter’s
Hitting Set Tree (HST) Algorithm” [16]. This algorithm essentially constructs
a finite tree whose nodes are labelled with minimal conflict sets (justifications),
and whose edges are labelled with components (axioms) from the system. In
doing this the algorithm finds all minimal hitting sets for the conflict sets in a
system. Since a minimal hitting set corresponds to a repair, and a conflict set
corresponds to a justification, it is possible to use Reiter’s algorithm to find all
repairs, and in doing this find all justifications for an entailment in an ontology
(proof in [11]).

Continuing with the previous example from Section 2, the hitting set tree
algorithm is used to compute all justifications for O |= A � D as follows. A sub-
procedure, computeJustification(η, O), is used, which computes a single justifica-
tion for the entailment η in an ontology O. Suppose that J1 = {A � B, B � D}
is computed by computeJustification(A � D, O). This justification is set as the
label of the root of the tree. Next, one of the axioms from J1, say A � B is
selected and removed from O to give O′. This essentially repairs J1 and allows
another justification (if one exists) to be computed for the entailment with re-
spect to the modified ontology O′. In this case, computeJustification(A � D, O′)
computes J2 = {A � ∃R.C, ∃R.
 � D} as a justification. The hitting set tree
is extended with an edge from the root, to a node labelled with J2 (the upper
left most edge in Figure 3.1), and the edge is labelled with the axiom that was
removed. Next, an axiom from J2, say A � ∃R.C is selected and removed from
O′ to give O′′, and computeJustification(A � D, O′′) is called to compute further
justifications with respect to O′′. This time, no further justifications are found
since the entailment does not hold in O′′, and the hitting set tree is extended
with an edge from the node labelled with J2 to a node with an empty label
which marks this branch as complete. The algorithm then backtracks up a level
to remove a different axiom from J2 and the process continues. The algorithm
terminates when all branches are marked as complete. It is noticeable, that the
axioms labelling the edges in a complete branch form a repair, or a superset
of a repair, since removing them from O results in O′′ such that O′′ �|= η. A
more formal description of this algorithm (with optimisations) is given later
in Function-1R in Algorithm 1 (where the entailment that O is inconsistent
is implicit) and is used in the computation of all justifications for inconsistent
ontologies.

One of the issues with computing all justifications for an entailment is that
the size of the hitting set tree can, in the worst case, be exponential in the size
of the set of justifications. However, a suite of optimisations, detailed in [11]
and presented in Algorithm 1, can be applied to prune the hitting set tree and
minimise its size, so that for practical purposes this is rarely a problem. For
example, in [11] it was shown that for real, published ontologies, the number of
justifications per entailment is usually small—for the ontologies sampled in [11],
the average number of justifications per entailment was two, with one ontology
containing a maximum of twenty six justifications for an entailment.
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J1 = {A � B, B � D}

A � B

A � ∃R.C

{}

B � D

{}

A � ∃R.C

{} {}

J2 = {A � ∃R.C,∃R.� � D}

∃R.� � D∃R.� � D

J ′
2 = {A � ∃R.C,∃R.� � D}

Fig. 1. An example of a hitting set tree (HST) that is constructed by Reiter’s HST
algorithm

3.2 Computing Single Justifications

The technique described in the previous section for computing all justifications
for an entailment, uses a sub-procedure computeJustification(η, O) that computes
a justification for an entailment η in an ontology O. In this work, a black-box
technique, which is not specific to a particular reasoner or proof strategy is used.
Black-box techniques typically use an “expand-contract” strategy in combination
with calls to an external reasoner. In order to compute a justification for an
entailment η in an ontology O, an initial, and small, subset S of axioms from O
is selected based on the signature of η. The axioms in S are typically the axioms
whose signature has a non-empty intersection with the signature of η, or axioms
that “define”2 terms in the signature of η. A reasoner is then used to check if
S |= η, if not, S is expanded by adding a few more axioms from O. This process
continues until S is large enough so that it entails η (this is the expansion phase).
When a subset S of O that entails η is found, this subset is pruned until it is
a minimal set of axioms that entails η i.e. until it is a justification (this is the
contraction phase). Through careful selection of axioms in the expansion phase,
which minimises the maximum size of S, and various pruning techniques in the
contraction phase, it has been found that this algorithm works well in practice
for entailments in consistent ontologies [11].

4 A Black-Box Algorithm for Computing Justifications
for Inconsistent Ontologies

As described in Section 3.2, the general approach taken by black-box justification
finding algorithms is to use a two phase expand-contract procedure. The “seed”
for selecting the initial small set axioms for the expansion phase is usually the
signature of the entailment in question (the class, property, individual names

2 For example, the axiom A � B defines the class name A.
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appearing in the entailment). However, an issue when generating justifications
for inconsistent ontologies using black-box techniques is “where to start”. How
should the initial set of axioms be selected? With inconsistent ontologies there
is no seed signature that can be used as an input to start the expansion process.
This is due to the fact that current OWL reasoners typically do not provide
any information or clues as the possible causes of an inconsistent ontology—
they just output that the ontology is inconsistent.3 Therefore, the black-box
algorithm that is presented here, consists of a very simple expansion phase, which
immediately causes the expansion to contain all of the axioms in an ontology,
followed by a “divide and conquer” contraction phase, which contracts the set
of axioms in the ontology down to a justification. The algorithm for computing
all justifications is a hybrid of the algorithm for computing single justifications
taken from [17] and combined with the algorithm for computing all justifications
(the HST algorithm) taken from [11]. Proof that the Hitting Set Tree algorithm
finds all justifications is given in [11]. Algorithm 1 is the algorithm based on
Reiter’s Hitting Set Tree Algorithm and is used to compute all justifications for
an inconsistent ontology. Algorithm 2 is used as a sub-procedure for Algorithm
1 for computing a justification for the inconsistent ontology.

Algorithm 1. ComputeAllJustifications
Function-1: ComputeAllJustifications(O)

1: S, curpath, allpaths← ∅
2: ComputeAllJustificationsHST(O, S, curpath, allpaths)
3: return S

Function-1R: ComputeAllJustificationsHST(O, S, curpath, allpaths)

1: for path ∈ allpaths do
2: if curpath ⊇ path then
3: return //Path termination without consistency check
4: if IsConsistent(O) then
5: allpaths← allpath ∪ {curpath}
6: return
7: J ← ∅
8: for s ∈ S do
9: if s ∩ path = ∅ then

10: J ← s //Justification reuse (saves recomputing a justification)
11: if J = ∅ then
12: J ← ComputeSingleJustification(O)
13: S ← S ∪ {J}
14: for ax ∈ J do
15: curpath← curpaths ∪ {ax}
16: ComputeAllJustificationsHST(O \ {ax}, S, curpath, allpaths)

3 The exception to this is the Pellet reasoner, which is able to output clash
information—while this is a potential optimisation, it is not supported by all rea-
soners and is therefore not used here.
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Algorithm 2. ComputeSingleJustification
Function-2: ComputeSingleJustification(O)

1: return ComputeSingleJustification(∅, O)

Function-2R: ComputeSingleJustification(S, F )

1: if |F | = 1 then
2: return
3: SL, SR ← split(F )
4: if IsInconsistent(S ∪ SL) then
5: return ComputeSingleJustification(S, SL)
6: if IsInconsistent(S ∪ SR) then
7: return ComputeSingleJustification(S, SR)
8: S′

L ← ComputeSingleJustification(S ∪ SR, SL)
9: S′

R ← ComputeSingleJustification(S ∪ S′
L, SR)

10: return S′
L ∪ S′

R

5 Implementation and Evaluation

Algorithm 1, and its sub-routine Algorithm 2, were implemented in Java using
the latest version of the OWL API [18]. The OWL API has excellent support for
manipulating ontologies as sets of axioms and provides a common interface to
various OWL reasoners. The algorithm was run on the set of ontologies shown in
Table 1 using the FaCT++ [19], Pellet [20] and HermiT [21] reasoners. For each
ontology, the time to perform a consistency check of the complete ontology was
recorded. Then the time to compute a single justification for the inconsistency,
and the time to compute as many justifications as possible within a time of 30
minutes was recorded.

5.1 Results Analysis

The ontologies shown in Table 1 are real ontologies in the sense that they were
developed by end users using editing tools such as Protégé-4. Since it is rarely

Table 1. Inconsistent Ontologies Used In Experiments

ID Ontology Expressivity Axioms Cons. Cons. Cons.
HermiT Pellet FaCT++

(ms) (ms) (ms)

1 Assignment4 ALCIQ 88 - 1301 40
2 Boat ALCIF(D) 22 34 11 2
3 ComparaGrid ALCHIQ(D) 409 192 175 -
4 Country SROIQ(D) 5921 539 1454 333
5 Fish ALCH 49 36 78 13
6 IedbExport SHOIN (D) 2417 141 1117 67
7 Micro SROIQ(D) 1458 - 556 48
8 Spectro ALCON (D) 26612 1841 1763 378
9 Pizza SHOIQ(D) 179 25 45 5

10 ClassesAsValues ALCO 13 3 2 1
11 Travel SROIQ(D) 6437 443 701 135
12 Units ALCOIF(D) 2254 217 435 72
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the case that inconsistent ontologies are published, all of the ontologies in the
sample were obtained either from public mailing lists, where the ontologies had
been posted to the mailing list with a request for help in debugging the ontology,
or from ontologies that were directly received via email from colleagues and users
of Protégé-4 and Swoop.

The rightmost three columns of Table 1 shows the time to load, and check
the consistency of the ontologies using HermiT, Pellet and FaCT++. Even for
the largest ontology, 8, that contains over twenty six thousand axioms, the con-
sistency check is performed within two seconds using HermiT or Pellet and less
that half a second using FaCT++. Note that FaCT++ failed to terminate on
the ComparaGrid ontology, where it entered an infinite loop during preprocess-
ing. HermiT incorrectly found Assignment4 consistent, and crashed on the Micro
ontology. On the surface, it would appear that even for very large ontologies,
the efficiency and speed at which ontologies can be loaded and checked for con-
sistency seems to indicate the feasibility of using a reasoner as an oracle in a
black-box based debugging algorithm.

Table 2 shows the performance results for computing justifications for incon-
sistent ontologies. Showing by ontology and reasoner, the time (ms) to compute
one justification, the number of justifications found within 30 minutes, the time
(ms) to compute all justifications if less than 30 minutes. A dash indicates that
no justifications could be computed. A � indicates that the algorithm did not
terminate within 30 minutes.

It should be noted that for all sampled ontologies, it was possible to com-
pute at least one justification for the ontology being inconsistent using at least
one of the three reasoners. With the exception of the Spectro ontology, it was
possible to compute at least one justification within ten seconds. This is clearly
acceptable performance in the context of generating on demand explanations
in an ontology development environment such as Protégé-4. In the case of the
Spectro ontology, Pellet was able to compute at least one justification within 11
seconds and HermiT within 31 seconds. Considering that this ontology contains
over 26500 axioms, it is arguable that this is acceptable, and even impressive,
performance for the purposes of interactive debugging and explanation in an
ontology development environment.

It can be seen that for the Assignment4, Fish, Spectro, Travel, and Units on-
tologies, it was not possible to compute all justifications with any of the tested
reasoners. However, for these ontologies, with the exception of Assignment4, a
sizeable number of justifications could be computed. In all cases, the availability
of one or more justifications can provide a vital insight into why an ontology is
inconsistent, and allow a person to begin to repair the ontology. Not all justifica-
tions could be computed for all ontologies within 30 minutes. Broadly speaking,
there are two reasons for this: (1) The reasoner being used found it much harder
to check if some subset of an ontology was consistent, compared to checking
if the whole ontology was consistent (in all cases, consistency checking perfor-
mance for whole ontologies was good e.g. less than 2 seconds), and the running
algorithm therefore “ground to a halt” during entailment checking. An exam-
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Table 2. Times for computing single and all justifications

Ontology Reasoner Time for One Number found Time for all
(ms) in 30 mins. (ms)

Assignment4 HermiT - - �
Pellet - - �
FaCT++ 5711 1 �

Boat HermiT 129 1 193
Pellet 73 1 93
FaCT++ 11 1 41

ComparaGrid HermiT 2252 9 15901
Pellet 1515 9 13164
FaCT++ - - �

Country HermiT 4177 4 383963
Pellet 4564 4 137348
FaCT++ 1726 4 78547

Fish HermiT 134 162 �
Pellet - - �
FaCT++ 115 162 �

IedbExport HermiT 855 2 2415
Pellet 1257 2 3860
FaCT++ 765 2 2255

Micro HermiT 4538 1 �
Pellet 2326 1 59090
FaCT++ 809 1 1574

Spectro HermiT 30930 76 �
Pellet 10768 76 �
FaCT++ - - �

Pizza HermiT 114 3 592
Pellet 7491 3 �
FaCT++ 37 3 329

ClassesAsValues HermiT 21 1 23
Pellet 4 2 15
FaCT++ 5 2 13

Travel HermiT 7873 7 �
Pellet 884 492 �
FaCT++ 521 163 �

Units HermiT 3023 54 �
Pellet 473 287 �
FaCT++ 285 287 �

Travel-semi-rep HermiT 8309 6 �
(semi repaired Pellet 3975 6 25722
Travel ont.) FaCT++ 1331 6 19280

ple of this is the Travel ontology, where using HermiT the procedure was only
able to compute 7 justifications, but using Pellet, the procedure was able to
compute nearly 500 justifications. (2) The number of justifications for the in-
consistent ontology was very large. The runtime performance of the algorithm
for computing justifications is in the worst case exponential with the number of
justifications—computing all justifications is an inherently difficult problem.

6 Discussion

The usefulness of justifications as explanations for inconsistent on-
tologies. Despite the fact that, in some cases, it is not feasible to compute all
justifications for real inconsistent ontologies, the ability to obtain just one or
two justifications can lend a vital insight into why the ontology is inconsistent.
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Some ontologies are inconsistent due to highly non-obvious reasons, and it is
arguable that without automated explanation support, ontology authors would
face a hopeless task of trying to figure out the reasons for an ontology being
inconsistent in order to arrive at a manual repair. An example of a justification
from the Country ontology is shown in Figure 2. The ontology authors, who
made a request for help in trying to track down the reasons for the inconsis-
tency, indicated that it was highly unlikely that they would have discovered the
reason, without considerable difficulty, using manual debugging techniques.

Using justifications for inconsistent ontologies for repair. Even though
it may not be possible in practice to compute all justifications for a given on-
tology, with the availability of at least one justification, it is still possible to
carry out a manual interactive repair. For example, on closer inspection of the
justifications for the travel ontology it was observed that many of them had the
form {R(a, l),
 � ∀R.C}, where l is a data value not in the value space of C4.
In fact, structural inspection revealed that there were over 550 of these kinds
of justifications for the travel ontology and over 12000 for the Spectro ontol-
ogy. In order to test the hypothesis that even seeing a handful of justifications
is helpful for interactive debugging and can support repair, the travel ontology
was modified to produce a new version where all literals in property assertions
were typed with the appropriate data type5. This new version of the ontology
(Travel-semi-rep in Table 2) was still inconsistent, but had just six justifications
for it being inconsistent. Thus, even though it may not be possible to compute
all justifications is one go, being able to compute some justifications can pro-
vide enough insight in order to understand the reasons for an ontology being
inconsistent so that is is possible to perform a manual repair.

The difficulty of finding all justifications for an inconsistent ontology
compared to finding justifications for entailments in consistent on-
tologies. In other work [6,11] it has been shown that it is practical to compute
all justifications for entailments in consistent ontologies using similar blackbox
algorithms as the one presented here. However, the experiments carried out
as part of this research clearly indicate that it is not possible to compute all
justifications for some of the sampled inconsistent ontologies. As a means to
understanding why this could be the case, consider the following consistent on-
tology O = {B � A, C � A, D � A, . . . } such that B, C and D are entailed
to be unsatisfiable. Suppose that there are ten justifications for each unsatis-
fiable class, meaning that there is a total of thirty justifications for the three
unsatisfiable classes. In this case, each entailment can be examined separately,
one after the other, so that the justifications for each entailment are computed
separately. In other words, although the total number of justifications for all
unsatisfiable classes is thirty, they are computed in batches of ten. Now consider
O′ = O∪{B(a), C(b), D(c)}. Since B, C and D are unsatisfiable, O′ is entailed to

4 OWL 2 supports datatypes.
5 Upon seeing the justifications for this ontology it was deemed that this was a natural

repair.
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Island(ireland) (1)

Island � LandMass (2)

LandMass � GeographicalFeature� ∃hasCoastline.Coastline (3)

GeographicalFeature � NaturalPhysicalThing (4)

NaturalPhysicalThing � NaturalEntity (5)

NaturalEntity � PhysicalEntity (6)

landBoundaryOf(unitedKingdomIrelandBorder, ireland) (7)

landBoundaryOf � hasLandBoundary− (8)

∃hasLandBoundary.
 � Country (9)

Country � AdministrativeDivision (10)

AdministrativeDivision � PoliticalEntity � ∃directPartOf.PoliticalDiv (11)

PoliticalEntity � ¬PhysicalEntity (12)

Fig. 2. An (small) example justification from the (large) country ontology. The indi-
vidual ireland is entailed to be a PhysicalEntity (by axioms (1)(6)) and is also entailed
to be a PoliticalEntity (by axioms (7)-(11)), PhysicalEntity and PoliticalEntity are
disjoint with each other (axiom (12)).

be inconsistent, and there are thirty justifications for this entailment. Although
the total number of justifications for the entailment of interest in O′ is the same
as the total number of justifications for the entailments of interest in O, and the
justifications are almost structurally the same, the key difference is that there
are now thirty justifications for one entailment in O′, compared to thirty justifi-
cations spread over three entailments in O. Since the algorithm for computing all
justifications for an entailment in an ontology is, in the worst case, exponential
in the number of justifications for the entailment, it is clear to see that it can
be much more time consuming to compute all justifications for an inconsistent
ontology compared to computing all justifications for all entailments of interest
in a consistent ontology. In essence, one of the factors that makes it practical
to compute all justifications for entailments in consistent ontologies, is that for
real ontologies, the average number of justifications per entailment tends to be
fairly low. In the case of inconsistent ontologies, it is not possible, using classi-
cal reasoning, to take a more fine-grained approach, because it is not possible
to recognise entailments other than the single entailment that the ontology is
inconsistent.

7 Summary and Future Work

Computing a single justification, as a form of explanation, for real world incon-
sistent ontologies is possible in practice. However, computing all justifications is
not possible in practice for some real world ontologies. This is primarily due to
the fact that there can be a very large number of justifications for an ontology
being inconsistent. Despite this, it is expected that having the ability to compute
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just one or two justifications for an inconsistent ontology will be of enormous
benefit to people trying to understand why the ontology is inconsistent. As future
work, we plan to investigate the possibility of using clash information for further
optimisation the current black-box algorithm. We also plan to investigate the use
of paraconsistent reasoning as means for exploring justifications for meaningful
entailments in inconsistent ontologies with a view to repairing these ontologies.
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