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Abstract. We address two problems, the g-tight group renaming task
and what we call, safe-consensus task, and show the relations between
them. We show that any g-tight group renaming task, the first problem,
implements g processes consensus. We show this by introducing an inter-
mediate task, the safe-consensus task, the second problem, and showing
that g-tight group renaming implements g-safe-consensus and that the
latter implements g-consensus. It is known that with g-consensus g-tight
group renaming is solvable, making the two problems equivalent.

The safe-consensus task, is of independent interest. In it the validity
condition of consensus is weakened as follows: if the first processor to
invoke the task returns before any other processor invokes, i.e., it runs
in solo, then it outputs its input; Otherwise the consensus output can be
arbitrary, not even the input of any process. We show the equivalence
between safe-(set-)consensus and (set-)consensus.
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1 Introduction

The notion of group solvability was introduced in [9]. The paper in [3] introduced
a simpler version of group solvability called tight group solvability and in partic-
ular tackled the task of tight group renaming. The tight group renaming task is
the renaming problem [2] of groups. Groups have to agree on a slot, and different
groups have to agree on different slots. In the g-tight group renaming task there
are g processors in each group. In [3] it was shown that g-consensus is sufficient
to solve g-tight group renaming. The question whether it is also necessary was
left open.

Here we introduce a new task, safe-consensus, a weakening of the classic
consensus problem, and show the relation between this task, the g-tight group
renaming task and the classic g-consensus task. The two basic conditions satisfied
by the consensus problem [8] are, agreement and validity. In the safe-consensus
task we weaken the validity condition of consensus. In the classic consensus
problem the output to a participating processor is the input of a participating
processor. In a safe-consensus task, the validity is weakened to allow the task
to return an arbitrary value if initially the number of participating processors is
two or more. The agreement property is retained.
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Our first result shows that g-tight group renaming implements g processes
safe-consensus. Essentially, safe-consensus is an abstraction of tight group re-
naming. In any deterministic solution to the tight group renaming the output
of a solo run is a function of the processor’s id and its group id. Since we do
not restrict the algorithm there may be two solo runs from the same group that
output different values. Thus if two or more processors from the same group
come together any new group name may be output, resembling the behavior of
a safe-consensus task.

Our next result shows that safe-consensus is in fact as powerful as consensus,
which together with the previous result shows its necessity to solve g-tight group
renaming.

Following the introduction of safe-consensus, we next examine ways to weaken
the validity condition of (n, k)-set-consensus. In (n, k)-set-consensus a processor
outputs an input of a participating processor, and the cardinality of the output
set is no larger than k. Hence the problem becomes non-trivial when initially
more than k processors access the task concurrently. Thus the “off-the-cuff”
weakening of the validity condition here is, that if more than k processors par-
ticipate, it can return default non-valid outputs such that the total number of
distinct values returned does not exceed k.

We show that this natural weakening is not equivalent to the original prob-
lem. Indeed it is strictly weaker than (n, k)-set-consensus. Nevertheless, it is
a non-trivial task - it is not read-write wait-free solvable. We then consider
strengthening the validity condition of (n, k)-safe-set-consensus to imitate safe-
consensus: If a non-valid output is returned to any processors then it must be
returned to all. We then show that strong-safe-set-consensus is equivalent to
classic set-consensus.

Related Work: In [10], Guerraoui, and Kuznetsov define the weak consensus
task. Here processors output 0 or 1 with the validity requirement being only that
there exists a run of the task that outputs 0, and there exists a run that outputs
1. They show how weak consensus for n processors can be used to implement
n processor consensus with the standard validity condition. Unlike this paper,
they rely on the fact that they deal with an object, that is a given deterministic
implementation of a task. In fact, they need to drive the implementation into
particular special state (treating it as a white box). We on the other hand deal
just with the specification, i.e., task (as a black box). We do not rely on any
particular implementation of the task.

2 Model and Problem Definitions

We follow the standard model of asynchronous shared memory system as in
[12,11]. There are n processors in the system {1, 2, . . . , n} that communicate by
either atomically reading and writing to the atomic read/write shared memory,
or by applying operations to a shared object such as a consensus object.
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The g-tight group renaming problem: We follow the definition from [3]: In a
tight group renaming task with group size g, n processors with id’s from a large
domain {1, 2, . . . , N} are partitioned into m groups with id’s from a large domain
{1, 2, . . . , M}, with at most g processors per group. A tight group renaming task
renames groups from the domain 1..M to 1..l for l << M , where all processors
with the same initial group ID are renamed to the same new group ID, and no
two different initial group id’s are renamed to the same new group ID.
The n-Safe-consensus problem: In this task n processors with id’s 1..n each
proposes an input value, and outputs a value such that:

– Wait-Free: Each processor finishes executing within a finite number of steps.
– Agreement: All processors output the same output value.
– Weak-Validity: If the output of a processor occurs before the invocation of

any other processor then the output is that processor’s proposed input value.

Hence, if no processor initially accesses the Safe-consensus task in solo then
processors may agree on any value. Notice, a similar task but in which the
agreement condition is that each process may return either a fixed default value
or the agreement value is read/write implementable.
The (n, k)-Safe-set-consensus problem: In this task n processors with id’s 1..n
each proposes an input value, and outputs a value such that:

– Wait-Free: Each processor finishes executing within a finite number of steps.
– k-Agreement: At most k distinct values are output.
– Weak-Validity: If the first output occurs after no more than k processors

have invoked, then all processors output a proposed input value.

The Strong (n, k)-Safe-set-consensus problem: In this task n processors with id’s
1..n each proposes an input value, and outputs a value such that:

– Wait-Free: Each processor finishes executing within a finite number of steps.
– Strong k-Agreement: At most k distinct values are output, and if any output

value is not a proposed input value, that output value is the output of all
processors which access the task.

– Weak-Validity: If the first output occurs after no more than k processors
have invoked, then all processors output a proposed input value.

Task equivalence: We use wait-free constructions to compare two tasks, A and
B. We say that “A can implement B” if there is a wait-free algorithm C that
may use any number of copies of task A and read/write atomic registers to solve
task B. If A and B implement each other, the tasks are said to be equivalent.
Atomic Snapshots: In several of the algorithms we utilize the ability to perform
atomic snapshots of shared memory, as defined in [1].

Correctness proofs for all the algorithms are given in Appendix A.

3 g-Tight Group Renaming Implements g-Safe-Consensus

We show that a single g-tight group renaming task can implement g-safe-consensus
so long as it supports at least g + 1 processor invocations. We then show that any
weakening of this requirement is impossible.
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Theorem 1. Any tight group renaming task with group size g supporting n pro-
cessors s.t., n > g and M > l implements 0/1 safe-consensus for g processors.

Given an algorithm A which solves tight group renaming we show how to solve
safe-consensus for g processors with 0/1 inputs (See code in Algorithm 1). We
assume A is of the form A(processor-id,group-id), receiving the processor id
from 1..N and initial group id from 1..M , and returns the new group ID in
range 1..l, and that A cannot be run more than once with the same processor
ID. We also assume that invocation by a single processor in isolation always
returns the same result, i.e., the only “non-determinism” is due to concurrency,
which is true for any deterministic task.

Lemma 2. There are two values k1,k2, s.t., k1 �= k2 and a solo-run of A(k1, k1)
returns the same value as a solo-run of A(k2, k2)

Proof. The pairs < 1, 1 >, < 2, 2 >,...,< l + 1, l + 1 > are all valid values to call
A with, since M > l and N > l. Since A returns values in the range 1..l, there
are at least 2 of the above pairs for which A() will return the same value in a
solo-run.

Denote this returned value k. Let k1,k2 and k be these values for Algorithm A.
(Note that these values can be deduced by running l + 1 instances of algorithm
A, without knowledge of its internal specification, i.e., leaving it as a black-box).

Notice that if more than one processors access the group-renaming concur-
rently, even if from the same group, then their outputs cannot be deduced (or
determined) ahead of time. Their outputs may depend on their interleaving and
other parameters such as their ids.

In an attempt to reach consensus we let all g processors run A with group
ID k1. If k1 renamed to k they decide 0, otherwise they decide 1. By defini-
tion of tight group renaming k1 renames to the same value for all processors,
therefore guaranteeing agreement. To achieve the weak-validity requirement of
safe-consensus we let all processors first register in memory and take a snapshot.
If a processor sees itself alone it runs A(k1, k1), and if it has input 1 it first runs
A(k2, k2). This guarantees that if it runs in solo, either k1 or k2 rename to k
according to whether its input is 0 or 1 respectively.

Weak-Renaming: Note that the above construction applies whether the tight
group renaming is weak-renaming or strong-renaming (i.e., adaptive).

Notice: The above algorithm can be extended to multivalue safe-consensus with
p values, given a g-tight group renaming algorithm which allows at least p groups,
s.t. M > (p − 1)l, while still using only one instance of algorithm A.

3.1 At Least g + 1 Invocations Are Required to Implement
Safe-Consensus

In the above construction we showed that tight group renaming with group size
g solves binary g-consensus when it may be invoked g + 1 times. Taubenfeld
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Algorithm 1. g processor 0/1 safe-consensus using a g-tight group renaming
box and R/W memory

Shared Variables:
S[1..g] : initially NULL
temp[1..g] : g distinct processor ID’s which are neither k1 nor k2
A(processor-id,group-id) : a g-tight group renaming algorithm instance

procedure consensus(proposal)
1: S[processor-id] = ’ACTIVE’
2: SS = atomic snapshot of S[1..g]
3: if for all i �= processor-id SS[i] = NULL
4: if proposal = 1 then run A(k2,k2)
5: value = A(k1,k1)
6: else
7: value = A(temp[processor-id],k1)
8: end if
9: if value = k then decide 0 else decide 1

end consensus

then raised the question whether this is a lower bound, i.e., can a tight group
renaming task with group size g which supports at most g processor invocations
solve g-safe-consensus (and thus g-consensus?)

We prove that a g-tight group renaming task that allows at most g processor
invocations cannot solve g-consensus, by showing how to implement such a task
using only (g − 1)-consensus objects and atomic R/W memory.

Theorem 3. g-tight group renaming that may be invoked by at most g proces-
sors can be implemented using only (g − 1)-consensus objects and atomic R/W
memory.

Proof. In Algorithm 2 we present the code to solve g-tight group renaming for
at most g processors in groups of size g. We utilize the fact that n = g, which
means that if there is some group with more than g − 1 processors in it, then
all g processors are from the same group and they can therefore decide some
default value since there are no other groups to collide with.

We associate a (g − 1)-consensus object with each of the possible M initial
group ID’s. We also utilize the result from [3] which shows that tight group
renaming for groups of size g−1 can be implemented using only (g−1)-consensus
objects and atomic R/W memory. All processors register their ID and group ID
in memory and take a snapshot. If there are g processors in the snapshot and
all are from the same group the processor simply decides on a default value 0.
Otherwise it uses its group’s (g − 1)-consensus object to decide on its output as
follows: If all processors in the snapshot are from its group, it proposes the default
value 0, otherwise it accesses a (g − 1)-tight group renaming task (constructed
from (g−1)-consensus objects and r/w memory) and proposes the value returned
from that task (Which returns ID’s in range 1..l and does not collide with 0).
All processors which decide according to their group’s (g − 1)-consensus object
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decide the same value, and the only time a processor does not access the (g −1)-
consensus object is if it sees all g processors in memory and they all have the
same group ID. In this case it returns 0 and so will all others, since they all
propose 0 to the consensus object associated with their group.

Algorithm 2. g-tight group renaming for g processors using (g − 1)-consensus
objects and R/W memory

Shared Variables:
cons[1..M ] : M (g − 1)-consensus objects, one for each group
S[1..N ] : Shared R/W registers, one for each processor, initially NULL

procedure tight-group-renaming(processor-id,group-id)
1: S[processor-id] := group-id
2: SS := atomic snapshot of S[1..N]
3: count-group := |{i|SS[i] =group-id}|
4: count-total := |{i|SS[i] �= NULL}|
5: if count-group = count-total = g then return 0
6: if count-group = count-total
7: propose := 0
8: else
9: propose := (g − 1)-tight-group-renaming(processor-id,group-id)
10: end if
11: return cons[group-id] (propose)

end consensus

4 Safe-Consensus Implements Consensus

We now show that n-safe-consensus is equivalent to regular n-consensus for any
n, therefore resulting in g-tight group renaming implementing g-consensus for
any g, which complements the result from [3] to prove that g-tight group renam-
ing and g-consensus are equivalent.

Theorem 4. Safe-consensus is equivalent to consensus.

We implement n processor consensus given enough n processor safe-consensus
tasks as black-boxes. Two algorithms are presented, the first one is somewhat
simpler but requires O(2n) copies of the safe-consensus task to solve for n pro-
cessors. The second algorithm uses a slight improvement and requires only O(n2)
copies of safe-consensus.

4.1 Consensus Using O(2n) Safe-Consensus Tasks

For n processors we assume inductively we can solve consensus for n − 1 pro-
cessors. We implement consensus as follows (The code is given in Algorithm 3):
Processors 1..n−1 agree on a value PA recursively using the lower degree version
of the task (Line 2) and write the value to shared memory (Line 3). Processors
2..n−1 then join processor n to recursively agree on a value using another lower
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degree version of the task, in which processors 2..n−1 propose PA and processor
n proposes its own input (Line 6), writing the decision, denoted PB , to shared
memory (Line 7).

They now enter an n-processor safe-consensus task (Line 9), proposing their
processor-id, in order to decide between PA and PB. If it returns n they decide
PB, otherwise they decide PA.

Algorithm 3. n-consensus using n-safe-consensus, (n − 1)-consensus tasks and
R/W memory

Variables:
processor-id : ID of the running processor, 1..n
PA,PB : MWMR registers, initially NULL

procedure consensus(proposal)
1: if processor-id < n
2: proposal := (n − 1)-consensusA(proposal)
3: PA := proposal
4: end if
5: if processor-id > 1
6: proposal := (n − 1)-consensusB(proposal)
7: PB := proposal
8: end if
9: winner := n-safe-consensus(processor-id)
10: if winner = n
11: decide PB

12: else
13: decide PA

14: end if
end consensus

Complexity: O(2n) as each recursion calls 2 lower degree instances.

4.2 Consensus Using O(n2) Safe-Consensus Tasks

In Algorithm 4 we implement consensus using only O(n2) safe-consensus black-
boxes. Again, we assume inductively we can solve consensus for n−1 processors.

We split the n processors into 2 groups, processors 1..n − 1 on one side, and
processor n as a singleton on the other (Denote its input PB). Processors 1..n−1
recursively reach consensus among themselves (Line 10), denote this value PA,
and then work together against processor n. The problem here is that with
a single safe-consensus task, processors 1..n − 1 can interfere with each other,
causing the safe-consensus task to return some arbitrary value, without processor
n even being alive. To solve this issue, we use n−1 safe-consensus task instances.
All n processors run all n − 1 instances (Lines 4 and 14). Processors 1..n − 1
each start running at a different safe-consensus task. Notice that this guarantees
that if processor n is not active, then at least one of the n − 1 processors will
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complete a solo-run of a safe-consensus task (The first one to complete running
its first instance) and that task will return PA by definition. On the other hand,
if all processors 1..n−1 are asleep, processor n successfully completes a solo-run
of all n − 1 safe-consensus tasks (Line 4), and they all return PB . We then have
processors 1..n − 1 perform an OR on all their runs, i.e., if at least one of the
n − 1 instances returned PA they decide on it. Processor n performs an AND, if
all instances returned PB it decides on it. If a processor from 1..n − 1 does not
receive PA from any of the tasks (Line 16), then PB must be written in memory
and it can check if processor n was satisfied (Line 17). If it was not, then they
default to deciding PA. On the other hand if processor n did not receive PB from
all the tasks (Line 6), then PA must be written in memory and it defaults to PA

(Line 7) as will processors 1..n − 1.

Algorithm 4. n-consensus using O(n2) safe-consensus tasks and R/W memory
Variables:

PA,PB : MWMR registers for processors 1..n − 1 and n respectively
safe-consensus[1..n − 1] : n − 1 n-processor or more safe-consensus tasks
values[1..n-1] : Local registers for each processor

procedure consensus(proposal)
1: if processor-id = n
2: PB := proposal
3: for i := 1 to n − 1
4: values[i] := safe-consensus[i](proposal)
5: end for
6: if values[i] = proposal for all i = 1..n − 1 then decide PB

7: else decide PA

9: else
10: proposal := (n − 1)-consensus (proposal)
12: PA := proposal
13: for i := 1 to n − 1
14: values[i] := safe-consensus[((i + processorid)mod(n − 1)) + 1](proposal)
15: end for
16: if values[i] = proposal for some i = 1..n − 1 then decide PA

17: elseif values[i] = PB for all i = 1..n − 1 then decide PB

18: else decide PA

20: end if
end consensus

Complexity: n ∗ (n − 1)/2 as it uses n − 1 safe-consensus tasks and recursively
calls one lower degree instance.

Corollary 5. g-tight group renaming solves g-consensus using n∗(n−1)/2 such
black-boxes, and is therefore a g-consensus task for any g.
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5 Safe Set-Consensus

What about (n, k)-set-consensus that may deliver arbitrary values? There are a
few possibilities to generalize safe-consensus to a task (n, k)-safe-set-consensus. It
may behave as (n, k)-set-consensus so long as no more than k processors initially
access the task simultaneously. In case more than k processors initially access it
simultaneously, it is allowed to return invalid results (So long as the k-agreement
requirement is still satisfied).

5.1 (n,k)-Safe-Set-Consensus

Theorem 6. Excluding the pair (4, 2), (n, k)-set-consensus is implementable
from (n, k)-safe-set-consensus iff n = k + 1.

For n > k + 1, we show we cannot solve (n, k)-set-consensus using (n, k)-safe-
set-consensus, except for the case of (4,2). We show how to implement (n, k)-
safe-set-consensus using a regular (k, k −1)-set-consensus task for all n (Code in
Algorithm 5): Each processor registers in memory and takes an atomic snapshot.
If it sees at most k processors (at most k will), it runs the (k, k−1)-set-consensus
task, posts the result, and decides it. If a processor sees more than k in its
snapshot, then if it sees some posted output it decides it, otherwise it defaults
to 0. The only time a processor sees more than k in its snapshot but does not
see a posted output is if more than k are concurrently executing the task and no
processor has returned yet, so deciding an invalid value 0 in this case is allowed.

Since regular (k, k−1)-set-consensus can’t solve (n, k)-set-consensus for n/k >
k/(k − 1) [4], (n, k)-safe-set-consensus can’t solve (n, k)-set-consensus for n >
k + 1, except for the (4,2) case, which is not yet classified.

5.2 Strong (n,k)-Safe-Set-Consensus

Here we strengthen the definition of safe-set-consensus so it can implement reg-
ular set-consensus: If an invalid value is returned, all processors output that
value.

We show that this definition of the task does implement (n, k) set-consensus
for all n (See code in Algorithm 6). We use the same idea as in Algorithm 3: We
assume inductively we can solve for (n − 1, k). Processors 1..n − 1 agree upon k
inputs using our (n − 1, k) solution and post the output to a shared vector A[]
(Line 3). Processors 2..n − 1 each take their results and join another (n − 1, k)
set-consensus instance with processor n and post the output to a shared result
vector B[] (Line 7). Each processor then runs the (n, k) safe-set-consensus task
with its processor ID to decide on up to k winners (Line 9). If the winner is n
they go to B[] otherwise they go to A[]. If the ‘winner’ already wrote a value
in its location in the vector, that value is chosen, if not it means the result was
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Algorithm 5. (n, k) Safe-set-consensus using a (k, k−1) set-consensus task and
R/W memory

Shared Variables:
S[1..n] : initialy NULL
RES[1..n] : initialy NULL

procedure Safe-set-consensus(proposal)
1: S[processor-id] := ’ACTIVE’
2: SS := atomic snapshot of S[1..n]
3: count := |{i|SS[i] =’ACTIVE’}|
4: if count ≤ k
5: val := (k, k − 1)-set-cons(proposal)
6: RES[processor-id] := val
7: decide val
8: else
9: if RES[i] = NULL for all i = 1..n decide 0
10: else decide any RES[i] s.t. RES[i] �= NULL
11: end if

end Safe-set-consensus

invalid and the processors choose any value posted in that array (By the new
agreement definition, they all will go to the same array, A[] or B[]).

6 Conclusions

Few questions are left open. We have shown the connection between g-tight group
renaming and g processors safe-consensus. That is, if the members of each group
must decide on 1 value (new name), then it is equivalent to consensus between
the members of the group. The interesting question is then if the members of a
group are allowed to decide on two different values, is that equivalent to some
form of 2-(safe)-set-consensus? Or in general to try to find a connection between
a variant of g-group-renaming which allows up to k new names per group, and
the (g, k)-safe-set-consensus problem. Is this variant of group renaming weaker,
stronger or equivalent to set-consensus?

For (n, k)-safe-set-consensus we have shown a strong variant of the prob-
lem, which is equivalent to (n, k)-set-consensus, and a weaker variant, which is
strictly weaker. Is there, or can there be a tighter characterization of safe-set-
consensus in between? What is the power of the weaker variant? In the weaker
variant of safe-set-consensus, it still remains to show the classification of the
(4, 2)-safe-set-consensus. Can it solve (4, 2)-set-consensus if it is allowed to re-
turn 2 invalid values when 3 or 4 processes access it simultaneously? Another
question is whether the Weak-Validity considered in this paper is in some sense
the weakest validity condition which is still equivalent to the classical consensus
definition.
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Algorithm 6. (n, k) set-consensus using Strong (n, k) safe-set-consensus and
R/W memory

Shared Variables:
A[1..n],B[1..n] : Initially NULL
(n − 1, k)set-consensus-A/B : 2 (n − 1, k) set-consensus tasks

procedure set-consensus(proposal)
1: if processor-id < n
2: proposal := (n − 1, k)set-consensus-A(proposal)
3: A[processor-id] := proposal
4: end if
5: if processor-id > 1
6: proposal := (n − 1, k)set-consensus-B(proposal)
7: B[processor-id] := proposal
8: end if
9: winner := safe-set-consensus(processor-id)
10: if winner = n
11: if B[n] �= NULL decide B[n] else decide any B[i] s.t. B[i] �= NULL
12: else
13: if winner in 1..n and A[winner] �= NULL decide A[winner]
14: else decide any A[i] s.t. A[i] �= NULL
15: end if

end set-consensus
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A Appendix

A.1 Algorithm 1 Proof of Correctness

Wait-Free: Since A() is wait-free and there are no loops.

Agreement: By the code all processors decide according to the value returned by
A() when invoking it with group ID k1. By the definition of tight group renaming
this value is the same for all invocations, and therefore all the processors receive
either k and decide 0, or a value different than k and decide 1.

Weak-Validity: Let p be a processor that executes the full algorithm in solo.
Processor p therefore sees itself alone in its snapshot. If its input is 1 it first
runs A(k2, k2) in solo which by construction returns k. Hence by the definition
of tight group renaming the call to A(k1, k1) in Line 5 does not return k since
k1 �= k2 and this processor decides 1 in Line 9 and the output is valid. If its
input is 0 it does not run A(k2, k2) and its solo-run of A(k1, k1) returns k. It
therefore decides 0 in Line 9 and the output is valid in this case as well.

It should also be shown that at most g processors invoke A per initial group
ID, and that A is never invoked more than once with the same processor ID: For
each ”real” processor A is run once with group k1 and at most one processor
runs it with group k2, and it is therefore invoked at most g times with k1 and
at most one time with k2 for a total of at most g + 1 invocations.

If no processor sees itself alone then all runs of A are with different processor
ID’s because all the values in temp[] are different. Since at most one processor
can see itself alone, at most one will use values k1 and/or k2 for processor ID’s,
which are in any case different from all the values in temp[], and therefore A()
is never invoked more than once with a given processor ID.

A.2 Algorithm 2 Proof of Correctness

Suppose all processors return in Line 11. In this case each processor decides the
result of its group’s consensus task. At most g − 1 processors from the same
group can reach this line, since at most g can access the task, and if they are
all from the same group, the last one to take an atomic snapshot in line 2 will
attain: count−group = count−total = g and decide in Line 5. Hence neither the
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consensus objects nor the (g − 1)-tight group renaming tasks are ever accessed
by more than g − 1 processors from the same group.

Since the consensus for a certain group always returns the same value, all
processors from the same group decide the same value. We need only show
that no two groups decide the same value. We claim only one group can see
count − group = count − total and propose 0. Since the snapshots are atomic,
there cannot be two snapshots in which different group ID’s appear alone. Since
(g − 1)-tight-group-renaming(processor-id,group-id) returns a different value for
each group by definition, and does not return 0, we have that no two processors
from different groups can propose the same value.

We are left with the case that at least one processor does decide in Line 5.
This may happen only if all g processors are from the same group and all of
them appear in the snapshot. In this case, any processor which sees all g in its
snapshot returns 0. All others propose 0 since they all see only their group in
Line 6, therefore all proposals are 0 and the consensus in Line 11 must return 0
as well, and all processors return 0.

A.3 Algorithm 3 Proof of Correctness

Wait-Free: By induction and observing the code, since there are no loops.

Agreement: Let v be the value returned at Line 9, which by definition is the
same for all processors. Only a single value is written to PA at Line 3, the value
returned by the consensus at line 2, and only a single value is written to PB at
line 7, the result of the consensus at line 6. Therefore we only need to show that
if v = n, then PB is not NULL at Line 11, and if v �= n then PA is not NULL at
line 13.

Suppose a processor finishes executing Line 9, and either PA or PB have not
yet been written to. If PB has not yet been written to then this must be processor
1 since processors 2, . . . , n go through line 7. We show that v cannot be n in this
case. Since no processor from 2, . . . , n has executed Line 7 then processor 1 runs
line 9 in solo and by definition receives 1. Now suppose PA has not yet been written
to and a processor completed line 9. This can only be processor n and processors
1, . . . , n − 1 have not yet executed Line 3. Therefore processor n runs in solo at
Line 9 and by definition receives back n and the decision is therefore PB .

Validity: We need only to show that the values written to PA and PB are valid,
i.e., they are proposals of active processors. The result of the consensus at Line
2 is valid, since each processor from 1, . . . , n − 1 proposes its own input there,
therefore PA is valid. PB is the result of the consensus at line 6. The proposals
there are either PA, which is valid, or n’s input if processor n is alive, thus the
result is valid either way.

A.4 Algorithm 4 Proof of Correctness

Wait-Free: By induction: Version n has a constant number of iterations in its
loops (n − 1), and uses version n − 1 of our algorithm once.
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Lemma 7. Only a single value is ever written to PA and a single value to PB,
and any time a processor reads one of these registers in the code, it contains that
single value.

Proof. Processor n only writes once to PB , at the beginning of its code. Proces-
sors 1..n − 1 each write only once to PA, first thing after they reach agreement
with each other at Line 10, therefore only one value is written to PA, the value
agreed upon at Line 10. Now suppose processor n reads PA, it therefore reached
Line 7. It reaches Line 7 only if not all safe-consensus instances return its pro-
posal. Hence processor n did not run a solo-run in at least one of the tasks.
Hence at least one of the other processors from 1..n − 1 ran at least some part
of that safe-consensus task, and it therefore executed its Line 12, therefore PA

contains its value when processor n reads it. Suppose one of the processors from
1..n − 1 reads PB . It therefore reached Line 17. It reaches Line 17 only if none
of the safe-consensus tasks returned its proposal. Suppose by contradiction that
processor n has not executed Line 2 yet. Let p be the first processor from 1..n−1
to finish running the first safe-consensus task it ran (At least one has finished,
since a processor has reached Line 17). Since processor n has not yet executed
line 2, it has not yet executed any part of any of the safe-consensus tasks. Since
each of the processors 1..n − 1 start with a different task instance, processor p
must therefore have completed a solo-run of its first instance. Since all proces-
sors 1..n − 1 use the same proposal, and each task guarantees consensus, then
all processors 1..n − 1 will decide at Line 16, in contradiction to the fact that a
processor from 1..n−1 reached Line 17. Therefore processor n has executed line
2, and its proposal is in PB whenever any processor reads PB .

Validity: Since the values written to PA and PB are one of the processor’s
initial proposals (Either processor n’s proposal, or the agreed upon proposal of
processors 1..n − 1) and from the fact that the only values decided on in the
code are either one of these proposals, or the contents of PA or PB, it holds that
each processor decides on a valid value.

Agreement: If at least one of the safe-consensus tasks return the agreed upon
proposal of processors 1..n−1, they all decide that value at Line 16. If processor
n had that same proposal, then whether it decides at Line 6 or 7, it will be that
value (From the previous lemma we have that it will read that proposal form
PA at line 7). If it did not have the same proposal, it will not decide at Line 6,
since at least one of the safe-consensus tasks returned a value which is not its
proposal. It therefore decides PA at Line 7, which is the agreed upon proposal
of processors 1..n − 1, i.e., all processors decide the same value.

If all safe-consensus tasks return the proposal of processor n, then processor n
decides that value at Line 6. If processors 1..n−1 agreed upon that same proposal,
they too all decide that value at line 16 (Since if all tasks returned it, then at least
one did as well). If processors 1..n − 1 had a different agreed upon value, then
they will not decide at Line 16, since all tasks returned a different value than their
proposal. They therefore read that value at Line 17 (As shown in the previous
lemma), see that all the tasks returned it, and decide that value there.
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Otherwise, at least one safe-consensus task returned a value different from
processor n’s proposal, and none of them returned the agreed upon proposal
of processors 1..n − 1. Processor n therefore will not decide at line 6 and will
decide PA at line 7 (Which is updated at this point). Processors 1..n−1 will not
decide at neither lines 16 nor 17 (Since both those checks will fail), and they too
decide PA, and we reach consensus.

A.5 Algorithm 5 Proof of Correctness

Wait-Free: Since (k, k − 1)-set-cons is wait-free so is Algorithm 2 as it has no
loops.

k-Agreement: The set of all possible values decided on in the algorithm are the
k − 1 values returned by the (k, k − 1)-set-consensus task and 0, thus at most k
values are decided upon, and at most one of them is an invalid value.

Weak-Validity: By the definition of safe-set-consensus, we need to show that if
the first processor to output does so after at most k − 1 others invoked, then
all processors decide on a proposed input value. Suppose the first processor
to output does so after no more than k − 1 others have invoked. Denote this
processor p. Since at most k − 1 others have invoked, they all saw at most k
processors in their snapshot and accessed the set-consensus object at Line 5 with
their proposal. Since this is a standard set-consensus object, it always returns
valid values and all these processors therefore decide valid values. Let q be some
processor which invoked after p decided and suppose it saw more than k in its
snapshot. Since p already decided, it already executed Line 6 and its output is
written in memory. Processor q therefore sees a non-NULL value in RES[] and
decides it, i.e., no processor decides 0 and all outputs are valid.

A.6 Algorithm 6 Proof of Correctness

Wait-Free: By induction: Since version n − 1 is wait-free so is our code as we
have no loops.

k-Agreement: We split the proof into two, according to whether the safe-set-
consensus at Line 9 returned an invalid value or not. If it did not, then by
definition it returned at most k valid values, i.e., at most k processor ID’s which
proposed themselves at Line 9. Hence if the winner is n, B[n] is not NULL (Since
n passed Line 7 in order to propose itself), and if the winner is i in 1..n − 1 A[i]
is not NULL since it must have passed Line 3 in order to propose itself. Thus
for each ’winner’ at Line 9 exactly one result is decided on at Line 13 or Line
11. Since there are at most k ’winners’, and since each A[] and B[] are written
only once we have that at most k values are decided on.

Now suppose Line 9 returns an invalid result i. By definition all processors
received this result. If the result is n then all processors decide at Line 11 either
B[n] or any non-NULL value in B[], while if the result is not n they decide at
lines 13 or 14 either A[i] or any non-NULL value in A[]. Since A[] and B[] are
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each filled respectively with results of separate k-value set-consensus tasks, then
at most k values are chosen. It remains only to show that each processor indeed
has some value to choose, i.e., if it needs to decide some non-NULL value in A[]
or B[], then there exists such a value at that point: Since Line 9 returned an
invalid result, then by definition more than k processors invoked before the first
processor returned. Hence at least 2 processors invoked. Therefore any decision
occurs after at least 2 processors reached Line 9. These processors are either 1
and n, or at least one of them is from 2..n − 1 and in any case at least one of
them wrote to A[] and one of them to B[] before reaching Line 9, therefore we
will always have a non-NULL value to choose.

Validity: All proposals to the first k-set-consensus task are valid, since they are
inputs of active processors. Since this is a regular set-consensus task all its results
are valid, and A[] is filled with valid inputs. Since all proposals to the second
k-set-consensus are either results of the first one or the input of processor n,
it too returns only valid values, therefore B[] is filled with valid values as well.
Since all values decided on are non-NULL values from A[] and B[] it holds that
all outputs are valid.
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