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Abstract. Growing Neural Gas is a self organizing network capable to
build a lattice of neural unit that grows in the input pattern manifold.
The structure of the obtained network often is not a planar graph and
can be not suitable for visualization; cluster identification is possible
only if a set of not connected subgraphs are produced. In this work
we propose a method to select the neural units in order to extract the
information on the pattern clusters, even if the obtained network graph is
connected. The proposed method creates a new structure called Labeling
Network (LNet) that repeats the topology of the GNG network and a
set of weights to the links of the neuron graph. These weights are trained
using an anti-Hebbian algorithm obtaining a new structure capable to
label input patterns according to their cluster.

Keywords: Growing Neural Gas, Self organization, Cluster Identifica-
tion.

1 Introduction

What we call self organization is a mechanism that changes a complex inter-
connected structure of simple units in something completely different through
the emergence of a global order out of local simple interactions. Often self or-
ganization is related to a different scale of observation: at the lower level the
only observable thing is the connection of simple units, but if the point of view
changes a completely new behavior can be observed.

An example is the Self Organizing Map (SOM) [1] where, at the lower level
the units try to approximate the input patterns, and, on the upper level, we see
the patterns organized in a topographic map.

Many other neural networks with similar mechanisms were developed after
the SOM: Neural Gas (NG) [2] and Growing Neural Gas (GNG) [3] are among
them. Growing Neural Gas is an interesting algorithm that is able to ”produces”
new neurons when it is necessary to represent new input patterns. Another
characteristic of this algorithm is that neurons are connected using links that
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are created during training, when the neurons are excited together. The training
stage of the GNG network produce a network of units that completely fills the
input pattern manifold. This can be clearly observed in the original paper [3] and
will be clear in the following section. A complex and not planar neural graph, as
the one produced by GNG, is difficult to use in clustering applications because
there is not visualization (the network of the neural units has a complex structure
even for simple datasets) nor cluster identification (see Fig. 2 for example).

In the past few approaches to cluster analysis using GNG were proposed.
One method obtains a not connected graph using an edge removal procedure
based on an utility factor and a suitable threshold [8]. Another method was
focused on the GNG algorithm robustness and outliers filtering. The Minimum
Description Length principle was then used to obtain the number of clusters on
several attempts with different number of neural units [9].

In this work we propose a neural structure, called Labeling Network (LNet),
that has the same topology of a trained GNG but uses an algorithm inspired
by the EXIN mechanism (Excitatory-INhibitory) [6] in order to have one or few
”active” neurons for each pattern cluster.

The paper is organized as follows: in the next section the details of the problem
are explained with reference to a particular dataset and the GNG algorithm is
introduced, then the proposed method is explained and in section 4 the algorithm
is presented. The last two sections present some results and conclusions.

2 Self Organizing Networks and Cluster Identification

The goal of algorithms like SOM, NG and GNG is to approximate the input
patterns at the best, in order to minimize the approximation error (this error is
in [2] for NG and can be found as energy function in [7] for a modified SOM net-
work). In all these algorithms communication among neurons is a fundamental
part of learning algorithm: in SOM this exchange is supported by the neigh-
borhood function defined over the lattice, in GNG networks the neural units
exchange information about weight update using links, in NG the weight mod-
ification is propagated (with attenuation) from the best matching unit (bmu)
to the neighborhood neurons. This communication among neurons is the basic
mechanism of self organization.

From now on we focus on GNG network. The GNG network starts from a set
of two neural units U = {ua, ub} each of them with a set of weights wi ∈ �n and
a cumulative error variable ei ∈ �. These neurons are connected using a link ca,b

that has an age aa,b ∈ � but not a weight. The training algorithm starts picking
a random initial patten x ∈ X ⊂ �n and finding the best matching unit (bmu)
ubmu and the second bmu, ubmu2, from the neuron set:

bmu = arg min
ui∈U

d(x,wi), bmu2 = arg min
ui∈U , ui �=ubmu

d(x,wi). (1)

The edge cbmu,bmu2, that connects ubmu and ubmu2, is set to zero or is created,
then the error of bmu is updated as Δebmu = ‖wbmu − x‖2 together with its
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weight Δwbmu = εb(x−wbmu), where εb is the learning parameter. The weight
correction is propagated to the units connected as Δwn = εn(x−wn). At the end
of the procedure all the connections emanating from bmu are updated adding
a constant value, and all the error variables are decreased by multiplying for a
constant d < 1. The edges that has an age larger than ageMAX are removed
together with the units that have no emanating links.

Each λ learning steps a new unit ur is added between the unit with the max-
imum accumulated error uq and its neighborhood with the larger error variable
uf ; the weights wr of the new unit are mediated between wq and wf and the
error of units uq and uf are decreased multiplying for a constant δ < 1; finally
er = eq.

When the learning stage ends each neural unit approximate a subset of the
input pattern; the number of patterns associated to a single neuron depends on
the number of available neurons and it is roughly the same for each neuron.
The neural units in some way represent the input patterns that are inside the
corresponding Voronoi regions. Now we want to reduce the number of neurons
that activate when the input patterns are presented, in order to identify the
clusters inside the patterns set and o produce few clear signals that allows to
recognize the input patterns. This problem can be easily visualized using a real
dataset.

The “Iris” dataset [10] is maybe the simplest and most common real dataset
available. It is made of three clusters of objects in four dimensions: an idea of the
spread of the pattern in their space is given in Fig. 1. This dataset was chosen
because the two clusters “Iris Versicolor” and “Iris Virginica” are somewhat
difficult to separate.

Training GNG on this dataset (for example with the following parameters
εb = 0.5, εn = 0.2, ageMAX = 50, λ = 50, d = 0.8,δ = 0.5 and 30000 learning
steps; the meaning of the parameters can be found in [3]) produce the typical
result in Fig. 2: a set of connected neurons (50 in the present trial). The two
clusters “Iris Virginica” and “Iris Versicolor” are connected even if a separation
among them can be easily spotted. This situation is no more than a simplified
snapshot of the dataset (see Fig. 2).

3 Overview of the LNet Structure

In [4] the hidden units of a backpropagation network are considered as candidate
hypothesis and trained using backpropagation algorithm, then the training is
refined in order to better represent the target concept. The same consideration
can be made for a trained GNG network: all the neurons are candidates to be the
cluster centers for the clusters in input pattern set, what we need is a mechanism
to select these neurons. To have emerging cluster centers from a set of neurons
it is necessary that the activation of one neuron rise, and inhibits the activation
of the other neurons.

The proposed Labeling Network has the same topology of the GNG, as de-
picted in right side of Fig.3; neurons of the LNet receive an input Ei (given by
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Fig. 1. The iris dataset plotted using all the combination of the four dimensions. It
is possible to see that it is difficult to separate “Iris Versicolor” from “Iris Virginica”,
while “Iris Setosa” forms a well separated cluster.

              

              

              

              

                

              

              

                

                

       

                

                

                

                

                

                

                

                

                

                

                

              

                            

              

              

              

              

              

              

                

                

              

              

              

              

                            

              

              

              

              

              

              

              

              

              

                            

              

Fig. 2. The result of the learning of the GNG using the iris dataset. The units repre-
sented as boxes classify the “Iris Setosa”, the ”circle” units classify the “Iris Versicolor”
and the ”ellipse” units the “Iris Virginica”; the gray unit is the ”dead unit”, the one
that does not classify any pattern.

eq. 2), from the trained GNG in the lower layer; these neurons have an activation
ai and excites and inhibits each other using the available links that are modu-
lated by a new set of weights pij , see left side of Fig.3. These weights are trained
using an anti-Hebbian rule, and the activation is calculated using an iterative
procedure that is explained in the next section.
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Fig. 3. A representation of the GNG and the Labeling Network on the right and a
magnification of the interaction between two neurons, i and j, in the LNet network on
the left

In order to build a cluster identification system it is necessary to use a two
stage procedure that will produce the two layers on the right of Fig.3:

1. train a GNG network using the available pattern set;
2. add the new LNet structure with the same topology of the GNG.

In the following we will refer only to this second structure, assuming that we
have the trained GNG.

At the end of the training procedure we should submit an input to the network
and obtain the activation of a single unit that will label the input pattern. In
iris dataset, that is made of 3 clusters, 50 pattern each (150 pattern), we should
ideally have 3 neural units that have the maximum activation, and ”label” the
input patterns. This is the kind of result we show in section 5.

4 The Proposed LNet Algorithm

In our network the activation ai of the single neuron i is not related only to the
similarity between the input pattern and the weight vector of the neuron, but
it is calculated using a shunting equation that takes into account the excitation
due to the input stimulus Ei and the excitation that came from the activation
of the other connected neurons Ii using the weights pij as indicated in the left
side of Fig.3 .

The excitation from the external input Ei in LNet neurons is calculated using
the distance of the input pattern x from the weight vector of the neuron in GNG
network wi, according to:

Ei = α
dMAX − d(wi,x)

dMAX − dmin
. (2)
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where α < 1 is a coefficient necessary in order to do not saturate the neuron
input, d(wi,x) is the Euclidean distance between the pattern x and the weight
vector wi of the neuron i, and dMAX and dmin are the maximum and minimum
distances d(wj ,x) among the neurons j of the GNG network. This is necessary
because we want the maximum excitation for the nearest neuron, usually called
bmu (best matching unit).

The excitation due to other neurons is obtained from:

Ii =
n∑

j=1

h(aj(t)) ∗ pij . (3)

where h(ai) = max(ai, 0) and pij is the weight of the connections.
As said before the input components Ei and Ii are used to calculate the

activation of the single neuron using a shunt equation:

dai

dt
= −Aai(t) + β(1 + ai(t))Ei − γ(C + ai(t))Ii. (4)

where A is the decay factor, β is the parameter that regulates the activation due
to the external inputs, i.e. the term (1 + ai(t))Ei that also fixes the maximum
value of ai(t) to 1, and γ is the parameter that regulate the inhibition from
other neurons to the neuron activation, −C is the minimum value of ai(t). The
weights pj are modified using an anti-Hebbian rule:

dpij

dt
= ηh(aj(t)) ∗ [h(ai(t)) − pij ]. (5)

where η is the learning rate.
The equations 4 and 5 are discretized in order to carry on the simulations [5],

and the time quantum Δt is added as a parameter of the simulation:

Δai(t + 1) = −A ∗ ai(t) ∗ Δt + β(1 + ai(t))Ei ∗ Δt − γ(C + ai(t))Ii ∗ Δt. (6)

Δpij(t + 1) = ηh(aj(t)) ∗ [h(ai(t)) − pij ]. (7)

the new values ai(t+1) and pij(t+1) are calculated as: ai(t+1) = ai(t)+Δai(t+1)
and pij(t + 1) = pij(t) + Δpij(t + 1). The learning algorithm of LNet is below.
Note that the activation of the units is calculated using an interactive procedure
that stops when the update of the solution is below the threshold ε.

The learning algorithm

1. t = 0
2. Select the input pattern x
3. Calculate the excitation Ei of the neurons
4. do

– Calculate the excitation Ii of the neurons
– Calculate Δai(t) using eq.6 and the new ai(t + 1) value

while(
∑

i Δai(t + 1) > ε)
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5. update the weights pij using eq.7
6. t + +
7. if (t < tmax) goto 2 else exit

After the training the network is ready to classify the input patterns, for each
pattern in input the activation of the neurons is calculated using the steps 3 and
4 of the learning algorithm.

5 Results

We show a typical result obtained with “Iris dataset”. As is possible to see from
the foreground black bars in the graphs in Fig.4 all the units of the GNG network
are bmu for a numbers of patterns that varies from 0 to 10 (there is only one dead
unit). In LNet the activation of the neurons is calculated using eq. 4 (step 3 and
4 of the algorithm) and this completely changes the landscape: as it is possible
to see from the gray bars in the graphs, for all the patterns very few neurons
are always activated, these neurons can clearly identify the input clusters. The
results are repeated in the table down right of Fig.4.

Fig. 4. Units of the GNG network representing the candidates to be cluster centers
(before units activation) and emerging exemplars for the Iris pattern set
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Fig. 5. The neural units that are activated with the input patterns. The gray units are
the active one reported in the table down right of Fig.4. The circle units (6 and 15) are
the ones that label the “Iris Versicolor” cluster; the diamond unit 31 is the one that
label one pattern “Iris Versicolor” and one pattern “Iris Virginica”; the oval units (25
and 2) are the one that label “Iris Virginica” patterns; the square unit 35 is the one
that label the “Iris Setosa” cluster.

It is possible to notice that for the cluster Iris-Setosa there is only one exemplar
that emerges, the unit number 35. For “Iris Versicolor” and Iris Virginica there
is a small number of emerging exemplars, some of them are mixed (unit 25 and
31), although for “Iris Versicolor” most of the elements are classified by unit 6
and for Iris Virginica most of elements are classified by unit 25. If we assume that
the unit 25 label “Iris Virginica” then we will have 9 patterns of “Iris Versicolor”
that will be misclassified (the one in the bottom graph in Fig. 4).

In our experiments, to avoid the initial saturation of the neuron input, we
carried out various trials varying values of the α coefficient defined in eq. 2;
the best results were obtained for α = 0.3. The other parameters were setup as
follows: A = 10.0, C = 10, γ = 1.0, β = 1.0, the threshold ε = 0.00005, η = 0.6
and Δt = 0.00014.

Some final remarks can be made looking at the topological position of the
activated units that is reported in fig. 5: for cluster of “Iris-Setosa” the activated
unit is in a “center” position: if we remove the units and the connected edges the
subgraph is split in two parts; “Iris Virginica” are classified by the ellipse shaped
units and the number 25 (that makes the highest bar in the histogram) seems to
be at the crossing with the “Iris Versicolor” cluster; the round units are the ones
that cluster “Iris Versicolor”. One of them (number 6) is again at the crossing
with the cluster of “Iris Versicolor” while the other (number 15) is at the border
of the cluster. The proposed algorithm seems to privilege the units that have a
small number of active neighborhoods, This needs further investigations.

Another observation come from trials on other datasets that are not compact
as the “Iris” dataset. For example in the “2 Rings” artificial dataset in Fig. 6(a)
GNG is capable to grow a graph with two connected parts as the one in Fig.6(b)
but the LNet is unable to isolate two neurons that can label the patterns in the
two clusters, the neurons that are activated are the same of the GNG network.
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Fig. 6. 6(a) The “2 Rings” dataset and the GNG structure obtained 6(b)

6 Conclusions and Future Works

In this paper a new neural network capable to identify clusters from trained GNG
is proposed. The new network have the same topology of the GNG but works in
a very different way because has weight on the connections between neurons and
take the input from excitation of the neurons in GNG. The network is capable
to identify the clusters by selecting and activating few neurons that “label” the
input patterns and allows to clearly identify clusters. The network was tested on
the “Iris dataset” with good results, but more investigations are needed in order
to understand if there is some meaning in the position of the active neural units.
Moreover while the algorithm is able to isolate an active neuron for a globular
cluster it is still difficult to identify clusters in some artificial datasets.
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