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Abstract. Meta-Learning predicts the performance of learning algo-
rithms based on features of the learning problems. Meta-Learning ac-
quires knowledge from a set of meta-examples, which store the experience
obtained from applying the algorithms to problems in the past. A lim-
itation of Meta-Learning is related to the generation of meta-examples.
In order to construct a meta-example, it is necessary to empirically eval-
uate the algorithms on a given problem. Hence, the generation of a set of
meta-examples may be costly depending on the context. In order to min-
imize this limitation, the use of Active Learning is proposed to reduce the
number of required meta-examples. In this paper, we evaluate this pro-
posal on a promising Meta-Learning approach, called Meta-Regression.
Experiments were performed in a case study to predict the performance
of learning algorithms for MLP networks. A significant performance gain
was observed in the case study when Active Learning was used to support
the generation of meta-examples.

1 Introduction

Meta-Learning is a framework developed in the field of supervised machine learn-
ing with the aim of relating features of the learning problems to the performance
of the learning algorithms [1]. The knowledge in Meta-Learning is acquired from
a set of meta-examples, in which each meta-example stores the experience ob-
tained from the application of a set of candidate algorithms in a particular
learning problem. Meta-Learning automatically captures the expertise gained
on different problems, which will be used to predict learning performance [2].

Different Meta-Learning approaches have been proposed [1]. An approach
that revealed promissing results in the literature is the Meta-Regression [3,4,5].
In this approach, each meta-example is related to a problem and stores: (1)
features of the problem (e.g., number of training examples and attributes); and
(2) the performance information (e.g., classification accuracy) estimated from the
empirical evaluation of a set of candidate algorithms on the problem. In Meta-
Regression, a regression algorithm is used to predict the performance information
based on the features of the problems.

Generating a set of training examples for Meta-Regression may be a costly
process, since in order to produce a single meta-example, it is necessary to per-
form an empirical evaluation of the candidate algorithms on a problem. Hence,
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the cost of generating a whole set of meta-examples may be high, depending,
for instance, on the number and complexity of the candidate algorithms, the
methodology of empirical evaluation and the amount of available problems.

In order to minimize the above difficulty, the use of Active Learning [6] is
proposed to support the generation of meta-examples for Meta-Regression. Ac-
tive Learning is mainly focused on domains of application in which it is hard
to produce training examples, which is the case of Meta-Regression. In our con-
text, Active Learning techniques are used to select the most relevant problems
for generating meta-examples, consequently reducing the effort in performing
empirical evaluations on the candidate algorithms.

In our work, a prototype was implemented in order to evaluate the proposed
approach. In this prototype, the Linear Regression (LR) algorithm was used
as meta-regressor to predict the performance difference between two algorithms
for training Multi-Layer Perceptron (MLP) neural networks [7]. An active tech-
nique based on uncertainty of prediction was applied in the selection of problems
for meta-example generation. Experiments were performed on a set of 50 prob-
lems, comparing the active technique to a random (passive) strategy for selecting
problems. The performed experiments revealed a performance gain in the meta-
regressor when the active learning technique was considered.

Section 2 brings a brief presentation of Meta-Learning, followed by section 3
which describes the proposed solution and the implemented prototype. Section 4
presents the performed experiments and obtained results. Finally, section 5 con-
cludes the paper by presenting some final considerations and future work.

2 Meta-Learning

Meta-Learning is focused in our work as the automatic process of acquiring
knowledge that relates the performance of learning algorithms to the features
of the learning problems [1]. In this context, each meta-example is related to a
learning problem and stores: (1) the features describing the problem, called meta-
features; and (2) information about the performance of one or more algorithms
when applied to the problem. The meta-learner is a learning system that receives
as input a set of such meta-examples and then acquires knowledge used to predict
the algorithms performance for new problems being solved.

The meta-features are, in general, statistics describing the training dataset of
the problem, such as number of training examples, number of attributes, correla-
tion between attributes, class entropy, among others [8,9]. In a strict formulation
of Meta-Learning, each meta-example stores, as performance information, a class
label which indicates the best algorithm for the problem, among a set of can-
didates [10]. In this case, the class label for each meta-example is defined by
performing a cross-validation experiment using the available dataset. The meta-
learner is simply a classifier which predicts the best algorithm based on the
meta-features of the problem.

Although the strict Meta-Learning approach (as described above) has been
applied by different authors (such as [11,12,13]), certain information loss may
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be introduced in the definition of the class labels associated to meta-examples.
For instance, the performance of two algorithms may be very similar, and this
information will be lost by merely recording the best algorithm as class label [5].

In order to overcome the above difficulty, the Meta-Regression approach [3,5,4]
tries to directly predict a numerical performance measure (e.g., accuracy, error
difference, rank,...) of the candidate algorithms. In this case, the meta-examples
store as performance information the numerical performance obtained in previ-
ous problems. The meta-learner, in turn, is a regression model that may be used
either to select the best candidate algorithm based on the highest predicted per-
formance or to provide a ranking of algorithms based on the order of predicted
performances.

In [3], the authors evaluated different algorithms as meta-regressors, including
linear regression models, piecewise linear models, decision trees and instance-
based regression. In [4], the authors used linear regression models to predict
the accuracy of 8 classification algorithms, and the experiments revealed good
results. In [5], the authors performed comparative experiments with both the
strict Meta-Learning and Meta-Regression approaches, and observed that the
latter one performed better when used to support algorithm selection.

3 Active Generation of Meta-examples

As said in section 2, Meta-Learning accumulates the experience stored in meta-
examples which are derived from the empirical evaluation of the candidate algo-
rithms on problems solved in the past. The generation of a set of meta-examples
may be a costly process depending, for instance, on the complexity of the candi-
date algorithms, the cost of the methodology used for empirical evaluation, and
the number and size of the available problems.

In order to minimize the above difficulty, Active Learning [6] was proposed in
[14] in order to select the most relevant problems for meta-example generation,
aiming to reduce the effort in performing empirical evaluations with the candi-
date algorithms. Active Learning is a paradigm in which the learning algorithm
has some control over the inputs on which it trains [6]. Active Learning is ideal
for domains in which the acquisition of labeled examples is a costly process. The
use of Active Learning techniques in our context aims to reduce the number
of meta-examples, and consequently the number of empirical evaluations of the
algorithms, at same time maintaining the performance of the meta-learner.

Figure 1 represents the proposed approach. Initially, the meta-features are
computed for each available problem, in order to generate a set of unlabeled
meta-examples. Each unlabeled meta-example stores the description of a prob-
lem, but the performance information of the candidate algorithms is not known
yet. In order to generate labeled meta-examples, the Active Learning module se-
lects those unlabeled meta-examples considered the most relevant for the Meta-
Learning task. The selection of unlabeled meta-examples is performed based
on a pre-defined Active Learning method implemented in the module. Given
the selected unlabeled meta-example, the candidate algorithms are then em-
pirically evaluated on the related problem, in order to collect the performance
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Fig. 1. Active generation of meta-examples

information. Each new labeled meta-example (composed of meta-features and
performance information) is then stored in the training set of the Meta-Learner
module. This module in turn will use this training set to acquire knowledge
relating meta-features to the performance of the candidate algorithms.

The viability of this proposal was verified in [14] through a number of exper-
iments in which an uncertainty sampling method improved the performance of
a strict meta-learner. In this paper, we extend our previous work, by evaluat-
ing the use of Active Learning for Meta-Regression. As said, Meta-Regression
is more flexible when compared to the strict Meta-Learning, and it has been
a topic of interest for different authors, which motivated the current work. We
highlight that the active techniques evaluated in our previous work [14] are not
suitable to Meta-Regression, and hence, new techniques were investigated in the
current research.

In order to evaluate the Active Meta-Regression, a prototype was implemented
and applied to a meta-learning task which corresponds to predict the differ-
ence in performance between the Backpropagation (BP) [7] and the Levenberg-
Marquardt (LM) [15] algorithms used to train MLP neural networks. The pre-
diction of this performance information supports the choice between BP and LM
to new problems at hand. In this task, each meta-example stored: (1) the value of
10 descriptive meta-features of a regression problem; and (2) the error difference
between BP and LM observed in the problem. In this prototype, the Linear Re-
gression (LR) algorithm was used as meta-regressor to predict the performance
information based on the meta-features. An active method based on uncertainty
of prediction was used to select meta-examples for the LR algorithm.

In the next subsections, we present details about the implemented prototype
such as the definition of the meta-examples (section 3.1), the description of the
meta-regressor (section 3.2) and the description of the Active Learning method
(section 3.3).
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3.1 Meta-examples

The set of meta-examples is generated from the application of the candidate
algorithms on a set of learning problems. Formally, let E = {e1, . . . , en} be the set
of n problems used to generate a set of n meta-examples ME = {me1, . . . , men}.
Each meta-example is related to a single problem and stores the values of p
features X1, . . . , Xp for the problem and the value of a target attribute Y . In this
way, each meta-example mei ∈ ME is represented as the pair (xi, yi) storing: (1)
the description xi of the problem ei, where xi = (x1

i , . . . , x
p
i ) and xj

i = Xj(ei);
and (2) the performance information yi estimated for ei, where yi = Y (ei).

Meta-Features. The first step to generate a meta-example from a problem is
to extract its meta-features. In our work, a total number of p = 10 meta-features
adopted in [14] was used to describe the datasets of regression problems:

1. X1 - Log of the number of training examples;
2. X2 - Log of the ratio between number of training examples and attributes;
3. X3, X4, X5 and X6 - Minimum, maximum, mean and standard deviation

of the absolute values of correlation between predictor attributes and the
target attribute;

4. X7, X8, X9 and X10 - Minimum, maximum, mean and standard deviation
of the absolute values of correlation between pairs of predictor attributes.

The meta-feature X1 is an indicator of the amount of data available for training,
and X2, in turn, indicates the dimensionality of the dataset. The meta-features
X3, X4, X5 and X6 indicate the amount of relevant information available to
predict the target attribute. The meta-features X7, X8, X9 and X10, in turn,
indicate the amount of redundant information in the dataset.

Performance Information. The second step to generate a meta-example is
to estimate the performance of the candidate algorithms on the problem being
tackled. In our prototype, this step consists of evaluating the performance of BP
and LM when used to train one-hidden layer MLPs1. From this evaluation, we
produce the performance information (Y ) stored in the meta-examples which
will correspond to the difference between the estimated performance of BP and
LM. In order to measure the performance of each training algorithm in each
problem, the following methodology of evaluation was applied.

The dataset was divided in the training, validation and test sets, in the pro-
portion of 50%, 25% and 25%. As usual, the training set was used to adjust the
MLP’s weights, the validation set was used to estimate the MLP performance
during training, and the test set was used to evaluate the performance of the
trained MLP. The optimal number of hidden nodes was defined by testing the
values 1, 2, 4, 8, 16 and 32. For each number of nodes, the MLP was trained 10
times with random initial weights. In the training process, we adopted bench-
marking rules [16]: early stopping was used to avoid overfitting with the GL5

1 The BP and LM algorithms were implemented by using the NNET Matlab toolbox.
Learning rates were defined by default.
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stopping criterion and a maximum number of 1000 training epochs (see [16] for
details of these rules). The optimal number of nodes was chosen as the value in
which the MLP obtained the lowest average NMSE (Normalized Mean Squared
Error) on the validation set over the 10 runs. The NMSE is defined as:

NMSE =
∑nv

i=1(ti − oi)2
∑nv

i=1(ti − t)2
(1)

In the equation, nv is the number of examples in the validation set, ti and
oi are respectively the true and the predicted value of the target attribute for
example i, and t is the average of the target attribute. The NMSE values have no
scale and are comparable across different datasets, which is adequate to Meta-
Learning [17]. Values of NMSE lower than 1 indicate that the MLP provided
better predictions than the mean value at least.

The above methodology was applied to each learning algorithm (BP and LM).
The performance information stored in the meta-example is the difference be-
tween the NMSE values obtained by the trained MLP (with optimal number of
nodes) on the test subset, respectively using the BP and the LM algorithm.

3.2 Meta-Learner

The set of meta-examples is used to build a meta-regressor which will predict
the performance measure Y for new problems. In our prototype, we deployed the
Linear Regression (LR) model, which has some advantages to Meta-Learning.
First, it produces in a short time a model which is easy to interpret [3]. Second,
as it will be seen, an Active Learning method can be straightforwardly derived
from the LR model using the confidence intervals estimated for its predictions.

The LR model is described in different textbooks (e.g., [18]). Here, we provide
a short description of the LR model, which is adequate for understanding our
work. Given an input problem e described by the vector x = (x1, . . . , xp), the
prediction ŷ = Ŷ (e) provided by the meta-regressor can be defined as:

ŷ = β̂0 +
p∑

j=1

β̂j ∗ xj (2)

The model may be more conveniently written in a matrix notation as:

ŷ = xβ̂ (3)

where
x =

[
1 x1 x2 . . . xp

]

and
β̂ =

[
β̂0 β̂1 . . . β̂p

]T

.

The parameters represented in β̂ are derived by the least-squares method which
minimizes the sum of squared error for the training data. The least square esti-
mator β̂ is computed from the n training meta-examples in ME as:

β̂ = (XT X)−1y (4)
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where

X =

⎡

⎢
⎢
⎢
⎣

1 x1
1 x2

1 . . . xp
1

1 x1
2 x2

2 . . . xp
2

...
...

...
...

1 x1
n x2

n . . . xp
n

⎤

⎥
⎥
⎥
⎦

and
y =

[
y1 y2 . . . yn

]T
.

3.3 Active Learning

As seen, the ML module generates a meta-regression model from a set of labeled
meta-examples, associated to the set of problems E in which the performance
information is known. The AL module receives a set of unlabeled problems Ẽ
in which the algorithms were not yet evaluated. The AL module incrementally
selects unlabeled problems in Ẽ to be used for generating new meta-examples.

In the prototype, the AL module deployed an uncertainty-based active learn-
ing method. In this approach, the Meta-Regressor initially generates its predic-
tions for each unlabeled example ẽ ∈ Ẽ by using the estimated model (see section
3.2). A degree of prediction uncertainty S(ẽ|E) is assigned to each unlabeled ex-
ample. Finally, the unlabeled example with the highest prediction uncertainty
is selected. The uncertainty-based approach can be directly applied to the LR
model, since confidence intervals for its responses can be reliably estimated (see
[18]). A 100(1 − α) percent confidence interval of ŷ is defined as:

ŷ − tα/2,n−p−1

√
V (ŷ) ≤ y ≤ ŷ + tα/2,n−p−1

√
V (ŷ) (5)

In the above equation, V (ŷ) is the variance of the prediction ŷ which is estimated
as:

V (ŷ) = σ̂2x′(X′X)−1x (6)

where σ̂2 is the residual mean square of the LR model, defined as:

σ̂2 =
yT y − β̂T XT y

n − p − 1
(7)

The size of the confidence interval defined in Eq. (5), which is 2∗tα/2,n−p

√
V (ŷ),

reflects the uncertainty of the prediction provided by the LR model. Since this
value for different unlabeled examples solely depends on V (ŷ), we defined the
degree of prediction uncertainty in the AL module as:

S(ẽ|E) = V (ŷ) (8)

where ŷ is the prediction provided by the meta-regressor for the problem ẽ.
The AL module then selects, for generating a new meta-example, the problem
ẽ∗ ∈ Ẽ with highest uncertainty. A new meta-example is then generated from
ẽ∗ as described in section 3.1.
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4 Experiments and Results

In our work, we performed experiments with a set of meta-examples generated
from 50 regression problems, available in the WEKA project2. On average, the
collected datasets presented 4,392 examples and 13.92 attributes. We observed in
these datasets a large variability in both the number of examples and attributes,
which is convenient to Meta-Learning studies.

A leave-one-out experiment was performed to evaluate the performance of the
meta-regressor, also varying the number of meta-examples provided by the AL
module. At each step of leave-one-out, one problem is left out for testing the ML
module, and the remaining 49 problems are considered as candidates to generate
meta-examples. The AL module progressively includes one meta-example in the
training set of the ML module, up to the total number of 49 training meta-
examples. At each included meta-example, the ML module is used to predict the
algorithm performance on the test problem left out, and the obtained squared
error is registered. Hence, a curve with 49 squared errors is produced for each
test problem. Finally, the curve of error rates obtained by ML is summarized by
computing the NMSE measure over the 50 steps of the leave-one-out experiment.
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Fig. 2. Average curves of error rates for active and random methods. For simplicity,
high rates (NMSE > 3) obtained in the early part of the curves were not displayed.

As a basis of comparison, the same above experiment was applied by using
a random method for selecting unlabeled problems. Despite its simplicity, the
random method has the advantage of performing a uniform exploration of the
2 These regression datasets are specifically the sets provided in the files numeric and

regression available in http://www.cs.waikato.ac.nz/ml/weka/
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example space, and hence, it has been very competitive when compared to other
active methods [19]. Finally, we highlight that the leave-one-out experiment was
performed in 30 different runs for both the AL method using uncertainty sam-
pling and the random procedure. The performance of the meta-regressor was
evaluated by averaging the curves of error rates over the 30 runs.

Figure 2 presents the average curve of error rates for the active and the random
methods. For both methods, the error rate obtained by the ML module decreased
as the number of meta-examples in the training set increased. However, the error
rates obtained by deploying the active method were, in general, lower than the
error rates obtained by deploying the random method. From 17 meta-examples
included in the training set, the NMSE values obtained by using the active
method were lower than 1 (a threshold which indicates the viability of using the
meta-regressor). By considering the random method, NMSE values lower than
1 were achieved only from 24 included meta-examples. In the experiments, we
also compared the active method to the random method in statistical terms, by
applying a t-test (95% of confidence) to the difference of error rates obtained by
the meta-regressor in each point of the curves of error rates. In this evaluation,
the active method obtained a statistical gain over the random method from 15
to 34 meta-examples included in the training set, which represent 40.82% of the
49 points considered in the curves.

5 Conclusion

In this paper, we presented the use of Active Learning to support the generation
of training examples for Meta-Regression. In our proposal, Active Learning meth-
ods are used to reduce the cost of generating a good set of meta-examples while
maintaining the performance of the meta-regressor. We highlight that our work
brings contributions in both fields the Meta-Learning and the Active Learning.

In order to verify the viability of our proposal, we implemented a prototype
to select meta-examples for a LR meta-regressor. The prototype was evaluated
in a task of predicting the performance of MLPs, achieving satisfactory experi-
mental results. Despite the advantages of LR as meta-learner, a large number of
regression algorithms could be deployed. For instance, we intend to evaluate the
use of Support Vector Machines (SVMs) as meta-regressors. Consequently, we
will adapt active techniques previously proposed for standard SVMs (e.g., [20]).
We also intend to propose active methods for other Meta-Learning approaches
which include, for instance, ranking approaches (e.g., [8,9]).

Acknowledgments. The authors would like to thank CNPq (Brazilian Agency)
for its support.
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