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Abstract. We propose a new mutual learning using many weak learner
(or student) which converges into the identical state of Bagging that is
kind of ensemble learning, within the framework of on-line learning, and
have analyzed its asymptotic property through the statistical mechanics
method. Mutual learning involving more than three students is essential
compares to two student case from a viewpoint of variety of selection of
a student acting as teacher. The proposed model consists of two learn-
ing steps: many students independently learn from a teacher, and then
the students learn from others through the mutual learning. In mutual
learning, students learn from other students and the generalization error
is improved even if the teacher has not taken part in the mutual learning.
We demonstrate that the learning style of selecting a student to act as
teacher randomly is superior to that of cyclic order by using principle
component analysis.

1 Introduction

As a model incorporating the interaction between students, Kinzel proposed
mutual learning within the framework of on-line learning[1,2]. Kinzel’s model
employs two students, and one student learns with the other student acting as a
teacher. The target of his model is to obtain the identical networks through such
learning. On the other hand, ensemble learning algorithms, such as bagging[3]
and Ada-boost[4], try to improve upon the performance of a weak learning ma-
chine by using many weak learning machines; such learning algorithms have
recently received considerable attention. We have noted, however, that the mech-
anism of integrating the outputs of many weak learners in ensemble learning is
similar to that of obtaining the identical networks through mutual learning.
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Fig. 1. Network structure of latent teacher and student networks, all having the same
network structure

With regard to the learning problem, how the student approaches the teacher
is important. However, Kinzel[1,2] does not deal with the teacher-student relation
since a teacher is not employed in his model. In contrast to Kinzel’s model, we
have proposed mutual learning between two students who learn from a teacher
in advance[5,6]. In our previous work[5,6], we showed that the generalization
error of the students becomes smaller through the mutual learning even if the
teacher does not take part in the mutual learning. Our previous work[5,6] treated
a special case where the number of students is two. This paper treats the general
case where the number of students is arbitrary. When the number of students
becomes general, additional degrees of freedom associated with the selection of
learning order are generated, and the problem settings become essentially differ-
ent from the two students case. We formulate a new mutual learning algorithm,
and then we analyze the asymptotic property of the proposed learning algorithm
through statistical mechanics.

2 Formulation of Mutual Learning with a Latent Teacher

In this section, we formulate the latent teacher and student networks, and the
mutual learning algorithms. We assume the latent teacher and student networks
receive N -dimensional input x(m) = (x1(m), . . . , xN (m)) at the m-th learning
iteration as shown in Fig. 1. Learning iteration m is ignored in the figure.

The latent teacher network is a linear perceptron, and the student networks
are K linear perceptrons. We also assume that the elements xi(m) of the inde-
pendently drawn input x(m) are uncorrelated random variables with zero mean
and 1/N variance; that is, the elements are drawn from a probability distribution
P (x). In this paper, the thermodynamic limit of N → ∞ is assumed. Thermo-
dynamic limit means that for the limit of system size N to be infinity, the law
of large numbers and the central limit theorem are effected. We can then depict
the system behavior by using a small number of parameters. At the limit, the
size of input vector ‖x‖ then becomes one.
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〈xi〉 = 0, 〈(xi)2〉 =
1
N

, ‖x‖ = 1, (1)

where 〈· · · 〉 denotes average, and ‖ · ‖ denotes the norm of a vector.
The latent teacher network is a linear perceptron, and is not subject to training.

Thus, the weight vector is fixed in the learning process. The output of the latent
teacher v(m) for N -dimensional input x(m) at the m-th learning iteration is

v(m) =
N∑

i=1

Bixi(m) = B · x(m), (2)

B = (B1, B2, . . . , BN ), (3)

where latent teacher weight vector B is an N -dimensional vector like the input
vector, and each element Bi of the latent teacher weight vector B is drawn
from a probability distribution of zero mean and unit variance. Assuming the
thermodynamic limit of N → ∞, the size of latent teacher weight vector ‖B‖
becomes

√
N .

〈Bi〉 = 0, 〈(Bi)2〉 = 1, ‖B‖ =
√

N. (4)

The output distribution of the latent teacher P (v) follows a Gaussian distribution
of zero mean and unit variance in the thermodynamic limit of N → ∞.

The K linear perceptrons are used as student networks that compose the
mutual learning machine. Each student network has the same architecture as the
latent teacher network. For the sake of analysis, we assume that each element of
Jk(0) which is the initial value of the k-th student weight vector Jk is drawn
from a probability distribution of zero mean and unit variance. The norm of
the initial student weight vector ‖Jk(0)‖ is

√
N in the thermodynamic limit of

N → ∞,

〈Jk
i (0)〉 = 0, 〈(Jk

i (0))2〉 = 1, ‖Jk(0)‖ =
√

N. (5)

The k-th student output uk(m) for the N -dimensional input x(m) at the m-th
learning iteration is

uk(m) =
N∑

i=1

Jk
i (m)xi(m) = Jk(m) · x(m), (6)

Jk(m) = (Jk
1 (m), Jk

2 (m), . . . , Jk
N (m)). (7)

Generally, the norm of student weight vector ‖Jk(m)‖ changes as the time step
proceeds. Therefore, the ratio lk of the norm to

√
N is considered and is called the

length of student weight vector Jk. The norm at the m-th iteration is lk(m)
√

N ,
and the size of lk(m) is O(1).

‖Jk(m)‖ = lk(m)
√

N. (8)

The distribution of the output of the k-th student P (uk) follows a Gaussian
distribution of zero mean and l2k variance in the thermodynamic limit of N → ∞.
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Next, we formulate the learning algorithm. After the students learn from a
latent teacher, mutual learning is carried out[5]. The learning equation of the
mutual learning is

Jk(m + 1) = Jk(m) + ηk

(
uk′ − uk

)
x(m) (9)

Here, k is a student and k′ is a student to act as a teacher. m denotes the
iteration number. We use the gradient descent algorithm in this paper, while
another algorithm was used in Kinzel’s work [1]. Equation (9) shows that mutual
learning is carried out between two students. Therefore, the teacher used in the
initial learning is called a latent teacher.

In the mutual learning, selection of a student to act as a teacher is important.
In this paper, a student to act as a teacher is selected at random from all the
students, then only the statistical effects is learned by a student and therefore a
student tend to learn the average of all the students. Keeping this in mind, the
learning equation is rewritten by the next equation.

Jk(m + 1) = Jk(m) + ηk

( 1
K

K∑

i=1

ui(m) − uk(m)
)
x(m)

= Jk(m) + ηk(u(m) − uk(m))x. (10)

Here, u is average of the student outputs and is to act as a teacher.
When the interaction between students is introduced, the performance of stu-

dents may be improved if they exchange knowledge that each student has ac-
quired from the latent teacher in the initial learning. In other words, two students
approach each other through mutual learning, and tend to move towards the
middle of the initial weight vectors. This tendency is similar to the integration
mechanism of Bagging, so mutual learning may mimic this mechanism.

3 Theory

In this section, we first derive the differential equations of two order parameters
which depict the behavior of mutual learning. After that, we derive an auxiliary
order parameter which depicts the relationship between the teacher and students.
We then rewrite the generalization error using these order parameters. We first
derive the differential equation of the length of the student weight vector lk. lk
is the first order parameter of the system. We modify the length of the student
weight vector in Eq. (8) as Jk ·Jk = Nl2k . To obtain a time dependent differential
equation of lk, we square both sides of Eq. (10). We then average the term of the
equation using the distribution of P (uk, uk′). Note that x and Jk are random
variables, so the equation becomes a random recurrence formula. We formulate
the size of the weight vectors to be O(N), and the size of input x is O(1), so
the length of the student weight vector has a self-averaging property. Here, we
rewrite m as m = Nt, and represent the learning process using continuous time
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t in the thermodynamic limit of N → ∞. We then obtain the deterministic
differential equation of lk,

dl2k
dt

=
2ηk

K

⎛

⎝
K∑

i�=k

Qik − (K − 1)l2k

⎞

⎠

+
η2

k

K2

⎧
⎨

⎩(K − 1)2l2k +
K∑

i�=k

K(l2i − 2KQik) + 2
K−1∑

i=1

K∑

j>i

Qij

⎫
⎬

⎭ . (11)

Here, k = 1 ∼ K. Qkk′ = qkk′ lklk′ , and qkk′ is the overlap between Jk and Jk′
,

defined as

qkk′ =
Jk · Jk′

|Jk| |Jk′ | =
Jk · Jk′

Nlklk′
, (12)

qkk′ is the second order parameter of the system. The overlap qkk′ also has a
self-averaging property, so we can derive the differential equation in the thermo-
dynamic limit of N → ∞. The differential equation is derived by calculating the
product of the learning equation (eq. (9)) for Jk and Jk′

, and we then average
the term of the equation using the distribution of P (uk, uk′). After that, we
obtain the deterministic differential equation as

dQkk′

dt
=

1
K

⎧
⎨

⎩

⎛

⎝l2k +
K∑

i�=k

Qik

⎞

⎠ (ηk − ηkηk′) +

⎛

⎝l2k′ +
K∑

i�=k′
Qik′

⎞

⎠ (ηk′ − ηkηk′)

⎫
⎬

⎭

+
ηkηk′

K2

⎛

⎝
K∑

i=1

l2i + 2
K−1∑

i=1

K∑

i>j

Qij

⎞

⎠− Qkk′ (ηk + ηk′ − ηkηk′). (13)

Equations (11) and (13) form closed differential equations.
To depict the behavior of mutual learning with a latent teacher, we have to

obtain the differential equation of overlap Rk, which is a direction cosine between
latent teacher weight vector B and the k-th student weight vector Jk defined
by eq. (14). We introduce Rk as the third order parameter of the system.

Rk =
B · Jk

|B| |Jk| =
B · Jk

Nlk
(14)

For the sake of convenience, we write the overlap between the latent teacher
weight vector and the student weight vector as rk and rk = Rklk. The differential
equation of overlap rk is derived by calculating the product of B and eq. (9), and
we then average the term of the equation using the distribution of P (v, uk, uk′).
The overlap rk also has a self-averaging property, and in the thermodynamic
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limit, the deterministic differential equation of rk is then obtained through a
calculation similar to that used for lk.

drk

dt
=

ηk

K

⎛

⎝
K∑

i�=k

ri − (K − 1)rk

⎞

⎠ (15)

The squared error for the k-th student εk is then defined using the output of the
latent teacher and that of the student as given in eqs. (2) and (6), respectively.

εk =
1
2

(
B · x − Jk · x

)2

(16)

The generalization error for the k-th student εk
g is given by the squared error εk in

eq. (16) averaged over the possible input x drawn from a Gaussian distribution
P (x) of zero mean and 1/N variance.

εk
g =

∫
dxP (x) εk =

1
2

∫
dxP (x)

(
B · x − Jk · x

)2

. (17)

This calculation is the N -th Gaussian integral with x and it is hard to calculate.
To overcome this difficulty, we employ coordinate transformation from x to v
and uk in eqs. (2) and (6). Note that the distribution of the output of the stu-
dents P (uk) follows a Gaussian distribution of zero mean and l2k variance in the
thermodynamic limit of N → ∞. For the same reason, the output distribution
for the latent teacher P (v) follows a Gaussian distribution of zero mean and unit
variance in the thermodynamic limit. Thus, the distribution P (v, uk) of latent
teacher output v and the k-th student output uk is

P (v, uk) =
1

2π
√|Σ| exp

[
− (v, uk)T Σ−1 (v, uk)

2

]
, (18)

Σ =
(

1 rk

rk l2k

)
. (19)

Here, T denotes the transpose of a vector, rk denotes rk = Rklk, and Rk is
the overlap between the latent teacher weight vector B and the student weight
vector Jk defined by eq. (14). Hence, by using this coordinate transformation,
the generalization error in eq. (17) can be rewritten as

εk
g =

1
2

∫
dvduk(v − uk)2 =

1
2
(1 − 2rk + l2k). (20)

Consequently, we calculate the dynamics of the generalization error by substi-
tuting the time step value of lk(t), Q(t), and rk(t) into eq. (20).

4 Results

In this section, we discuss the dynamics of the order parameters and their asymp-
totic properties, and then discuss the relationship between mutual learning and
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Bagging. For the sake of simplicity, the initial weight vectors of the students are
homogeneously correlated. From the symmetry of the evolution equation for up-
dating the weight vector, lk(t) = l(t), Qkk′ (t) = Q(t), rk(t) = r(t) are obtained.
We assume the learning step size ηk = η. By substitute above conditions into
Eqs. (11), (13), and (15), we get

dl2

dt
= −K − 1

K
(l2 − Q)(2η − η2), (21)

dQ

dt
=

1
K

(l2 − Q)(2η − η2), (22)

dr

dt
= 0. (23)

Here, Eqs. (21) and (22) form closed differential equations. These equations can
be solved analytically.

l2(t) =
K − 1

K
(l2(0) − Q(0)) exp(−(2η − η2)t) +

l2(0) + (K − 1)Q(0)
K

, (24)

Q(t) = − 1
K

(l2(0) − Q(0)) exp(−(2η − η2)t) +
l2(0) + (K − 1)Q(0)

K
, (25)

where l2(0) is the initial value of l2(t), and Q(0) is the initial value of Q(t). From
Eqs. (24) and (25), l2(t) and Q(t) are diverged when η ≥ 2, learning will not
converge in this condition.

Equation (23) depicts dynamics of overlap between the teacher and the stu-
dent. The analytical solution of Eq. (23) is easily given by

r(t) = r(0). (26)

Here, r(0) is the initial value of r(t). By substituting Eqs. (24) and (26) into
(20), we can rewrite the generalization error for K students.

εK
g (t) =

1
2

(
1 − 2r(0) +

K − 1
K

(l2(0) − Q(0)) exp(−(2η − η2)t)

+
l2(0) + (K − 1)Q(0)

K

)
(27)

The asymptotic property of the order parameters l(∞), Q(∞) and r(∞) is given
by substituting t → ∞ into Eqs. (24), (25) and (26),

l2(∞) = Q(∞) =
l2(0) + (K − 1)Q(0)

K
, (28)

r(∞) = r(0). (29)



178 K. Hara et al.

Consequently, we calculate the asymptotic property of the generalization error
by substituting lk(∞), Q(∞), and rk(∞) into eq. (20).

εg(∞)K =
1
2

(
1 − 2r(0) +

l2(0) + (K − 1)Q(0)
K

)
(30)

From Eq. (35), the generalization error of Bagging εB
g using K weak learners is

given by

εB
g =

1
2

{
1 − 2r +

l2 + (K − 1)Q
K

}
. (31)

By substituting l = l(0), Q = Q(0) and r = r(0) into Eq. (31), the generalization
error of mutual learning εK

g was identical to the one of Bagging εB
g , then mutual

learning asymptotically converged into Bagging.
Moreover, in the limit of number of students is K → ∞, the generalization

error is

εg(∞)∞ ∼ 1
2
(1 − 2r(0) + Q(0)). (32)

4.1 Learning Property through Computer Simulations

Mutual learning involving more than three students is the general case, com-
pared to the two students case, with regard to the variety of students who can
be selected to act as teacher. Figure 2 shows trajectories of the student weight
vectors obtained by principle component analysis (PCA) during mutual learn-
ing involving three students. (The three students are respectively referred to as
A, B and C, and A teaching B is indicated as A → B.) Figure 2(a) shows re-
sults obtained through learning where one student is randomly selected to act
as teacher, and for comparison (b) shows results obtained through learning in a
cyclic order of A→ B → C → A. The symbol ”o” at the center of each figure
shows the weight vector of the latent teacher B. In these figures, the horizontal
axis shows the first principle component, and the vertical axis shows the second
principle component. As shown, the trajectory of (a) converges with the mini-
mum distance to the latent teacher, while that of (b) converges after a longer
distance. This demonstrates that the learning style of (a) is superior to that of
(b), confirming the validity of the proposed learning algorithm.

Next, we show the time dependence of the generalization error in Fig. 3. The
number of students was 2, 3, 5, or 10, and the learning step size was η = 0.1. The
initial conditions were r(0) = 0.8, Q(0) = 0.6, and l(0) = 1. The results were
obtained through computer simulations with N = 1000 using random selection
learning. In the figure, the horizontal axis is normalized time t = m/N , where m
is the number of learning iterations. The vertical axis is the generalization error.
The solid lines show the results using analytical solutions, and symbols ”x”, ”+”,
”∗”, and ”�” show the results for K = 2, 3, 5, and 10, respectively. We assumed
a weight vector size of O(

√
N) and input size of O(1) in the theoretical analysis.

We kept these assumptions in the computer simulations, so if N is sufficiently
large, the order parameters would have a self-averaging property. As shown, the
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Fig. 2. Trajectory of student weight vector during learning. Three students’ case.
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Fig. 3. Dependence of the mutual learning generalization error on the number of stu-
dent networks K

analytical results agreed with those of the computer simulations, confirming the
validity of the theoretical assumptions. We found that the generalization error
decreased in proportion to O(1/K). Moreover, the variance of the generalization
error when using computer simulations tended to become smaller as the number
of students K increased.

5 Conclusion

We have proposed a mutual learning algorithm using many students within the
framework of on-line learning. From the results, analytical results are agreed
with that of computer simulations, and the validity of the theoretical results
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are shown. We showed that random selection of a student as a teacher is useful
for mutual learning, and we found that the generalization error decreased in
proportion to O(1/K). Our future work is analyzing a mutual learning using
many non-linear perceptrons.
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A Bagging

Bagging is a learning method using many weak learning machines to improve
upon the performance of a single weak learning machine[3]. Students learn from
the teacher individually, and then an ensemble output u is calculated.

u =
∑K

k=1 uk

K
=

∑K
k=1

(
Jk · x

)

K
= JB · x. (33)

The length of the weight vector lB and the overlap rB are given by ,

(lB)2 =
l2 + (K − 1)Q

K
, rB =

1
K

K∑

k=1

rk = r. (34)

Here, we assumed the conditions of lk = l, Qk = Q, and rk = r, respectively.
The generalization error of ensemble output εB

g is given by substituting Eqs. (34)
into Eq. (20):

εB
g =

1
2

{
1 − 2r +

l2 + (K − 1)Q
K

}
. (35)


	Mutual Learning with Many Linear Perceptrons: On-Line Learning Theory
	Introduction
	Formulation of Mutual Learning with a Latent Teacher
	Theory
	Results
	Learning Property through Computer Simulations

	Conclusion
	References
	A Bagging



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




