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Abstract. Meta-learning techniques can be very useful for supporting
non-expert users in the algorithm selection task. In this work, we inves-
tigate the use of different components in an unsupervised meta-learning
framework. In such scheme, the system aims to predict, for a new learn-
ing task, the ranking of the candidate clustering algorithms according to
the knowledge previously acquired.

In the context of unsupervised meta-learning techniques, we analyzed
two different sets of meta-features, nine different candidate clustering
algorithms and two learning methods as meta-learners.

Such analysis showed that the system, using MLP and SVR meta-
learners, was able to successfully associate the proposed sets of dataset
characteristics to the performance of the new candidate algorithms. In
fact, a hypothesis test showed that the correlation between the predicted
and ideal rankings were significantly higher than the default ranking
method. In this sense, we also could validate the use of the proposed sets
of meta-features for describing the artificial learning tasks.

Keywords: Meta-learning, Clustering.

1 Introduction

Selecting suitable algorithms for solving one given problem requires, generally,
a great deal of effort. In the context of Machine Learning, we can point out
some tasks that one may tackle using more than one technique, such as: clas-
sification, regression, clustering. In such domain, there are many alternatives
for solving particular problems. This fact raises one of the most difficult tasks
in Machine Learning: predicting the performance of candidate algorithms for a
given problem. Typically, the choice of which algorithm might be used relies on
trial-and-error procedures or on the expensive and rare users’ expertise.

Meta-learning approaches have been proposed in order to predict the perfor-
mance of candidate algorithms for a given problem, so they were able to select

� This work was supported by FACEPE and CNPq - Brazilian funding agencies.

C. Alippi et al. (Eds.): ICANN 2009, Part I, LNCS 5768, pp. 131–140, 2009.
c© Springer-Verlag Berlin Heidelberg 2009

http://www.cin.ufpe.br


132 R.G.F. Soares, T.B. Ludermir, and F.A.T. De Carvalho

and rank these algorithms indicating to the user the best choices for solving the
problem. Such meta-learning techniques offer support to the non-expert user in
algorithm selection task, so that there is no need for expertise to deal with this
task.

The meta-learning techniques can be used in various domains. One of the
main applications of these techniques is in selection and ranking of supervised
algorithms. However, just a couple of investigations about the use of these tech-
niques in the unsupervised context were made [20,21]. Those works are the start-
ing points of further researches in that area, although they had a specific case
study.

In general, clustering data is a complex task. There are many issues about
how clustering can be performed. One single dataset can have more than one
cluster structure in different levels of refinement. In fact, there is no even a
single definition of what a cluster may looks like. The previous works validated
their framework in a particular set of clustering datasets. In this paper, we
intend to study and validate the application of meta-learning techniques in the
unsupervised context using a wide range of synthetic datasets, covering most of
the dataset clustering structures.

In this paper, our aim is to employ the framework proposed in [21,20] with
different datasets using a more general set of dataset characteristics, different
sets of meta-features in the meta-learning process and a different set of candidate
clustering algorithms.

The remainder of this paper is divided into four sections. Section 2 introduces
basic concepts about meta-learning and some of its techniques. In Section 3, we
present our meta-learning analysis in ranking and selecting clustering algorithms,
showing the employed framework, the proposed sets of meta-features and the
learning algorithms. Section 4 presents our experiments developed in order to
perform the analysis of the unsupervised meta-learning components. Finally, in
Section 5, we present some final remarks and further work.

2 Related Works and Basic Concepts

Each meta-example corresponds to a dataset and it is composed of the dataset
features (meta-features or meta-attributes) and the information about the per-
formance of one or more algorithms applied to the learning task. The set of meta-
examples composes the meta-dataset, which is the input of the meta-learner.

The meta-learner is a system responsible for acquiring knowledge from a set of
meta-examples and, then, predicting the performance of the algorithms for new
problems. Generally, the meta-features are statistics about the training datasets
or some information related to the nature of the data. Examples of these features
are: number of training examples, number of attributes, normality tests, number
of outliers, among others [13,5,3].

More specifically, each meta-example has, as performance information, a class
attribute that indicates the best algorithm for the problem, among a set of
candidates [2,14,17,18]. In such a case, the class label for each meta-example is
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defined by performing a cross-validation experiment using the available dataset.
The meta-learner is simply a classifier which predicts the best algorithm based
on the meta-features of the problem.

There is a variety of approaches using meta-learning techniques in literature.
For instance, in [12] and [11], different meta-learners are employed to predict a
class label associated to the performance of the algorithms, and to recommend
a ranking of the algorithms.

Moreover, in the context of unsupervised learning, a novel method was devel-
oped to use meta-learning techniques in clustering problems. In [21], the authors
presented a novel framework that applies a meta-learning approach to clustering
algorithms. Given a dataset, the proposed framework provides a ranking for the
candidate algorithms that could be used with that dataset.

Particularly, this paper employs the previous framework in the ranking task of
candidate clustering algorithms in a comprehensive range of artificial clustering
problems. Additionally, we use two different sets of meta-features in this analysis.

3 Proposed Analysis

In this section, we present the meta-learning process of acquiring knowledge from
various datasets and ranking the candidate clustering algorithms.

3.1 General Framework

Figure 1 presents the general architecture of systems used for selecting and
ranking clustering algorithms. In order to acquire knowledge and perform the
ranking process, the system has two phases: training and use.

In the training phase, the meta-learner (ML) acquires knowledge from the
set of examples stored in the database (DB). This knowledge associates dataset
features to the performance of the candidate clustering algorithms. The acquired
knowledge may be refined as more examples are available in the DB.

In the phase of use, given a new dataset to be clustered, the feature extractor
(FE) extracts the values of the dataset features. According to these values, the
ML module suggests a ranking of the available candidate algorithms. For that,
it uses the knowledge previously provided as a result of the training phase.

The FE module is responsible for extracting the features values of the input
datasets. We present these features in the next section.

The DB stores examples of clustering datasets used in the training phase.
Each example associates a dataset (represented by the chosen set of features)
to the performance of the candidate algorithms. This set of examples is semi-
automatically built: (1) the selection of datasets and algorithms to be considered
is a manual task; (2) the extraction of the series features is automatically per-
formed by the FE module; and (3) the performance of the candidate algorithms
in the clustering of a dataset is empirically obtained by directly applying each
algorithm to that dataset and evaluating the resulting clustering structures.
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Fig. 1. General architecture

The ML module implements the chosen meta-learning approach to acquir-
ing knowledge (training phase) to be used in the ranking of the candidate al-
gorithms (use phase). The meta-learning approaches implement one or more
machine learning algorithms to perform the mentioned task.

3.2 Meta-features

An important issue about implementing the framework is the set of meta-features
used by the FE module to describe each dataset. These meta-features depend
on the type of dataset under analysis. Some of them are directly related to the
nature of the data. In this paper, we use artificial data to evaluate the meta-
learning approach, because in this sense we know the clustering data structure.
Such fact facilitates the testing and validation of the system (in further work
we intend to use real data on the experiments). Then, there is no specific meta-
feature describing the data, that is, the set of meta-feature used in this work may
be applied in any dataset, since these meta-features are based only on statistics.

Generally, a subjective feature extraction is time consuming, requires exper-
tise, and has a low degree of reliability, such as visual inspection of plots [1]. The
presented meta-features are reliably identified, avoiding subjective analysis.

In order to avoid a time consuming selection process, we present a reasonable
number of meta-features: nine relevant dataset statistics were used. Some of
them were first proposed in [15] for supervised learning.

In this paper, we used two different set of meta-features. Both of them employs
the Hotelling’s T 2 vector statistics [10]. Given a dataset X = (x1,x2, . . . ,xn)
where xi = (xi1, xi2, . . . , xim), the T 2 vector can be calculated as following:

t2i = (xi − x̄)Σ−1(xi − x̄), (1)

where x̄ is the mean vector of the dataset examples and Σ stands for the covari-
ance matrix. With this equation, one can transform a multivariate dataset into a
unidimensional array, condensing the multivariate nature in a single vector [10].

Both sets of meta-features include the following statistics:

1. log10 of the number examples, indicating the amount of available training
data.

2. log10 of the number of attributes, indicating the data dimensionality.
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3. Multivariate normality test. That is the proportion of T 2 (examples trans-
formed via T 2) that are within 50% of a Chi-squared distribution (degree
of freedom equals to the number of attributes describing the example). A
rough indicator on the approximation of the data distribution to a normal
distribution.

4. Percentage of outliers. This feature is the ratio between the number of t2i
farther more than two standard deviations from the mean in the T 2 vector
and the total number of dataset examples.

Besides the statistics shown above, the first set of meta-features has five other
values.

5. Coefficient of variance (CV) of the first quartile of each attribute. First, for
each dataset attribute, we calculate its first quartile. Then, with this vector
of quartiles, we compute the standard deviation of such vector and divide it
by its mean.

6. CV of the second quartile. It is calculated similarly as the previous feature.
7. CV of the third quartile, computed likewise the previous values.
8. CV of the skewness of the dataset attributes. This value is computed as the

previous ones, but considering the skewness of each attribute.
9. CV of the kurtosis of the dataset attributes. This feature takes into account

the kurtosis of each attribute, summarizing these measures in a coefficient
of variance likewise the previous meta-features.

As shown before, the first set of meta-features, denoted as M1, has some meta-
features (more precisely, meta-features 5 to 9) that are calculated using univari-
ate statistics: quartiles, skewness and kurtosis. Then, when these measures are
calculated for each attribute of a dataset, a vector of the analyzed statistic is gen-
erated. Since we do not use modal meta-features to compose the meta-dataset,
we must use a single value to describe one given characteristic of a learning task
dataset. Thus, in this work, in order to summarize the multivariate nature of
the datasets, such meta-features rely on the simple coefficient of variance.

We also analyzed a second set of meta-features, denoted as M2. This set have
the same first four meta-features as presented before. The last five values are
based on the T 2 vector. They are calculated as the three quartiles, skewness
and kurtosis of the T 2 vector. Instead of using the coefficient of variance to
summarize these statistics, it is expected that such vector is able to retrieve
more properly the multivariate information of the data.

3.3 Algorithms

In the framework analyzed here, we must define the candidate clustering algo-
rithms that will be applied on each learning task. An appropriate set of clustering
techniques might have algorithms with different types of internal mechanisms,
so that this set can deliver a variety of performances in the clustering task.

The selected candidate algorithms are: single linkage (SL), complete linkage
(CL), average linkage (AL), k-means (KM), Shared Nearest Neighbors (SNN),
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mixture model clustering (M), farthest first (FF), DB-scan (DB) and x-means
algorithm (XM) [9,23,6,7,16].

The ranking of algorithms is a more informative way of selecting algorithm
[21]. Then, using the meta-learner, we intend to predict the rank of each cluster-
ing algorithm according to the quality of the partitions generated by the algo-
rithm under analysis. Each meta-example is labeled with nine values according
to the rank of each candidate algorithm. Given a dataset to be labeled, a label
is set to 1 if the corresponding algorithm had the best performance, 2 if it had
the second best performance and so on, until the value 9 is given to the worst
algorithm. The system uses a average ranking to deal with ties, for instance, if
the two best algorithms are tied, their rank is set to 1.5.

The global error rate was used as the performance criterion since it allows
a fair comparison between the clustering algorithms runs [22]. Such measure is
simply the proportion of examples that fall outside the cluster that corresponds
to its actual class. We considers that two algorithm are tied if the difference
between them, in terms of global error rate, is less than 0.01.

Once we have composed the meta-dataset with the meta-features and the
rankings, we now can define the meta-learner: the learning system that will
associate the dataset characteristics (meta-features) to the ranking of the algo-
rithms for predicting the rankings for new datasets. We analyzed two different
learning methods as the meta-learner.

The first meta-learner is the Multilayer Perceptron network (MLP) used as
a regressor of the rankings. The predictions are taken directly from the output
nodes of the network. Each output node is responsible for delivering the rank of
the corresponding algorithm, yielding the predicted ranking vector.

The Support Vector Regression (SVR) [19] were also employed as meta-
learner. In this case, one SVR is trained for predicting the rank of each clustering
algorithm, thus the system have nine independent regressors. The outcome of
the SVR-based meta-learner is a vector with the predictions of each candidate
algorithm.

4 Experiments

4.1 Description of the Datasets

In order to evaluate the proposedmethodology,we generated 160 artificial datasets
with the data generators available in [8]. We aim to obtain datasets in a wide rep-
resentative range of cluster structures, so that the system can properly learn the
performance of the algorithms.

The first generator is based on a standard cluster model using multivariate
normal distributions. The Table 1 shows the parameter setup of the gaussian
cluster generator. For each of the 8 combinations of cluster number and dimen-
sion, 10 different instances were generated, giving 80 data sets in all.

Due to the lack of generality of spherical clusters, we employed a second alter-
native cluster generator that delivers more elongated cluster shapes in arbitrarily
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Table 1. Parameter setup for the gaussian cluster generator

Parameter Range

Number of clusters 2,4,8,16

Dimension 2,20

Size of each cluster uniformly in [10, 100] for 2 and 4 cluster instances, and [5, 50]
for 8 and 16 cluster instances.

high dimensions. This second generator creates ellipsoidal clusters with the major
axis at an arbitrary orientation.

The ellipsoid cluster generator delivers sets of high dimension. The Table 2
presents the parameters of the ellipsoid cluster generator. For each of the 8 com-
binations of cluster number and dimension, 10 different instances were generated,
giving 80 data sets in all.

Table 2. Parameter setup for the ellipsoid cluster generator

Parameter Range

Number of clusters 2,4,8,16

Dimension 50,100

Size of each cluster uniformly in [10, 100] for 2 and 4 cluster instances, and [5, 50]
for 8 and 16 cluster instances.

4.2 Evaluating the System

We executed 30 runs of each non-deterministic candidate algorithms. The num-
ber k of clusters was set to the actual class number of each dataset. We evaluate
the performance of the meta-learners using the leave-one-out procedure.

The quality of a suggested ranking for a given dataset is evaluated by mea-
suring the similarity to the ideal ranking, which represents the correct ordering
of the models according to the global error rate. We employed the Spearman’s
rank correlation coefficient [3] to measure the similarity between a suggested and
the ideal rankings.

In order to calculate this coefficient, we compute, given a meta-example i, the
sum of squared differences between the predicted and ideal rankings for each
clustering algorithm j as shown in the Equation 2.

D2
i =

∑

j

D2
ij (2)

And then, the average of Spearman’s coefficient for the 160 meta-examples is
calculated using the Equation 3:

SRC =
1

160
∗

160∑

i=1

{1 − 6 ∗ D2
i

P 3 − P
} (3)
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where P is the number of candidate algorithms. The value of this coefficient
ranges from [−1, 1] . The larger is the value of SRCi, the greater is the similarity
between the suggested and the ideal rankings for the dataset i.

In our implementation, we used the WEKA software to execute the MLP
regressors [22] and the regression Support Vector Machine (SVR) algorithm,
implemented in LIBSVM: a library for support vector machines [4].

4.3 Results

As highlighted before, we used two sets of meta-features, giving two different
meta-datasets to analyze. These datasets were applied to both MLP and SVR
regressors used as meta-learners. The results of both meta-learners were com-
pared to the default ranking method. In such method, the average rank of each
algorithm is suggested for every test example.

For the first meta-dataset, M1, the Table 3 shows the means and standard
deviations of SRC for each meta-learner.

Table 3. Results of the meta-learners for the M1 meta-dataset

Meta-learner Mean Standard deviation

MLP 0.886 0.138

SVR 0.850 0.153

Default ranking 0.846 0.142

And for the second meta-dataset, formed by statistics of the T 2 vector, the
Table 4 presents the results obtained by the tested meta-learners.

Table 4. Results of the meta-learners for the M2 meta-dataset

Meta-learner Mean Standard deviation

MLP 0.891 0.137

SVR 0.883 0.152

Default ranking 0.846 0.142

For both datasets, M1 and M2, the rankings predicted by the MLP and SVR
methods were more correlated to the ideal rankings than the default ranking
method. A hypothesis test at a significance level of 5% showed that the mean
of the correlation values of both MLP and SVR meta-learners were statisti-
cally higher than that obtained with the default ranking. However, there was
no relevant difference between the correlation values of MLP and SVR methods
for both meta-datasets. Both meta-features sets were validated using the tested
meta-learners. However, further investigations about the choice of such features
can lead to an improvement of the overall performance of the system.
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5 Final Remarks

In this work, we employed different regression methods as meta-learners in a
meta-learning approach. We also proposed two sets of meta-features. One has
meta-features based on statistics extracted directly from the data and the other
has meta-features calculated from the T 2 vector.

In order to evaluate the meta-learning techniques in a more comprehensive
way, we used synthetic data with a wide range of cluster structures. Moreover,
we applied nine well-known clustering algorithms with different internal mecha-
nisms.

We were able to validate the use of both sets of meta-features in describing
the unsupervised artificial datasets, allowing the meta-learners to successfully
associate these characteristics to the performance of the clustering algorithms.

Since we could successfully instantiate the meta-learning framework described
before and validate its use in artificial data, an even more comprehensive work
can be done by applying other clustering algorithms, or other learning methods
as meta-learners. Additionally, one can apply this meta-learning approach to
datasets from other contexts.

An important issue that can have further analysis is the set of meta-features.
Such issue is a open investigation point, causing a great impact in the final result
of the system and it is not trivially obtained: these measure cannot rely on the
class attribute.
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