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Abstract. The imperfect nature of context in Ambient Intelligence environments
and the special characteristics of the entities that possess and share the avail-
able context information render contextual reasoning a very challenging task.
Most current Ambient Intelligence systems have not successfully addressed these
challenges, as they rely on simplifying assumptions, such as perfect knowledge
of context, centralized context, and unbounded computational and communicat-
ing capabilities. This paper presents a knowledge representation model based
on the Multi-Context Systems paradigm, which represents ambient agents as
autonomous logic-based entities that exchange context information through map-
pings, and uses preference information to express their confidence in the imported
knowledge. On top of this model, we have developed an argumentation frame-
work that exploits context and preference information to resolve conflicts caused
by the interaction of ambient agents through mappings, and a distributed algo-
rithm for query evaluation.

1 Introduction

The study of Ambient Intelligence environments has introduced new research chal-
lenges in the field of Distributed Artificial Intelligence. These are mainly caused by the
imperfect nature of context and the special characteristics of the entities that possess and
share the available context information. [1] characterizes four types of imperfect con-
text: unknown, ambiguous, imprecise, and erroneous. The agents that operate in such
environments are expected to have different goals, experiences and perceptive capabil-
ities, limited computation capabilities, and use distinct vocabularies to describe their
context. Due to the highly dynamic and open nature of the environment and the unreli-
able wireless communications that are restricted by the range of transmitters, ambient
agents do not typically know a priori all other entities that are present at a specific time
instance nor can they communicate directly with all of them.

So far, Ambient Intelligence systems have not managed to efficiently handle these
challenges. As it has been already surveyed in [2], most of them follow classical rea-
soning approaches that assume perfect knowledge of context, failing to deal with cases
of missing, inaccurate or inconsistent context information. Regarding the distribution of
reasoning tasks, a common approach followed in most systems assumes the existence of
a central entity, which is responsible for collecting and reasoning with all the available
context information. However, Ambient Intelligence environments have much more de-
manding requirements. The dynamics of the network and the unreliable and restricted
wireless communications inevitably lead to the decentralization of reasoning tasks.
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In this paper, we propose a totally distributed approach for contextual reasoning
in Ambient Intelligence. We model an ambient environment as a Multi-Context Sys-
tem, and ambient agents as autonomous logic-based entities that exchange information
through mapping rules and use preference information to evaluate imported knowledge.
Then we provide a semantic characterization of our approach using arguments. The use
of arguments is a natural choice in multi-agent systems and aims at a more formal and
abstract description of our approach. Conflicts that arise from the interaction of mutu-
ally inconsistent sources are captured through attacking arguments, and conflict resolu-
tion is achieved by ranking arguments according to a preference ordering. Finally, we
provide an operational model in the form of a distributed algorithm for query evaluation.
The algorithm has been implemented in Java and evaluated in a simulated P2P system,
and the results are available in [3]. Here, we focus more on its formal properties.

The rest of the paper is structured as follows. Section 2 presents background in-
formation and related work on contextual reasoning and preference-based argumenta-
tion systems. Section 3 presents the representation model, while section 4 describes its
argumentation semantics. Section 5 presents the distributed algorithm and studies its
properties. The last section summarizes the main results and discusses future work.

2 Background and Related Work

2.1 Multi-Context Systems

Since the seminal work of McCarthy [4] on context and contextual reasoning, two main
formalizations have been proposed to formalize context: the Propositional Logic of
Context (PLC [5]), and the Multi-Context Systems (MCS) introduced in [6], which later
became associated with the Local Model Semantics [7]. MCS have been argued to be
most adequate with respect to the three dimensions of contextual reasoning (partiality,
approximation, proximity) and shown to be technically more general than PLC [8]. A
MCS consists of a set of contexts and a set of inference rules (known as mapping rules)
that enable information flow between different contexts. A context can be thought of
as a logical theory - a set of axioms and inference rules - that models local knowledge.
Different contexts are expected to use different languages, and although each context
may be locally consistent, global consistency cannot be required or guaranteed.

The MCS paradigm has been the basis of two recent studies that were the first to de-
ploy non-monotonic features in contextual reasoning: (a) the non-monotonic rule-based
MCS framework [9], which supports default negation in the mapping rules allowing to
reason based on the absence of context information; and (b) the multi-context variant
of Default Logic (ConDL [10]), which additionally handles the problem of mutually in-
consistent information provided by two or more different sources using default mapping
rules. However, ConDL does not provide ways to model the quality of imported context
information, nor preference between different information sources, leaving the conflicts
that arise in such cases unresolved. The use of Multi-Context Systems as a means of
specifying and implementing agent architectures has been recently proposed in [11],
which proposes breaking the logical description of an agent into a set of contexts, each
of which represents a different component of the architecture, and the interactions be-
tween these components are specified by means of bridge rules between the contexts.
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Here, we follow a different approach; a context does not actually represent a logical
component of an agent, but rather the viewpoint of each different agent in the system.

Peer data managements systems can be viewed as special cases of MCS, as they con-
sist of autonomous logic-based entities (peers) that exchange local information using
bridge rules. Two prominent recent works that handle the problem of peers providing
mutually inconsistent information are: (a) the approach of [12], which is based on non-
monotonic epistemic logic; and (b) the propositional P2P Inference System of [13].
A major limitation of both approaches is that conflicts are not actually resolved using
some external preference information; they are rather isolated. Our approach enables
resolving such conflicts using a preference ordering on the information sources. Build-
ing on the work of [13], [14] proposed an argumentation framework and algorithms for
inconsistency resolution in P2P systems using a preference relation on system peers.
However, their assumptions of a single global language and a global preference relation
are in contrast with the dimension of perspective in MCS. In our approach, each agent
uses its own vocabulary to describe its context and defines its own preference ordering.

2.2 Preference-Based Argumentation Systems

Argumentation systems constitute a way to formalize non-monotonic reasoning, viz.
as the construction and comparison of arguments for and against certain conclusions.
A central notion in such systems is that of acceptability of arguments. In general,
to determine whether an argument is acceptable, it must be compared to its counter-
arguments; namely, those arguments that support opposite or conflicting conclusions.
In preference-based argumentation systems, this comparison is enabled by a preference
relation, which is either implicitly derived from elements of the underlying theory, or is
explicitly defined on the set of arguments. Such systems can be classified into four cat-
egories. In the first category, which includes the works of [15] and [16], the preference
relation takes into account the internal structure of arguments, and arguments are com-
pared in terms of specifity. The second category includes systems in which preferences
among arguments are derived from a priority relation on the rules in the underlying
theory (e.g. [17,18]). In Value Based Argumentation Frameworks, the preference order-
ing on the set of arguments is derived from a preference ordering over the values that
they promote (e.g. [19,20]). Finally, the abstract argumentation frameworks proposed
by Amgoud and her colleagues ([21,22]) assume that preferences among arguments are
induced by a preference relation defined on the underlying belief base.

Our argumentation framework is an extension of the framework of Governatori et al.
[18], which is based on the grounded semantics of Dung’s abstract argumentation
framework [23] to provide an argumentative characterization of Defeasible Logic. In
our framework, preferences are derived both from the structure of arguments - argu-
ments that use local rules are considered stronger than those that use mapping rules -
and from a preference ordering on the information sources (contexts). Our approach
also shares common ideas with [21], which first introduced the notion of contextual
preferences (in the form of several pre-orderings on the belief base), to take into ac-
count preferences that depend upon a particular context. The main differences are that
in our case, these orderings are applied to the contexts themselves rather than directly
to a set of arguments, and that we use a distributed underlying knowledge base.
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3 Representation Model

We model a Multi-Context System C as a collection of distributed context theories Ci:
A context is defined as a tuple of the form (Vi, Ri, Ti), where Vi is the vocabulary used
by Ci, Ri is a set of rules, and Ti is a preference ordering on C.

Vi is a set of positive and negative literals. If qi is a literal in Vi, ∼ qi denotes the
complementary literal, which is also in Vi. If qi is a positive literal p then ∼ qi is ¬p;
and if qi is ¬p, then ∼ qi is p. We assume that each context uses a distinct vocabulary.

Ri consists of two sets of rules: the set of local rules and the set of mapping rules.
The body of a local rule is a conjunction of local literals (literals that are contained in
Vi), while its head contains a local literal:

rl
i : a1

i , a
2
i , ...a

n−1
i → an

i

Local rules express local knowledge and are interpreted in the classical sense: whenever
the literals in the body of the rule are consequences of the local theory, then so is the
literal in the head of the rule. Local rules with empty body denote factual knowledge.

Mapping rules associate local literals with literals from the vocabularies of other
contexts (foreign literals). The body of each such rule is a conjunction of local and
foreign literals, while its head contains a single local literal:

rm
i : a1

i , a
2
j , ...a

n−1
k ⇒ an

i

rm
i associates local literals of Ci (e.g. a1

i ) with local literals of Cj (a2
j ), Ck (an−1

k ) and
possibly other contexts. an

i is a local literal of the theory that has defined rm
i (Ci).

Finally, each context Ci defines a total preference ordering Ti on C to express its
confidence in the knowledge it imports from other contexts. This is of the form:

Ti = [Ck, Cl, ..., Cn]

According to Ti, Ck is preferred by Ci to Cl if Ck precedes Cl in Ti. The total prefer-
ence ordering enables resolving all potential conflicts that may arise from the interaction
of contexts through their mapping rules.

Example. Consider the following scenario. Dr. Amber has configured his mobile phone
to decide whether it should ring based on his preferences and context. He has the fol-
lowing preferences: His mobile phone should ring in case of an incoming call (in call)
if it is in normal mode (normal) and he is not giving a course lecture (lecture). Dr.
Amber is currently located in ’RA201’ university classroom. It is class time, but he has
just finished with a lecture and remains in the classroom reading his emails on his lap-
top. The mobile phone receives an incoming call, and it is in normal mode. The local
knowledge of the mobile phone (C1), which includes information about the mode of
the phone and incoming calls, is encoded in the following local rules.

rl
11 : in call1, normal1,¬lecture1 → ring1

rl
12 :→ in call1

rl
13 :→ normal1
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In case the mobile phone cannot reach a decision based on its local knowledge, it im-
ports knowledge from other ambient agents. In this case, to determine whether Dr. Am-
ber is giving a lecture, it connects through the university wireless network with Dr.
Amber’s laptop (C2), a localization service (C3) and the classroom manager (C4, a sta-
tionary computer installed in ’RA201’), and imports information about Dr. Amber’s
scheduled events, location, and the classroom state through mapping rules rm

14 and rm
15.

rm
14 : classtime2, location RA2013 ⇒ lecture1

rm
15 : ¬class activity4 ⇒ ¬lecture1

The local context knowledge of the laptop, the localization service, and the classroom
manager is expressed in rules rl

21, rl
31 and rl

41 − rl
42 respectively. The classroom man-

ager infers whether there is active class activity, based on the number of people detected
in the classroom (detected) by a person detection service.

rl
21 :→ classtime2

rl
31 :→ location RA2013

rl
41 :→ detected(1)4

rl
42 : detected(1)4 → ¬class activity4

The mobile phone is configured to give highest priority to information imported by the
classroom manager and lowest priority to information imported by the laptop. This is
encoded in preference ordering T1 = [C4, C3, C2].

This example characterizes the type of applications, in which each ambient agent is
aware of the type of knowledge that each of the other agents that it communicates with
possesses, and has predefined how part of this knowledge relates to its local knowledge.

4 Argumentation Semantics

The argumentation framework that we propose uses arguments of local range, in the
sense that each one is made of rules derived from a single context. Arguments made by
different contexts are interrelated in the Support Relation through mapping rules. The
Support Relation contains triples that represent proof trees for literals in the system.
Each proof tree is made of rules of the context that the literal in its root is defined by.
In case a proof tree contains mapping rules, for the respective triple to be contained in
the Support Relation, similar triples for the foreign literals in the proof tree must have
already been obtained. We should also note that, for sake of simplicity, we assume that
there are no loops in the local context theories, and thus proof trees are finite. Loops
in the local knowledge bases can be easily detected and removed without needing to
interact with other agents. However, even if there are no loops in the local theories, the
global knowledge base may contain loops caused by mapping rules.

Let C = {Ci} be a MCS. The Support Relation of C (SRC) is the set of all triples
of the form (Ci, PTpi , pi), where Ci ∈ C, pi ∈ Vi, and PTpi is the proof tree for pi

based on the set of local and mapping rules of Ci. PTpi is a tree with nodes labeled by
literals such that the root is labeled by pi, and for every node with label q:

1. If q ∈ Vi and a1, ..., an label the children of q then
– If ∀ai ∈ {a1, ..., an}: ai ∈ Vi then there is a local rule ri ∈ Ci with body

a1, ..., an and head q
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– If ∃aj ∈ {a1, ..., an} such that aj /∈ Vi then there is a mapping rule ri ∈ Ci

with body a1, ..., an and head q

2. If q ∈ Vj �= Vi, then this is a leaf node of the tree and there is a triple of the form
(Cj , PTq, q) in SRC

3. The arcs in a proof tree are labeled by the rules used to obtain them.

An argument A for a literal pi is a triple (Ci, PTpi , pi) in SRC . Any literal labeling a
node of PTpi is called a conclusion of A. However, when we refer to the conclusion of
A, we refer to the literal labeling the root of PTpi (pi). We write r ∈ A to denote that
rule r is used in the proof tree of A. A (proper) subargument of A is every argument
with a proof tree that is (proper) subtree of the proof tree of A.

Based on the literals used in their proof trees, arguments are classified to local and
mapping arguments. An argument A with conclusion pi ∈ Vi is a local argument of Ci

if its proof tree contains only local literals of Ci (literals that are contained in Vi). Oth-
erwise, A is a mapping argument of Ci. We denote as ArgsCi the set of all arguments
of Ci, while ArgsC is the set of all arguments in C: ArgsC =

⋃
ArgsCi .

The derivation of local logical consequences in Ci is based on its local arguments.
Actually, the conclusions of all local arguments in ArgsCi are logical consequences
of Ci. Distributed logical consequences are derived from a combination of local and
mapping arguments in ArgsC . In this case, we should also consider conflicts between
competing rules, which are modeled as attacks between arguments, and preference or-
derings, which are used in our framework to rank mapping arguments.

The rank of a literal p in context Ci (denoted as R(p, Ci)) equals 0 if p ∈ Vi. If
p ∈ Vj �= Vi, then R(p, Ci) equals the rank of Cj in Ti. The rank of an argument A in
Ci (denoted as R(A, Ci)) equals the maximum between the ranks in Ci of the literals
contained in A. It is obvious that for any three arguments A1, A2, A3: If R(A1, Ci) ≤
R(A2, Ci) and R(A2, Ci) ≤ R(A3, Ci), then R(A1, Ci) ≤ R(A3, Ci); namely the
preference relation < on ArgsC , which is build according to ordering Ti, is transitive.

The definitions of attack and defeat apply only for mapping arguments. An argument
A attacks a mapping argument B at pi, if pi is a conclusion of B, ∼ pi is a conclusion of
A, and the subargument of B with conclusion pi is not a local argument. An argument
A defeats an argument B at pi, if A attacks B at pi, and for the subarguments of A, A′

with conclusion ∼ pi, and of B, B′ with conclusion pi: R(A′, Ci) ≤ R(B′, Ci).
To link arguments through the mapping rules that they contain, we introduce in our

framework the notion of argumentation line. An argumentation line AL for a literal pi

is a sequence of arguments in ArgsC , constructed in steps as follows:

– In the first step add in AL one argument for pi.
– In each next step, for each distinct literal qj labeling a leaf node of the proof trees

of the arguments added in the previous step, add one argument with conclusion qj ;
the addition should not violate the following restriction.

– An argument B with conclusion qj can be added in AL only if AL does not already
contain a different argument D with conclusion qj .

The argument for pi added in the first step is called the head argument of AL. If the
number of steps required to build AL is finite, then AL is a finite argumentation line.
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Infinite argumentation lines imply loops in the global knowledge base. Arguments con-
tained in infinite lines participate in attacks against counter-arguments but may not be
used to support the conclusion of their argumentation lines.

The notion of supported argument is meant to indicate when an argument may have
an active role in proving or preventing the derivation of a conclusion. An argument A
is supported by a set of arguments S if: (a) every proper subargument of A is in S; and
(b) there is a finite argumentation line AL with head A, such that every argument in
AL − {A} is in S.

A mapping argument A is undercut by a set of arguments S if for every argumenta-
tion line AL with head A, there is an argument B, such that B is supported by S, and
B defeats a proper subargument of A or an argument in AL − {A}. That an argument
A is undercut by a set of arguments S means that we can show that some premises of
A cannot be proved if we accept the arguments in S.

An argument A is acceptable w.r.t a set of arguments S if:

1. A is a local argument; or
2. A is supported by S and every argument defeating A is undercut by S

Intuitively, that an argument A is acceptable w.r.t. S means that if we accept the argu-
ments in S as valid arguments, then we feel compelled to accept A as valid. Based on
the concept of acceptable arguments, we define justified arguments and justified literals.
JC

i is defined as follows:

– JC
0 = ∅;

– JC
i+1 = {A ∈ ArgsC | A is acceptable w.r.t. JC

i }
The set of justified arguments in a MCS C is JArgsC =

⋃∞
i=1 JC

i . A literal pi is jus-
tified if it is the conclusion of an argument in JArgsC . That an argument A is justified
means that it resists every reasonable refutation. That a literal pi is justified, it actually
means that it is a logical consequence of C.

Finally, we also introduce the notion of rejected arguments and rejected literals for
the characterization of conclusions that do not derive from C. An argument A is rejected
by sets of arguments S, T when:

1. A is not a local argument, and either
2. (a) a proper subargument of A is in S; or

(b) A is defeated by an argument supported by T ; or
(c) for every argumentation line AL with head A there exists an argument A′ ∈

AL − {A}, such that either a subargument of A′ is in S; or A′ is defeated by
an argument supported by T

That an argument is rejected by sets of arguments S and T means that either it is sup-
ported by arguments in S, which can be thought of as the set of already rejected ar-
guments, or it cannot overcome an attack from an argument supported by T , which
can be thought of as the set of justified arguments. Based on the definition of rejected
arguments, we define RC

i as follows:

– RC
0 = ∅;

– RC
i+1 = {A ∈ ArgsC | A is rejected by RC

i , JArgsC}
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The set of rejected arguments in a MCS C is RArgsC =
⋃∞

i=1 RC
i . A literal pi is

rejected if there is no argument in ArgsC −RArgsC with conclusion pi. That a literal
is rejected means that we are able to prove that it is not a logical consequence of C.

Example (continued). Given the MCS C of the example, in call1, normal1,
classtime2, location RA2013, detected(1)4, and ¬class activity4 are justified in C,
since they are supported by local arguments; all these arguments are in JC

i for every i.
The argument A={¬class activity4 ⇒ ¬lecture1} is supported by JC

1 , as there is an
argument for ¬class activity4 in JC

1 . Moreover, it is not defeated by attacking argu-
ment B={classtime2, location RA2013 ⇒ lecture1}, as B has higher rank than A
in C1. Hence, A is in J2, and ¬lecture1 is justified in C. Argument D for ring1, which
is derived from the arguments for in call1, normal1 and ¬lecture1 (A) and rule rl

11, is
supported by JC

2 and not defeated by attacking argument B. Therefore, D is justified,
and ring1 is justified in C.

Lemmata 1-3 describe some formal properties of the framework. Their proofs are
available at: www.csd.uoc.gr/∼bikakis/thesis.pdf. Lemma 1 refers to the monotonicity
in JC

i and RC
i (T ), while Lemma 2 represents the fact that no argument is both ”be-

lieved” and ”disbelieved”.

Lemma 1. The sequences JC
i and RC

i (T ) are monotonically increasing.

Lemma 2. In a Multi-Context System C, no literal is both justified and rejected.

If consistency is assumed in the local rules of a context theory (two complementary
conclusions may not be derived as local consequences of a context theory), then using
Lemma 2, it is easy to prove that the entire framework is consistent (Lemma 3).

Lemma 3. If the set of justified arguments in C, JArgsC , contains two arguments with
complementary conclusions, then both are local arguments of the same context.

5 Distributed Query Evaluation

P2P DR is a distributed algorithm for query evaluation that implements the proposed
argumentation framework. The specific problem that it deals with is: Given a MCS C,
and a query about literal pi issued to context Ci, compute the truth value of pi. For an
arbitrary literal pi, P2P DR returns one of the following values: (a) true; indicating
that pi is justified in C; (b) false; indicating that pi is rejected in C; or (c) undefined;
indicating that pi is neither justified nor rejected in C.

5.1 Algorithm Description

P2P DR proceeds in four main steps. In the first step (lines 1-8), P2P DR deter-
mines whether pi or its negation ∼ pi, are consequences of the local rules of Ci, using
local alg (described later in this section). If local alg computes true as an answer for
pi or ∼ pi, P2P DR returns true / false respectively as an answer for pi and terminates.

In step 2 (lines 9-12), P2P DR calls Support (described later in this section) to de-
termine whether there are applicable and unblocked rules with head pi. We call appli-
cable those rules that for all literals in their body P2P DR has computed true as their
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truth value, while unblocked are the rules that for all literals in their body P2P DR
has computed either true or undefined as their truth values. Support returns two data
structures for pi: (a) the Supportive Set of pi (SSpi), which is the set of foreign literals
used in the most preferred (according to Ti) chain of applicable rules for pi ; and (b)
the Blocking Set of pi (BSpi), which is the set of foreign literals used in the most pre-
ferred chain of unblocked rules for pi. If there is no unblocked rule for pi (BSpi = ∅),
P2P DR returns false as an answer and terminates. Similarly, in step 3 (lines 13-14),
P2P DR calls Support to compute the respective constructs for∼ pi (SS∼pi ,BS∼pi).

In the last step (lines 15-24), P2P DR uses the constructs computed in the previous
steps and preference ordering Ti to compute the answer for pi. In case there is no
unblocked rule for ∼ pi (BS∼pi = ∅), or SSpi is computed by Stronger (described
later in this section) to be stronger than BS∼pi , P2P DR returns Anspi =true. That
SSpi is stronger than BSpi means that the chains of applicable rules for pi involve
information from more preferred contexts to those that are involved in the chains of
unblocked rules for ∼ pi. If there is at least one applicable rule for ∼ pi, and BSpi is
not stronger than SS∼pi , P2P DR returns false. In any other case, it returns undefined.

The context that is called to evaluate the query for pi (Ci) returns through Anspi

the truth value for pi. SSpi and BSpi are returned to the querying context (C0) only
if the two contexts (C0 and Ci) are actually the same context. Otherwise, the empty
set is assigned to both SSpi and BSpi and returned to C0. In this way, the size of the
messages exchanged between different contexts is kept small. Histpi is a structure used
by Support to detect loops in the global knowledge base. The algorithm parameters are:

– pi: the queried literal (input)
– C0: the context that issues the query (input)
– Ci: the context that defines pi (input)
– Histpi : the list of pending queries ([p1, ..., pi]) (input)
– Ti: the preference ordering of Ci (input)
– SSpi : a set of foreign literals of Ci denoting the Supportive Set of pi (output)
– BSpi : a set of foreign literals of Ci denoting the Blocking Set of pi (output)
– Anspi : the answer returned for pi (output)

P2P DR(pi, C0, Ci, Histpi , Ti, SSpi , BSpi , Anspi)
1: call local alg(pi, localAnspi)
2: if localAnspi = true then
3: Anspi ← true, SSpi ← ∅, BSpi ← ∅
4: terminate
5: call local alg(∼ pi, localAns∼pi)
6: if localAns∼pi = true then
7: Anspi ← false, SSpi ← ∅, BSpi ← ∅
8: terminate
9: call Support(pi, Histpi , Ti, SSpi , BSpi )

10: if BSpi = ∅ then
11: Anspi ← false, SSpi ← ∅, BSpi ← ∅
12: terminate
13: Hist∼pi ← (Histpi − {pi}) ∪ {∼ pi}
14: call Support(∼ pi, Hist∼pi , Ti, SS∼pi , BS∼pi )
15: if SSpi �= ∅ and (BS∼ pi = ∅ or Stronger(SSpi , BS∼pi , Ti) = SSpi ) then
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16: Anspi ← true
17: if C0 �= Ci then
18: SSpi ← ∅, BSpi ← ∅
19: else if SS∼pi �= ∅ and Stronger(BSpi , SS∼pi , Ti) �= BSpi then
20: Anspi ← false, SSpi ← ∅, BSpi ← ∅
21: else
22: Anspi ← undefined
23: if C0 �= Ci then
24: SSpi ← ∅, BSpi ← ∅

local alg is called by P2P DR to determine whether the truth value of the queried
literal can be derived from the local rules of a context.

local alg(pi, localAnspi)
1: for all ri ∈ Rs[pi] do
2: for all bi ∈ body(ri) do
3: call local alg(bi, localAnsbi)
4: if for all bi: localAnsbi = true then
5: localAnspi ← true
6: terminate
7: localAnspi ← false

Support is called by P2P DR to compute SSpi and BSpi . To compute these struc-
tures, it checks the applicability of the rules with head pi, using the truth values of the
literals in their body, as these are evaluated by P2P DR. To avoid loops, before calling
P2P DR, it checks if the same query has been issued before during the running call of
P2P DR. For each applicable rule ri, Support builds its Supportive Set, SSri; this is
the union of the set of foreign literals contained in the body of ri with the Supportive
Sets of the local literals contained in the body of the rule. Similarly, for each unblocked
rule ri, it computes its Blocking Set BSri using the Blocking Sets of its body literals.
Support computes the Supportive Set of pi, SSpi , as the strongest rule Supportive Set
SSri ; and its Blocking Set, BSpi , as the strongest rule Blocking Set BSri , using the
Stronger function. The parameters of Support are:

– pi: the queried literal (input)
– Histpi : the list of pending queries ([p1, ..., pi]) (input)
– Ti: the preference ordering of Ci (input)
– SSpi : the Supportive Set of pi (output)
– BSpi : the Blocking Set of pi (output)

Support(pi, Histpi, Ti, SSpi , BSpi)
1: for all ri ∈ R[pi] do
2: cycle(ri)← false
3: SSri ← ∅, BSri ← ∅
4: for all bt ∈ body(ri) do
5: if bt ∈ Histpi then
6: cycle(ri)← true
7: BSri ← BSri ∪ {dt} {dt ≡ bt if bt /∈ Vi; otherwise dt is the first foreign literal

of Ci added in Histpi after bt}
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8: else
9: Histbt ← Histpi ∪ {bt}

10: call P2P DR(bt, Ci, Ct, Histbt , Tt, SSbt , BSbt , Ansbt)
11: if Ansbt = false then
12: stop and check the next rule
13: else if Ansbt = undefined or cycle(ri) = true then
14: cycle(ri)← true
15: if bt /∈ Vi then
16: BSri ← BSri ∪ {bt}
17: else
18: BSri ← BSri ∪BSbt

19: else
20: if bt /∈ Vi then
21: BSri ← BSri ∪ {bt}
22: SSri ← SSri ∪ {bt}
23: else
24: BSri ← BSri ∪BSbt

25: SSri ← SSri ∪ SSbt

26: if BSpi = ∅ or Stronger(BSri , BSpi , Ti) = BSri then
27: BSpi ← BSri

28: if cycle(ri) = false then
29: if SSpi = ∅ or Stronger(SSri , SSpi , Ti) = SSri then
30: SSpi ← SSri

Stronger(A, B, Ti) returns the strongest between two sets of literals, A and B, ac-
cording to preference ordering Ti. A literal ak is preferred to literal bj , if Ck precedes
Cl in Ti. The strength of a set is determined by the the least preferred literal in this set.

Stronger(A, B, Ti)
1: if ∃bj ∈ B: ∀ak ∈ A: Ck has lower rank than Cj in Ti then
2: Stronger = A
3: else if ∃ak ∈ A: ∀bj ∈ B: Cj has lower rank than Ck in Ti then
4: Stronger = B
5: else
6: Stronger = None

Example (continued). Given a query about ring1, P2P DR proceeds as follows. It
fails to compute an answer based on C1’s local theory, and uses rules rm

14 and rm
15 to

compute an answer for ¬lecture1. Using the local rules of C2, C3 and C4, it computes
positive answers for classtime2, location RA2013 and¬class activity4 respectively,
determines that both rm

14 and rm
15 are applicable, and computes their Supportive Sets:

SSrm
14

= {class2,location RA2013} and SSrm
15

= {¬class activity4}. As C4 precedes
C2 in T1, P2P DR determines that SSrm

15
is stronger, computes a positive answer for

¬lecture1, and eventually (using rule rl
11) returns a positive answer (true) for ring1.

5.2 Properties of the Algorithm

Below, we describe formal properties of P2P DR regarding its termination, soundness
and completeness w.r.t. the argumentation framework and complexity. The proofs for
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the following propositions are available at www.csd.uoc.gr/∼bikakis/thesis.pdf. Propo-
sition 1 is a consequence of the cycle detection process within the algorithm.

Proposition 1. The algorithm is guaranteed to terminate returning one of the values
true, false and undefined as an answer for the queried literal.

Proposition 2 associates the answers produced by P2P DR with the concepts of justi-
fied and rejected literals.

Proposition 2. For a Multi-Context System C and a literal pi in C, P2P DR returns:

1. Anspi = true iff pi is justified in C
2. Anspi = false iff pi is rejected in C
3. Anspi = undefined iff pi is neither justified nor rejected in C

Propositions 3 and 4 are consequences of two states that we retain for each context,
which keep track of the results for all incoming and outgoing queries. The worst case
that both propositions refer to is when all rules of Ci contain either pi (the queried
literal) or ∼ pi in their head and all system literals in their bodies.

Proposition 3. The total number of messages exchanged between the system contexts
for the evaluation of a query is, in the worst case, O(n × ∑

P (n, k)), where n stands
for the total number of literals in the system,

∑
expresses the sum over k = 0, 1, ..., n,

and P (n, k) stands for the number of permutations with length k of n elements. In case,
there are no loops in the global knowledge base, the number of messages is polynomial
to the size of the global knowledge base.

Proposition 4. The number of operations imposed by one call of P2P DR for the
evaluation of a query for literal pi is, in the worst case, proportional to the number of
rules in Ci, and to the total number of literals in the system.

6 Conclusion

This paper proposes a totally distributed approach for contextual reasoning in Ambi-
ent Intelligence, based on representing context knowledge of ambient agents as context
theories in a Multi-Context System, and reasoning with the available knowledge us-
ing arguments. Using a total preference ordering on the system contexts, our approach
enables resolving all conflicts that arise from the interaction of contexts through their
mappings. The paper also presents a distributed algorithm for query evaluation that
implements the proposed argumentation framework, and studies its formal properties.

Our ongoing work involves: (a) studying alternative methods for conflict resolu-
tion, which differ in the way that agents evaluate the imported context information; (b)
adding non-monotonic features to the local context theories to support uncertainty in
the local context knowledge; (c) extending our approach to support overlapping vocab-
ularies, which will enable different contexts to use elements of common vocabularies
(e.g. URIs); and (d) implementing real-world applications of our approach in Ambient
Intelligence environments.
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