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Abstract. The widely used K-means clustering deals with ball-shaped
(spherical Gaussian) clusters. In this paper, we extend the K-means clus-
tering to accommodate extended clusters in subspaces, such as line-
shaped clusters, plane-shaped clusters, and ball-shaped clusters. The
algorithm retains much of the K-means clustering flavors: easy to imple-
ment and fast to converge. A model selection procedure is incorporated
to determine the cluster shape. As a result, our algorithm can recognize
a wide range of subspace clusters studied in various literatures, and also
the global ball-shaped clusters (living in all dimensions). We carry ex-
tensive experiments on both synthetic and real-world datasets, and the
results demonstrate the effectiveness of our algorithm.

1 Introduction

Data clustering is useful to discover patterns in a large dataset by grouping
similar data points into clusters. Traditionally a cluster is viewed as a spherical
(ball-shaped) data distribution and therefore is often modeled with mixture of
Gaussians. For high dimensional data, sometimes an extended cluster may live in
a subspace with much smaller dimension, i.e., it deviates away from a spherical
cluster very significantly (Figures 1-5 in Section 5 illustrate various subspace
clusters). This type of subspace clusters is difficult to discover using traditional
clustering algorithms (e.g., K-means).

Here, we begin with an observation on the key difficulty of subspace clustering.
We believe the main difficulty with subspace clustering is the exact definition of
clusters. If a cluster lives in a subspace, but is not extended significantly, this type
of clusters can be handled by traditional algorithms such as K-means. However,
if a cluster has an extended size in limited dimensions, (e.g., an extended plane
in 5-dimensional space), it becomes a subspace cluster. Thus the difficulty is how
to model an extended cluster.

In this paper, we propose a new clustering algorithm to handle clusters with
extended shapes. Our approach is a distance-minimization based approach, much
like the standard K-means clustering algorithm. This approach can be cast in
the framework of mixture clustering with Expectation and Maximization steps.

In the following, we discuss the related work in Section 2. In section 3 we propose
several distance minimization based models to describe extended cluster objects
and derive the optimal solutions to these cluster models (Sections 3.2-3.5). We
discuss the model selection issue in section 3.6. Extensive illustrative examples
are given in Section 4.
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One strong feature of our K-subspace algorithm is that it also accommodates
ball-shaped clusters which live in all dimensions, in addition to the subspace
clusters. In other words, our K-subspace algorithm is a comprehensive clustering
algorithm, in contrast to many previous subspace clustering algorithms which
are specifically tailored to find subspace clusters.

Clusters come in all shapes and sizes. Consider an elongated ball cluster which
is in-between a line-shaped cluster and a ball-shaped cluster. Our algorithm tries
to model it in both ways and automatically determine the best way to model it.
An algorithm specifically designed for seeking subspace clusters would have to
incorporate certain threshold to define whether it meets the criteria for subspace.
This specific subspace clustering search algorithm goes in contradiction to the
unsupervised nature of clustering.

Our K-subspace algorithm, on the other hand, retains much of the usual unsu-
pervised learning. It is an extension of K-means algorithm for incorporating the
capability to handle subspace clusters. For these reasons, we run our algorithm
on an extensive list of datasets and compare with many existing clustering algo-
rithms. Results are presented in Section 5. The new algorithm outperforms many
existing algorithms, due to its capability to model a larger number of different
cluster shapes. Conclusions are given in Section 6.

2 Related Work

Current study of subspace clustering mainly follows two general approaches [20].:
(1) bottom-up search methods such as Clique [3], enclus [6], mafia [14], cltree [18],
and DOC [21]; and (2) top-down search methods including COSA [I3], Proclus
[1], ORCLUS [2], Findit [25], and d-clusters [27]. The bottom-up approaches use
the monotonicity of density to prune subspaces by selecting those subspaces with
densities above a given threshold, and they often cover clusters in various shapes
and sizes. However, the clustering results are much dependent on the density
threshold parameter, which can be very difficult to set properly. The top-down
approaches integrate clustering and subspace selection by multiple iterations of
selection and feature evaluation. The required iterations of clustering are very
expensive and often cause slow performance. In addition to the poor efficiency,
the top-down approaches are bad at finding hyper-spherical clusters due to the
nature of using cluster centers to represent similar instances. Other recent works
include GPCA [24], Oriented K-windows [23], Weighted K-means [30], adaptive
subspace clustering [17] etc.

Adaptive dimension reduction, which attempts to adaptively find the subspace
where clusters are most well-separated or well-defined, has also been proposed.
Recent work in [IT] combines linear discriminant analysis (LDA) and K-means
clustering in a coherent way where K-means is used to generate cluster labels
and LDA is used to select subspaces. Thus the adaptive subspace selection is
integrated with the clustering process. Spectral clustering (e.g., Normalized Cut
algorithm) and nonnegative matrix factorization (NMF) are also able to discover
arbitrarily shaped clusters. It has been shown that spectral clustering can be
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viewed as a weighted version of Kernel K-means, and NMF is proved to be
equivalent to spectral clustering [10].

In our work, we extend K-means algorithm to K-subspace algorithm, which
handles not only clusters living in all dimensions but also subspace clusters,
while retaining the simple and fast implementation of K-means clustering.

3 K-Subspace Clustering Model

3.1 The Distance Minimization Clustering Model

The distance minimization clustering model can be represented as:

min { min _Dist(x;, Ck) (1)
H,0 < [1<k<K

where H is the cluster indicator matrix, 6 is a parameter in the optimization,
X; is a data point, Cf is the k — th cluster, and

Dist(x;,Cx) = —logProb(x;; Ci).

Note Prob(x;;C) < 1 and a common choice of the individual probability is the
full Gaussian distribution using Mahalanobis distance.
This minimization can be equivalently written as

K
min J =Y Y Dist(x;, Cy) 2)
{Ck} k=1i€Cy,
Clearly for K-means clustering,
Dist(xi, Cr) = ||x: — cx||” (3)

The K-subspace clustering model utilizes the distance minimization model. In
this paper we consider only linear subspaces: 1D line-shaped (rod-like) subspace,
2D plane-shaped (slab-like) subspace, etc. The model also accommodates the
ball-shaped clusters. Our main contribution here is to show that these subspace
cluster models can be rigorously defined and efficiently computed. To our knowl-
edge, this approach is novel and this type of analysis and results have not been
previously investigated and obtained.

3.2 Line-Shaped Clusters

How to represent a line-shaped cluster Cy? A line is defined by a point in space
and a unit direction. Let the point be ¢ and the unit direction be a;. A data
point x can be decomposed as a parallel component

xI = ay [af(x —cg)]
and a perpendicular component

xt = (x —cx) —xl
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We define the distance between the data point x and cluster C} as the perpen-
dicular distance between the point and the line:

Dist(x,Cx) = |Ix || = [|x — cx — aay||” (4)

where
a=(x—cp) a. (5)

Computing model parameters. Given a set of data points in the cluster, and
assuming they are described by a line, how do we compute the model parameters

(Ck, ak)?
We minimize the total distance (dispersion) of the cluster:

min Z Dist(x;,Ck) = Z [|xi — ¢k — aakH2 (6)

OBk O, ieCy
It turns out that the model parameters can be computed in a surprisingly simple
way':

Theorem 1. Let

X =[x %Y, x()] (7)
be the data points in Ck. Compute the principal component analysis (PCA) of
them, and let uy be the first principal direction. Let the centroid of C be

OB .
X\ = Chl Z X;i. (8)

ieCy,

Then the global optimal solution to the minimization problem of Eq.(d) is
given by
c=x" a=u. 9)

Proof. We wish to minimize Eq.(@]) which is

min J; = Z [|(I — arai )(xi — ci)||? (10)

Ok Bk ieC
k

by substituting Eq. () into Eq.(@).
Using ||A||? = Tr(AT A), we have

Jp=Tr Z [(xi — )" (I — agay )" (I — axay, ) (xi — cx)] (11)

i€Cy
Because (I — agal )T (I —agal) = M is a semi-positive definite matrix, .J; is a
convex function of ci. Its global minima is given by the zero- gradient condition:

_AA

0
8ck

Z Z(Mck — MX-L')

i

Thus Mc, = Mx™®. Clearly,c, = x* is the solution. In general, M is non-
deficient andc; = x* is the unique solution. When M is deficient, ¢, = % is
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still a correct solution, but it is not the unique solution. Because aj, is a unit
vector,(I — azal)T (I — aga} ) = (I — azaf). Thus

Ji = Tr(I — azay) )X,

where

E=1) (i —er)(xi —cx)’]

i€C)
is the sample covariance matrix. Now minimization for a; becomes

min J; = Tr (I — aay, )X = const — a;. Yay, (12)
ag

This is equivalent to maxa, aj Yay, whose solution is the first principle direction,
because X' is the covariance matrix. O

3.3 Plane-Shaped Clusters

A 2D plane is defined by a point in space and two unit directions. Let ci be the
point, and a, by be the two unit directions. A data point x can be decomposed
as a parallel component (lying inside the plane)

x!l = ap[af (x — ck)] + bi[b} (x — cx)]

assuming the two unit directions are orthogonal: af b, = 0. And the perpendic-

ular component

xt = (x—cp) —x.

We define the distance between the data point x and cluster C}, as the perpen-
dicular distance between the point and the plane:

Dist(x,Cr) = HXLHQ =||x—cr —car — Bka2 (13)

where
a=x—-ci)ay, f=(x—ci) b (14)

Clearly, we can extend this to 3D and higher dimensional subspace clusters.

Computing model parameters. Given a set of data points in the cluster. As-
suming they are described by a plane, how do we compute the model parameters
(Ck, ag, bk)?
We minimize the dispersion (total distance) of the cluster:
min Z Dist(x;,Cy) = Z ||xi — cx — cay — byl (15)

cp,ay,b
koBkoBk e, i€C),

As one might have expected, the solution is given by PCA.

Theorem 2. Compute the (PCA) of X*) of Eq.(@) to obtain the first two
principal directions (uj,u;). Compute the centroid as in Eq.(®). The optimal
solution to Eq.(TH) is given by

(k)

c=x", a=ui, b=us. (16)
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Proof. We outline the proof here by pointing out the main difference from the

proof for Theorem 1.
We wish to minimize Eq.(I3]) which is

min J; = Y ||(I —azai —bybi)(x; —cx)|” (17)

ok 2k i€Cy,
by substituting Eq.(@) into Eq.([IT). J> can be written as

5= Y (G )" B B ) (18)

where
B = ([ — akaf — bkbz)

Because BT B is a semi-positive definite matrix, Jy is a convex function of cy.
Its global minima is given bycy = x*).

Now focusing on (ak,bg). Since we restrict ajby = 0,and B'B = B =
(I —aral —byb{), the minimization over (ay, bg) becomes

min Jo = Tr (I — azaj, —ayb} )% = const — aj Yay, — bi Tby, (19)

ay,by

The solution for ay is given by the first principal direction u;. Since aiby = 0,
the solution for by, is given by the second principal direction us. O

3.4 3D and Higher Dimensional Planes

Clearly, we can model a subspace cluster using 3D and higher dimensional planes.
The same definitions using the perpendicular distances can be adopted and the
same computational algorithms using PCA can be easily generalized from 1D
and 2D cases.

We can use this in the reverse direction. Suppose we are given a set of data
points, and the question is which dimensions of the subspace cluster we should
choose?

According to Theorem 1 and Theorem 2, we compute PCA of the dispersion
and obtain eigenvalues and eigenvectors. If there is only one significant eigen-
value, this implies that the cluster is a 1D (line-shaped) subspace cluster, then
we set ap = uj. If there are only two significant eigenvalues, it implies that
the cluster is a 2D (plane-shaped) subspace cluster, then we set a = u; and
b;c = U3.

In general, if there are k significant eigenvalues, then the cluster is likely a
k-dimensional (kD plane) subspace cluster. For this cluster, we need k vectors
(kp parameters, where p = dimension of data space) to describe it.

However, to keep the simplicity of cluster modeling to prevent overfitting
with too many parameters, we restrict the cluster dimensions to 2. For higher
dimensions, we use a spherical cluster to describe the cluster, instead of using
the high-dimensional planes which have much more parameters.
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3.5 Spherical Clusters

Although Gaussian mixtures using the EM algorithm can describe more com-
plicated clusters, in practice very often the much simpler K-means clustering
algorithm provides results as good as the mixture models.

This implies two fundamental facts in statistics: (S1) complex functions do
not necessarily perform better (mainly due to overfitting) and (S2) most clusters
are reasonably modeled by the spherical cluster model. In fact, clusters of any
shape can be modeled as spherical clusters if they are reasonably separated.

From (S1), we should not use too many parameters in describing a cluster.
From (S2), we should make use of spherical clusters as much as possible. These
two facts motivate us to consider spherical clusters more carefully, rather than
using 3D or higher dimensional plane-shaped clusters.

A spherical (ball-shaped) data cluster is a global cluster in the sense that it
exists in all dimensions. We adopt it as our K-subspace clustering because not
all clusters in a dataset are subspace clusters.

Then a natural question is: what is the distance between a data point and a
spherical cluster? We could use the distance to the cluster centroid

Dist(xi, Cx) = ||xi — c&l|® (20)

as in K-means clustering. If all clusters in the dataset are spherical clusters, the
problem is reduced to the usual K-means clustering.

However, we wish to measure the distance between a data point to the cluster,
not to the cluster center. In the case of the line-shaped cluster, the point-cluster
distance is the perpendicular distance, i.e., data point x to the closest data points
on the line. In the case of the plane-shaped cluster, the point-cluster distance is
the perpendicular distance, i.e., data point x to the closest data points on the
plane.

For these reasons, we define the point-cluster distance for spherical clusters to
be the distance between the data point and the closest data point on the sphere.
For this we introduce

Dist(xi, Cx) = max (0, |[x; — cx|[* = no?) (21)

where 77 > 0 is an input parameter. This distance assumes that the data points
inside the cluster are located in the spherical surface of radius /noy. Thus
Dist(x;,C) is the distance of a outside data point to this spherical surface.
Setting = 1, assuming Gaussian distribution, there will be about 69% data
points inside this surface. Setting n = 0, the distance metric is reduced to the
distance to the cluster center. In practice, we set n ~ 0.2 ~ 0.5.

Computing model parameters. To compute the model parameter ci, we
optimize the dispersion of Cj

min Z max (0, [|xi — CkH2 - 7701%) (22)
°k {cCy
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which, by substituting the variance, is
min 37 max [ 0,[x —exl* 1 3 [ - el (23)
k 1€C JECEL

The max(-) is not differentiable and thus difficult to handle analytically. We use
the following continuous function to handle it:

1
max(u,v) = . lim log(e™ +¢e™") (24)
Thus we minimize )
J3(ck) = Z lim logf(7, %3, Ck) (25)
: T T—00
1€Cy
where
o) =1 R il 26
f(r,xi,e) = 1+exp | 7l[xi — cxl| T"]; |1x; — cxl| (26)
k

Taking the derivative w.r.t. cg, we have

8J3 (Ck) 26f

. n
= lim ch—xi— | > (ek—x,) (27)
el f
e ieCy, l+e ereh
Note 0
. 2e . n
dim o =200 —cil* > n Z 1% — el |? (28)
JECK
2670 . n
dim o =0 [ - cil|* < n Z 1% — el |? (29)
JECK
Thus we obtain
8J3(Ck) n
aCk = Z Cr —X; — n Z (Ck — X]') (30)
xi> JECEL

where x; denotes the points outside the sphere, i.e., they satisfy Eq.(28). Let
the center for averaging outside points be

L= x / o1 (31)

The final solution to the optimization problem is

_k _k
%8 —-nx
— 32
Ci 1y (32)
where x* is the centroid of Cj. Clearly, as n — 0, X% — x*. Thus this result is
consistent.
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3.6 Model Selection and Computation

In our distance-minimization based clustering model, because we allow each
cluster to be modeled by different models, there is a model selection issue. Given
the data points in Cj as in Eq.([T), which model describes the data best?

We define the model dispersion as

Dispersion(ball) Z max (0, ||x; — CkH2 - T]UZ)»
1€Cy

Dispersion(line) Z ||xi —cr — azakH
i€C,

Dispersion(plane) = Z ||xi — ¢k — czar — ﬂikaZ,
i€C
a; = (x5 — Ck)Tak,Bi = (x; — Ck)Tbk;
We choose the model with the smallest dispersion.

Then we minimize the total distance via the fundamental EM algorithmic
approach. The two steps are the Cluster Assignment step (E-step) and Model
Estimation step (M-step). The Cluster Assignment step is estimating the poste-
rior probability for all data points belonging to different clusters. In our distance
minimization model, for every x;, we assign x; to the closest cluster Cj:

k = arg min Dist(x;, Ck) (33)
1<k<K
With new assignments of {x;} to each cluster, in the model estimation step we

re-estimate the model parameters using the computational procedure described
in §2.1, §2.2 and §2.4.

4 Illustrative Examples

To demonstrate the effectiveness of the K-subspace clustering in extended clus-
ters, we give the following examples. In the following figures, points with different
colors belong to different clusters.

Two lines in 3-D space: 50 points along two straight lines are generated
randomly in 3-D space as shown in Figure 1(a).

A line and a 2-D plane in 3-D space: 50 points along a straight line and
300 points in a 2-D plane are generated randomly in the 3-D space as shown in
Figure 2(a).

Two 2-D planes in 3-D space: 300 points in each 2-D plane are generated
randomly in the 3-D space as shown in Figure 3(a).

A Line, a 2-D plane and a sphere in 3-D space: 50 points along a
straight line, 300 points in a 2-D plane, and 400 points in the surface of a sphere
are generated randomly in the 3-D space as shown in Figure 4a.

Four clusters in 3-D space: Points with four clusters, each of which exists
in just two dimensions with the third dimension being noise [20]. Points from two
clusters can be very close together, which confuses many traditional clustering
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(a) Original Data (b) K-means Results (C) K-subspace Results

Fig. 1. Example (I): Two Lines in 3-D Space

(a) Original Data (b) K-means Results (C) K-subspace Results

Fig. 2. Example (II): Line-Plane in 3-D Space

(a) Original Data (b) K-means Results (C) K-subspace Results

Fig. 3. Example (III): Plane-Plane in 3-D Space

(b) K-means Results (C) K-subspace Results

Example (IV): Line-Plane-Ball in 3-D Space

(a) Original Data (b) K-means Results (C) K-subspace Results

Fig. 5. Example (V): Four clusters in 3-D Space

515
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algorithms. The first two clusters exist in dimensions x and y. The data forms a
normal distribution with means 0.6 and -0.6 in dimension x and 0.5 in dimension
y, and standard deviations of 0.1. In dimension z, these clusters have y = 0 and
o = 1. The second two clusters are in dimensions y and z and are generated in
the same manner. The data is illustrated in Figure 5a.

As you can observe from these figures, K-means algorithm has difficulties in
dealing with subspace clusters. However, our K-subspace algorithm is a com-
prehensive clustering algorithm, which can recognize a wide range of subspace
clusters and is also able to discover the global sphere clusters.

5 Experimental Results

In this section, we conduct comprehensive experiments to evaluate the effective-
ness of the K-subspace clustering method. We use both synthetic datasets and
real-world datasets. The purpose of using synthetic data is that the detailed
cluster structures are known, hence we can evaluate K-subspace with different
factors such as cluster structures and sizes systematically. And we believe that
those cluster structures do exist in real world applications. We use accuracy [12]
and normalized mutual information (NMI) [22] as performance measures.

5.1 Experiments on Synthetic Datasets

Dataset Generation. Synthetic datasets are generated by using the algorithm
proposed by Milligan [I5]. The clusters are non-overlapping and truncated mul-
tivariate normal mixtures. Subspace structures are embedded in the synthetic
datasets. Basically the dimension with clustering structures (called cluster di-
mensions) is created based on a cluster length chosen from a uniform distribu-
tion. The mean and standard deviation of the cluster on this dimension can be
derived from this cluster length. The dimension without clustering structures
(called noise dimensions) is created from a uniform distribution in some gener-
ated range. Thus cluster dimensions and noise dimensions are independent from
each other. The data points are assigned to the cluster if they are within 1.5
standard deviation of every cluster dimension of this cluster. The number of
points that are assigned to each cluster are determined as following: From the
range [a, a+d] where a,d > 0, we choose k numbers { Py, - - -, P, } uniformly, and
k is the number of clusters. Then, the number of points belonging to the cluster
118 nzlj "Pj, where n is the total number of data points.

Results on Synthetic Datasets. Three sets of experiments are conducted
on synthetic datasets: (1) We fix the number of data points and dimensional-
ity and investigate the clustering performance of k-subspace as a function of the
number clusters. (2) We fix the number of clusters and dimensionality and inves-
tigate the clustering performance of K-subspace as a function of the number of
points. (3) We fix the number of clusters and points and investigate the clustering
performance of K-subspace as a function of the number of dimensionality.
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“w 0 20 40 50

30
uuuuuuuuuu s Number of Clusters

(a) Accuracy (b) NMI

Fig. 6. Clustering performance comparison on synthetic dataset (I). Remark: the num-
ber of data points is 1000; the dimensionality of the data is 500; and the number of
clusters changes from 10 to 50.

1000 1250 1500
Number of Clusters

(a) Accuracy (b) NMI

Fig. 7. Clustering performance comparison on synthetic dataset (IT). Remark: the num-
ber of clusters is 30; the dimensionality of the data is 1000; and the number of data
points changes from 500 to 1500.

750 o 1250 500 500 750 1000 1250 1500
"""""" lusters

(a) Accuracy (b) NMI

Fig. 8. Clustering performance comparison on synthetic dataset (III). Remark: the
number of clusters is 30; the number of data points is 1000; and the dimensionality of
the data changes from 500 to 1500.

We compare the K-subspace clustering algorithm with three other algorithms:
(1) Standard K-means algorithm; (2) LDA-Km algorithm [I1]: an adaptive sub-
space clustering algorithm by integrating linear discriminant analysis (LDA) and
K-means clustering into a coherent process. (3) PCA+K-means clustering algo-
rithm: PCA is firstly applied to reduce the data dimension followed by K-means
clustering. The results are shown in Figure[6] Figure[d and Figure[8 respectively.
We observe that: (1) LDA-Km outperforms K-means and PCA+K-means since
it integrates adaptive subspace selection with clustering process. (2) K-subspace
outperforms LDA-Km and achieves the best results among all the methods. This
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is due to the fact that K-subspace clustering can recognize a wide range of sub-
space clusters and also global spherical clusters (living in all dimensions). (3) The
clustering performance of K-subspace clustering decreases gradually as the num-
ber of clusters increases (as in Figure[d]), and its performance does not vary much
as the number of points and dimensions increase (shown in Figure[fland Figure[g)).

5.2 Experiments on Real-World Datasets

Dataset Description. We use a wide range of real-world datasets in our ex-
periments as summarized in Table [ The number of classes ranges from 4 to
20, the number of samples ranges from 47 to 7494, and the number of dimen-
sions ranges from 9 to 1000. These datasets represent applications from different
domains such as information retrieval, gene expression data and pattern recog-
nition. The summary of the datasets is as follows: (1) Five datasets including
Digits, Glass, Protein, Soybean, and Zoo are from UCI data repository [B]. (2)
Five datasets including CSTR, Log, Reuters, WebACE, and WebKB are stan-
dard text datasets that have been frequently used in document clustering. The
documents are represented as the term vectors using vector space model. These
document datasets are pre-processed (removing the stop words and unnecessary
tags and headers) using rainbow package [19]. The dataset descriptions can be
found in [12].

Table 1. Dataset Descriptions

Datasets # Samples # Dimensions # Class

CSTR 475 1000 4
Digits 7494 16 10
Glass 214 9 7
Protein 116 20 6
Log 1367 200 8
Reuters 2900 1000 10
Soybean 47 35 4
WebACE 2340 1000 20
WebKB 4199 1000 4
Zoo 101 18 7

Results on Real Datasets. On the five datasets from UCI data repository, we
compare the K-subspace clustering algorithm with standard K-means algorithm,
LDA-Km algorithm, PCA+K-means clustering algorithm, and Spectral Cluster-
ing with Normalized Cuts (Ncut) [28]. We use normalized cut since it has been
shown that weighted Kernel K-means is equivalent to the normalized cut [§]. The
implementation of Ncut is based on [28] and the variance of the Gaussian similar-
ity is determined using local scaling as in [29]. The results are shown in Figure
9(a) and Figure 9(b). On the text datasets, besides the above three alterna-
tive clustering methods, we also compare K-subspace algorithm with the follow-
ing algorithms: (i) Non-negative Matrix Factorization (NMF) method [I6]; (ii)
Tri-Factorization Method (TNMF) [12]; (iii) Euclidean co-clustering (ECC) and
minimum squared residue co-clustering (MSRC) algorithms [7]. Note that NMF
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Table 2. Clustering accuracy comparison on text datasets

K-means PCA+K-means LDA-Km K-Subspace ECC MSRC NMF TNMF Ncut

WebACE 0.4081 0.4432 0.4774 0.5158 0.4081 0.5021 0.4803 0.4996 0.4513
Log 0.6979 0.6562 0.7198 0.7696  0.7228 0.5655 0.7608 0.7527 0.7574
Reuters 0.436 0.3925 0.5142 0.6426  0.4968 0.4516 0.4047 0.4682 0.4890
CSTR 0.5210 0.5630 0.5630 0.6555 0.5945 0.6513 0.5945 0.6008 0.5435
WebKB  0.5951 0.6354 0.6468 0.8583 0.5210 0.5165 0.4568 0.6094 0.6040
| : m m m I-H
UG Datasets Uei Datasets

(a) Accuracy (b) NMI

Fig. 9. Clustering comparison on UCI data

has been shown to be effective in document clustering [260] and Tri-Factorization
(TNMF) is an extension of NMF [12]. Both ECC and MSRC are document co-
clustering algorithms that are able to find blocks in a rectangle document-term
matrix. Co-clustering algorithms generally perform implicit dimension reduction
during clustering process [9]. The comparison results on text datasets are shown
in Table 2

From the comparisons, we observe that: (1) On most datasets, PCA+K-
means outperforms K-means due to the pre-processing by PCA. (2) Co-clustering
algorithms (ECC and MSRC) generally outperform K-means since they are per-
forming implicit dimension reduction during the clustering process. (3) NMF
outperforms K-means on most datasets since NMF can model widely varying
data distributions due to the flexibility of matrix factorization as compared to the
rigid spherical clusters that the K-means clustering objective function attempts
to capture [I0]. When the data distribution is far from a spherical clustering,
NMF has advantages over K-means. (4) TNMF provides a good framework for
simultaneously clustering the rows and columns of the input documents. Hence
TNMF generally outperforms NMF on text datasets. (5) The results of spectral
clustering (Ncut) is better than K-means. Note that spectral clustering can be
viewed as a weighted version of Kernel K-means and hence it is able to discover
arbitrarily shaped clusters. The experimental results of Ncut is similar to those
of NMF and TNMF. Note that it has also been shown that NMF is equivalent to
spectral clustering [10]. (6) K-subspace clustering outperforms the other meth-
ods on all datasets. The improvements on Soybean dataset, Reuters dataset, and
WebKB dataset are evident. The comparisons demonstrate the effectiveness of
K-subspace algorithm in modeling different subspaces in real-life datasets.

Besides the above experimental comparisons, we also test the sensitivity of the
parameter 7 introduced in Eq.(21]). Figure [0 shows the clustering performance
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Fig. 10. Effects of n on glass dataset

as a function of n on glass dataset. Unlike many existing subspace clustering
methods as discussed in Section Bl whose performance largely depends on the
parameter tuning, and proper parameters setting in which sometimes are par-
ticularly difficult, we observe that the clustering performance of our K-subspace
algorithm is not very sensitive to the choice of the parameters.

6 Conclusion

We extend the K-means clustering algorithm to accommodate subspace clusters
in addition to the usual ball-shaped clusters. The optimal solutions to subspace
models can be efficiently computed using PCA. We demonstrate that the model
can capture most (if not all) of subspace clusters investigated so far. Running
on synthetic datasets and 10 real life datasets, the K-subspace algorithm out-
performs existing methods due to its increased capability of modeling clusters
of different shapes.

Acknowledgement. The work of D. Wang and T. Li is partially supported by
NSF grants I11S-0546280, CCF-0830659, and DMS-0844513. The work of C. Ding
is partially supported by NSF grants DMS-0844497 and CCF-0830780.

References

1. Aggarwal, C.C., Wolf, J.L., Yu, P.S., Procopiuc, C., Park, J.S.: Fast algorithms for
projected clustering. In: SIGMOD 1999 (1999)

2. Aggarwal, C.C., Yu, P.S.: Finding generalized projected clusters in high dimen-
sional spaces. In: SIGMOD 2000 (2000)

3. Agrawal, R., Gehrke, J., Gunopulos, D., Raghavan, P.: Automatic subspace clus-
tering of high dimensional data for data mining applications. In: SIGMOD 1998
(1998)

4. Bishop, C.M.: Pattern Recognition and Machine Learning. Springer, Heidelberg
(2006)

5. Blake, C.L., Merz, C.J.: UCI repository of machine learning databases (1998)

6. Cheng, C.-H., Fu, A.W., Zhang, Y.: Entropy-based subspace clustering for mining
numerical data. In: SIGKDD 1999 (1999)



10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.
27.
28.

29.
30.

K-Subspace Clustering 521

Cho, H., Dhillon, I., Guan, Y., Sra, S.: Minimum sum squared residue co-clustering
of gene expression data. In: SDM 2004 (2004)

Dhillon, I.S., Guan, Y., Kulis, B.: Kernel k-means: spectral clustering and normal-
ized cuts. In: SIGKDD 2004 (2004)

Dhillon, I.S., Mallela, S., Modha, D.S.: Information-theoretical co-clustering. In:
SIGKDD 2003 (2003)

Ding, C., He, X., Simon, H.: On the equivalence of nonnegative matrix factorization
and spectral clustering. In: SDM 2005 (2005)

Ding, C., Li, T.: Adaptive dimension reduction using discriminant analysis and
k-means ¢ lustering. In: ICML 2007 (2007)

Ding, C., Li, T., Peng, W., Park, H.: Orthogonal nonnegative matrix tri-
factorizations for clustering. In: SIGKDD 2006 (2006)

Friedman, J.H., Meulman, J.J.: Clustering objects on subsets of attributes. Journal
of the Royal Statistical Society: Series B (Statistical Methodology) (2004)

Goil, S., Nagesh, H., Choudhary, A.: Efficient and scalable subspace clustering for
very large data sets. Technical Report CPDC-TR~9906-010, Northwestern Univ.
(1999)

Milligan, G.W.: An algorithm for generating artificial test clusters. Psychome-
trika 50, 123-127 (1985)

Lee, D., Seung, H.: Algorithms for non-negative matrix factorization. In:
NIPS 2001 (2001)

Li, T., Ma, S., Ogihara, M.: Document Clustering via Adaptive Subspace Clsuter-
ing. In: SIGIR 2004 (2004)

Liu, B., Xia, Y., Yu, P.S.: Clustering through decision tree construction. In:
CIKM 2000 (2000)

McCallum, A.K.: Bow: A toolkit for statistical language modeling, text retrieval,
classification and clustering (1996), http://www.cs.cmu.edu/~mccallum/bow
Parsons, L., Haque, E., Liu, H.: Subspace clustering for high dimensional data: A
review. In: SIGKDD Explorations 2004 (2004)

Procopiuc, C.M., Jones, M., Agarwal, P.K., Murali, T.M.: A monte carlo algorithm
for fast projective clustering. In: SIGMOD 2002 (2002)

Strehl, A., Ghosh, J.: Cluster ensembles - a knowledge reuse framework for com-
bining multiple partitions. The Journal of Machine Learning Research (2003)
Tasoulis, D.K., Zeimpekis, D., Gallopoulos, E., Vrahatis, M.N.: Oriented -windows:
A pca driven clustering method. In: Advances in Web Intelligence and Data Mining
(2006)

Vidal, R., Ma, Y., Sastry, S.: Generalized principal component analysis (GPCA).
In: CVPR 2003 (2003)

Woo, K.-G., Lee, J.-H., Kim, M.-H., Lee, Y.-J.: Findit: a fast and intelligent sub-
space clustering algorithm using dimension voting. Information and Software Tech-
nology (2004)

Xu, W, Liu, X., Gong, Y.: Document clustering based on non-negative matrix
factorization. In: SIGIR 2003 (2003)

Yang, J., Wang, W., Wang, H., Yu, P.: d-clusters: Capturing subspace correlation
in a large data set. In: ICDE 2002 (2002)

Yu, S.X., Shi, J.: Multiclass spectral clustering. In: ICCV 2003 (2003)
Zelnik-manor, L., Perona, P.: Self-tuning spectral clustering. In: NIPS 2005 (2005)
Zhang, Q., Liu, J., Wang, W.: Incremental subspace clustering over multiple data
streams. In: ICDM 2007 (2007)


http://www.cs.cmu.edu/~mccallum/bow

	K-Subspace Clustering
	Introduction
	Related Work
	K-Subspace Clustering Model
	The Distance Minimization Clustering Model
	Line-Shaped Clusters
	Plane-Shaped Clusters
	3D and Higher Dimensional Planes
	Spherical Clusters
	Model Selection and Computation

	Illustrative Examples
	Experimental Results
	Experiments on Synthetic Datasets
	Experiments on Real-World Datasets

	Conclusion



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




