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Editorial

If two individuals get together and exchange a dollar, they each 
walk away with a dollar. If the same individuals get together and 

 exchange an idea, they both walk away with two ideas. 

~Thomas Jefferson 

The quote by Thomas Jefferson gets at the very heart of what this edited book is all 
about. This is a platform to share ideas. Our contributors, the authors of carefully 
selected and peer revived Chapters, are academics, educators, and practitioners who 
are pursuing a course of study, research and implementation of Artificial Intelligence 
(AI) and Knowledge Management (KM). They are at the forefront of exploring ways 
to integrate AI and KM. This book serves as a way for them to connect with others by 
sharing strategies, ideas, models, approaches that they have successfully implemented 
in their own environments and case studies. 

The Editors of this book, acting over the last decade as Editors and Associate Edi-
tors for a number of international journals and book series in the general area of com-
plex intelligent systems and knowledge management, as well as Chairs and Co-Chairs 
of several conferences in this field, have had the exciting opportunity to closely  
witness and to be actively engaged in the emerging research area of Knowledge Man-
agement (KM).  Today, an enterprise at its core can be considered "intelligent enter-
prise" converting information and knowledge resources into some useful form of the 
end product.  This is a new paradigm which creates enormous challenges for research-
ers in the new millennium.  The purpose of this book is to address some of these  
challenges, especially those related to smart management of knowledge. 

A desire to come to grips with KM has become an area of interest both commer-
cially and academically in recent years primarily as a consequence of the technologi-
cal revolution.  Our ability as a society to manage our existing knowledge base has 
become the benchmark by which we are able to move forward and expand our knowl-
edge horizons.  The expression “avoid re-inventing the wheel” has become the catch 
cry justification for KM principals.  Knowledge builds on knowledge, and managing 
existing knowledge availability feeds the growth of future knowledge.  Acquisition of 
knowledge, through smart transformation of information, can make the difference 
between the success and failure of a company in the competitive environment of 
global economy and knowledge society. Recent studies have established that the aims 
of KM research have to look for: (a) reducing the gap between theory and practice, 
and thus providing well-established knowledge strategies, tools and procedures for 
decision makers, and (b) achieving holistic research which integrates a number of the 
diverse perspectives of researchers and practitioners. The Chapters of our book pursue 
these aims with excellent precision – they bridge the gap between academic propositions 
and real life requirements by integrating different perspectives of theoretical probing 
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and actuality. The book adds significantly to the development and application of intel-
ligent knowledge management techniques and technologies for a complex systems 
environment in which industries have to efficiently perform their day-to-day opera-
tions.  These are frontier technologies which have enormous potential to transfer 
global industries to knowledge based philosophy as required in the age of information 
society and global economy.  The ability to transform information into knowledge, 
and then to use it in the decision making processes, contributes in a substantial way to 
intelligence understood as the ability to act appropriately in uncertain environments.  
This book focuses on the area of smart information use in studying and understanding 
of knowledge generation, maintenance, and usage. 

The first Chapter of the book titled Learning Automata-based Solutions to Stochas-
tic Nonlinear Resource Allocation Problems and authored by Ole-Christoffer Granmo 
and B. John Oommen, deals with computational intelligence aspect of solving hard 
and complex problems for which finding optimal solution through traditional ap-
proaches becomes infeasible. The Authors focus their deliberations on the family of  
Knapsack Problems (KP), the sub-set of NP-hard problems and show how Learning 
Automata approach can be used to produce fast and accurate solutions to randomized 
versions of the KP. Thee presented approach is illustrated with comprehensive ex-
perimental results demonstrating its superiority over the previous state-of-the-art 
schemes. The next Chapter titled Neural Networks in Model Predictive Control is
authored by Maciej  Lawrynczuk and addresses the issues of real-life efficiency and 
applications of  advanced control technique called MPC (Model Predictive Control) 
for  which neural models are used on-line. The Author provides very comprehensive 
discussion of a number of MPC related issues including model structure selection, 
training, and stability. The paper recommends computationally efficient algorithms 
which use on-line linearization of the neural model and demonstrates that they are 
favorable regarding the outcomes in comparison to those obtained when nonlinear 
optimisation is used on-line in MPC. The ideas presented are supported by illustrative 
examples considering the control of a chemical process. The paper clearly sets the 
direction for future developments in the area of smart advanced control and prediction 
that have an excellent potential of abundance of real life applications. The following 
Chapter is titled Application of a Multi-domain Knowledge Structure: The Decisional 
DNA and is authored by Cesar Sanín, Leonardo Mancilla-Amaya, Edward Szczerbicki 
and Paul CayfordHowell. This Chapter presents three case studies of the implementa-
tion of knowledge engineering platform developed by the Authors. It explains, in a 
comprehensive and at the same time very practical way, cases of collecting formal 
decision events, that is, decisional experience from: geothermal energy development 
process, renewable energy case, and net income evaluation issue and uses this infor-
mation for the construction of decisional chromosomes viewed as building blocks of 
Decisional DNA. Decisional DNA and the Set of Experience were applied as a novel 
and innovative knowledge representation structure for gathering experiences for each 
case studied in the Chapter.  The recorded experiences were then implemented in an 
ontology structure with reflexivity characteristics in order to use it as a tool for deci-
sion making processes that can substantially enhance different real life systems with 
prediction capabilities and facilitate knowledge engineering processes embedded in 
decision making. In conclusion of the Chapter the Authors discuss the future research 
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directions and challenges related to the idea of Decisional DNA further development 
and potential applications. The subsequent Chapter Intelligent-based Mobility Models 
for Data Management in Wireless Sensor Networks is authored by Samer Hanoun and 
Saeid Nahavandi. The Authors propose Wireless Sensor Networks (WSNs) as power-
ful and efficient means for fine grained monitoring in different  classes of real life 
applications that can be run over extended periods of time at a very low cost. Intelli-
gent-based models taking into consideration the network runtime conditions are pro-
posed by the Authors to overcome the problem the data latency in the network the 
sensors' energy consumption levels. All existing and proposed models are thoroughly 
discussed providing the reader with the most comprehensive insight into the possible 
solutions available in this domain. The models are additionally compared considering 
various metrics and design goals. The Chapter concludes with directions of further 
research in this dynamically evolving area of data management. In the following 
Chapter titled Abductive Inference Based Approach to DSS Designing for Project 
Portfolio Planning the Authors Grzegorz Bocewicz and Zbigniew A. Banaszak pro-
pose their reference model for smart project planning. This innovative  model  em-
ploys Constraint Programming (CP) paradigm describing both an enterprise and a set 
of project-like production orders. In addition, the model includes consumer orders 
requirements and available production capabilities providing a powerful formal 
framework allowing the user to develop a class of decision support systems aimed at 
interactive production process planning cases that can be subjected to multi-project 
environment constraints. The proposed concept of a context dedicated constraint satis-
faction problem is a new, cutting edge formal framework for developing  smart task 
oriented Decision Support Tool for Project Portfolio Prototyping setting the direction 
for further research in the emerging area of  development of designing of dedicated 
and interactive decision support systems. The next Chapter titled CSP Techniques for 
Solving Combinatorial Queries within Relational Databases by Malek Mouhoub and 
Chang Feng  addresses the area of relational databases that became the most signifi-
cant practical platform for data management implementations and query searching. In 
particular the Authors present a new modeling solution to overcome the problem of 
conventional relational database systems often failing to obtain answers to the combi-
natorial query efficiently. The model proposed by the Authors of this Chapter  
integrates the Constraint Satisfaction Problem (CSP) framework into the database 
systems. The Authors compare the response time performance of their presented CSP-
based model with the traditional way of handling combinatorial queries by conducting 
several experiments on large size databases. The presented results are very promising 
and show the superiority of the approach presented in this Chapter comparing to the 
traditional one. In conclusion the Authors define a very clear path for future research 
in this area with the aim of further reduction of processing time. The Chapter that 
follows is titled Predictive Capabilities of Adaptive and Evolutionary Fuzzy Cognitive 
Maps -A Comparative Study and authored by Wojciech Froelich and Przemyslaw 
Juszczuk. The Authors introduce Fuzzy Cognitive Maps (FCMs) a a new, efficient, 
and user friendly graph based representation of decision processes. After comprehen-
sive introduction and state-of-the-art literature review in the field, the focus of the 
Chapter is directed towards comparative study of adaptive and evolutionary FCMs 
based on type of learning that is applied.  Then the Authors propose an approach 
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where diverse learning methods are applied to the same prediction problem and use 
the effectiveness of prediction as a quality measure to evaluate the trained FCMs. The 
ultimate goal of this research is to develop real life application recommendations 
regarding the particular method that should be used for a given prediction problem. 
The presented approach is illustrated with an example of weather conditions predic-
tion problem. The next Chapter is titled An Architecture for the Semantic Enhance-
ment of Virtual Engineering Applications and is authored by Carlos Toro, Manuel 
Graña, Jorge Posada, Cesar Sanín and Edward Szczerbicki. This Chapter introduces 
the  exciting field of Virtual Engineering (VE)  defined as the integration of geometric 
models and related engineering tools  within a computerized environment that facili-
tates multidisciplinary and collaborative product development. The Authors propose 
their own novel  architecture for the semantic enhancement of Virtual Engineering 
Applications (VEA) through the  embedded Virtual Engineering Tools that they de-
veloped. The proposed architecture follows a User-Intention-Domain schema and 
makes use of state of the art technologies like the Set of Experience Knowledge Struc-
ture and the Reflexive Ontologies in order to enhance user experience with VEA. 
Conclusions of this Chapter include future directions of this innovative research area. 
The following Chapter titled Effective Backbone Techniques for Ontology Integration
is authored by Trong Hai Duong, Ngoc Thanh Nguyen, and Geun Sik Jo. The Authors 
of this Chapter introduce a novel approach to ontology integration that reduces com-
putational complexity related to traditional approaches based on similarity measure-
ments between ontological entities.  This new approach starts with introduction of an 
enriched ontology model for formal ontological analysis that facilitates development 
of ontologies with a clean and untangled taxonomic structure. The Authors propose 
importance and types of concepts for priority matching and direct matching between 
concepts. Identity-based similarity replaces comparisons of all properties related to 
each concept, while matching between concepts, and thus reduces the computational 
complexity. The proposed approach reduces also number of conflicts in ontology 
integration making it an important development in the area of knowledge engineering.  
The Chapter that follows is titled Cluster Analysis in Personalized E-learning Systems
and is authored by Danuta Zakrzewska.  To enhance the performance of an e-learning 
system, the Author focuses on ways of improving adaptation of such systems. The 
Chapter introduces an approach in which cluster analysis is applied to arrive at student 
groupings according to their dominant learning styles and usability preferences. The 
Author develops cluster-based smart student model in which personalized teaching 
paths as well as information content organization are adjusted according to different 
requirements. Presented in the Chapter research efforts focus on developing clustering 
technique that guarantees clusters of good quality and fulfils tutor requirements at the 
same time. Such technique was developed and proposed by the Author.  The tech-
nique is based on novel approach to clustering thresholds which decide about cluster 
qualities. The approach is illustrated with informative examples and Chapter conclu-
sions define comprehensive path of further research in this area of intelligent tools 
development to support e-learning processes. The next Chapter titled Agent-based 
Modelling and Analysis of Air Traffic Organisations is authored by Alexei  
Sharpanskykh. It introduces a comprehensive concept of developing a smart formal 
agent-based organisational model of an Air Traffic Organisation (ATO) accounting 
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for typical strong structural and behavioural complexities that present a challenge both 
for modelling and analysis of such an organisation. The Author develops and justifies 
an automated approach for modelling and analysis of complex ATOs. The presented 
approach is illustrated by a case study in which ATO’s tasks related to movement of 
aircraft on the ground and to safety occurrence reporting are considered. Conclusions 
of the Chapter outline further research needs in this area. The Chapter that follows is 
titled Identification of Contact Conditions by Active Force Sensing and is authored by 
Takayoshi Yamada, Tetsuya Mouri, Nobuharu Mimura, Yasuyuki  Funahashi, and   
Hidehiko  Yamamoto.  The Authors introduce and discuss the problem of parameter 
identification of contact conditions between an object grasped by a robot and its envi-
ronment. They propose an algorithm distinguishing four contact types and verify its 
effectiveness through numerical examples. The advantages and the novelty  of the 
proposed approach are discussed and it is shown that the method worked out by the 
Authors is applicable to the identification of the contact conditions in a variety of 
tasks, including the contact between  grasped object and an external environment, the 
contact between grasped object and each finger of a robot hand, the contact between a 
manipulated object and each arm of a humanoid robot, and the contact between a floor 
surface and each foot of a legged robot. The last Chapter of this selection is titled 
Modelling User-Centric Pervasive Adaptive Systems  – The REFLECT Ontology  and 
is authored by Gerd Kock, Marko Ribari , and Nikola Šerbedžija. The Authors aim is 
to supplement current smart systems with supportive behaviour in terms of doing what 
the users want, i.e.  feel and desire in a seamless and personalized way. They propose 
an innovative and  novel approach to reach this goal by introducing reflective technol-
ogy that strives for simplicity offering a generic software/hardware solution for a wide 
range of application domains, ranging from vehicular, home ambient up to the embed-
ded real-time systems. Implementation and application issues are thoroughly discussed 
by the Authors who finish the Chapter by prpviding directions for further research in 
this exciting area of intelligent systems development and implementation. 

The briefly introduced above Chapters of this book represent a sample of an effort  
to provide guidelines to develop tools for smart processing of knowledge and informa-
tion that is available to decision makers acting in information rich environments of our 
knowledge based society.  The guide does not presume to give ultimate answers but it 
poses models, approaches, and case studies to explore, explain and address the com-
plexities and challenges of modern KM issues.   

Ngoc Thanh Nguyen 
Wroclaw University of Technology, Wroclaw, Poland 

Edward Szczerbicki 
Gdansk University of Technology, Gdansk, Poland 
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Learning Automata-Based Solutions to
Stochastic Nonlinear Resource Allocation

Problems

Ole-Christoffer Granmo1 and B. John Oommen2,�,��

1 Dept. of ICT, University of Agder, Grimstad, Norway
2 School of Computer Science, Carleton University, Ottawa, Canada

Abstract. “Computational Intelligence” is an extremely wide-ranging
and all-encompassing area. However, it is fair to say that the strength of
a system that possesses “Computational Intelligence” can be quantified
by its ability to solve problems that are intrinsically hard. One such class
of NP-Hard problems concerns the so-called family of Knapsack Prob-
lems, and in this Chapter, we shall explain how a sub-field of Artificial
Intelligence, namely that which involves “Learning Automata”, can be
used to produce fast and accurate solutions to “difficult” and randomized
versions of the Knapsack problem (KP).

Various increasingly complex versions of the KP have been discussed
in the literature. The most complex of these is probably the stochastic
Nonlinear Fractional Knapsack Problem (NFKP), which is a randomized
version of the Fractional Knapsack Problem (FKP). The FKP concerns
filling a knapsack of fixed volume with a mixture of n materials so as
to attain a maximal value, where each material is characterized by its
value per unit volume. Although the original problem can be posed in
such abstract terms, we shall, at the outset, argue that it can be used to
model a host of real-life problems.

This Chapter introduces two novel solutions to the stochastic NFKP
which involve a Team of deterministic Learning Automata (LA). The first
solution is referred to as the decentralized Learning Automata Knapsack
Game (LAKG). Using the general LA paradigm, this scheme improves
a current solution in an online manner, through a series of informed
guesses which move towards the optimal solution. The second solution is
a completely new on-line LA system, namely, the Hierarchy of Twofold
Resource Allocation Automata (H-TRAA) whose primitive component
is a Twofold Resource Allocation Automaton (TRAA). The Chapter for-
mally states the convergence properties of the TRAA and the H-TRAA,
and also presents empirical results demonstrating “computationally in-
telligent” properties which are superior to those possessed by the tradi-
tional estimation-based methods.

Keywords: Nonlinear Knapsack Problems, Hierarchical Learning, Learn-
ing Automata, Stochastic Optimization, Resource Allocation.
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2 O.-C. Granmo and B.J. Oommen

1 Introduction

1.1 Chapter Overview

There are numerous problems that are intrinsically hard. There are also problems
for which the solution space is combinatorially explosive, and so searching for
an optimal solution by a brute-force search becomes infeasible. It is exactly
here that a researcher or developer seeks an “intelligent” solution, whereby one
can attain to a good or almost-optimal solution without having to execute an
unreasonably large number of computations.

A question which has been posed rhetorically since the earliest days of Artifi-
cial Intelligence (AI) is that of inferring whether a proposed solution or system
can be truthfully called “intelligent”. AI researchers and practitioners are willing
to assert that a system or algorithm possesses “Computational Intelligence” if it
can solve such intrinsically hard problems and “quickly” come up with an accept-
able solution. One such class of NP-Hard problems concerns the so-called family
of Knapsack Problems, and these have been studied by scientists in Computer
Science and Operations Research for almost half a century.

In this Chapter, we shall explain how a sub-field of AI, namely that which
involves Learning Automata (LA), can be used to produce fast and accurate
solutions to “difficult” and randomized versions of the Knapsack problem (KP).
To be more specific, we are concerned with a generalization of the Fractional
Knapsack Problem1 (FKP) which involves filling a knapsack of fixed volume
with a mixture of n materials so as to attain a maximal value, where each
material is characterized by its own value per unit volume. In particular, we shall
concentrate on the stochastic Nonlinear Fractional Knapsack Problem (NFKP),
which is a randomized version of the FKP.

The goal of this Chapter is to present accurate and efficient LA-based solu-
tions2 to solve the NFKP.

1.2 Motivation of Application-Domain Problems

In a multitude of real-world situations, resources must be allocated based on
incomplete and noisy information. However, in many cases, such incomplete and
noisy information render traditional resource allocation techniques ineffective. As
mentioned, we consider problems that can be modeled in terms of the stochastic
NFKP, informally described above.

With regard to applications, we argue that a solution to the stochastic NFKP
can be effectively applied to (at least) two resource allocation problems dealing
with the world-wide web. The first real-life problem relates to resource allocation
1 All of these problems will be formally described in a subsequent section. Also, al-

though the original problem can be posed in such abstract terms, we shall, at the
outset, argue that it can be used to model a host of real-life problems including those
related to the world-wide web.

2 Due to space limitations, the details of the proofs of the properties reported here
will be omitted.
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Fig. 1. Web page changes occurring over time. An ’x’ on the time-lines denotes that
the respective web page has changed. Observe that the occurrence of this event is not
observable to the outside world unless the web page is polled.

in web monitoring so as to optimize information discovery when the polling ca-
pacity is constrained. The second problem concerns allocating limited sampling
resources in a “real-time” manner with the purpose of estimating multiple bino-
mial proportions. This is the scenario encountered when the user has to evaluate
multiple web sites by accessing a limited number of web pages, and the propor-
tions of interest are the fraction of each web site that is successfully validated
by an HTML validator.

The world wide web is an extremely vast resource-thirsty field, which probably
consumes a major portion of the computing resources available today. Search-
ing, updating and examining web-pages is, undoubtedly, one of the primary tasks
currently done by both individuals and companies. This, in turn, leads to numer-
ous extremely interesting real-life resource allocation and scheduling problems,
such as the two problems mentioned above, i.e., the “Web polling” problem, and
the optimal sampling problem.

Web Polling. Web page monitoring consists of repeatedly polling a selection of
web pages so that the user can detect changes that occur over time. Clearly, as
this task can be prohibitively expensive, in practical applications, the system
imposes a constraint on the maximum number of web pages that can be polled
per unit of time. This bound is dictated by the governing communication band-
width, and by the speed limitations associated with the processing. Since only a
fraction of the web pages can be polled within a given unit of time, the problem
which the system’s analyst encounters is one of determining which web pages are
to be polled. In such cases, a reasonable choice of action is to choose web pages
in a manner that maximizes the number of changes detected, and the optimal
allocation of the resources involves trial-and-error. As illustrated in Fig. 1, web
pages may change with varying frequencies (that are unknown to the decision
maker), and changes appear more or less randomly. Furthermore, as argued else-
where, [1,2], the probability that an individual web page poll uncovers a change
on its own decreases monotonically with the polling frequency used for that web
page.

Optimal Sampling. The second problem which we study in this chapter, is the
fascinating problem of learning distributions when the number of “Classes” is
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Fig. 2. The figure shows three sets S1, S2 and S3 containg elements of two classes ‘x’
and ‘o’. Since S1 is homogenous and contains elements of only one class (‘x’), a single
sample is sufficient to determine this. Sets S2 and S3 are non-homogenous, although
the proportions of the classes in each is different. The problem involves determining
how the sampling is to be done when the proportions are unknown.

large, and the number of elements (i.e., data points) per class is also large, but
when the resources available are limited. In particular, we concentrate on meth-
ods which are forced to resort to sampling techniques because of the cardinalities
of the set of classes, and of the set of data points per class.

The problem studied can be stated as follows: We consider the case when the
user is presented with ‘n’ sets of data points, S1, S2, . . . , Sn (see Fig. 2). The set
Si has Ni points drawn from two classes {ω1, ω2}. A random sample in set Si

belongs to ω1 with probability ui and it belongs to ω2 with probability 1−ui. The
problem we study involves estimating {ui} for i = 1, 2, . . . n. However, to render
the problem both meaningful and non-trivial, we assume that we are allowed to
sample a maximum of only c points from the sets, {Si}, and thus we have to
determine how samples must be drawn (with replacement) from each set so that
we can obtain both accurate and efficient estimates of {ui}. The purpose is to
make the estimates as accurate as possible, and so, we will here pursue the goal
of minimizing the variance of the proportion estimates when the total number
of samples available for estimating the proportions is restricted to c.

The problem we study is exactly the one encountered when, for instance, the
task at hand is to determine the proportion of a web site that is successfully
validated by an HTML validator [3] and/or a WCAG accessibility validator [4],
and that n web sites are to be evaluated by only accessing c web pages.

Again, the problem becomes intriguing when the underlying distributions are
unknown, which often is the case when dealing with the world wide web. Indeed,
dealing with the web introduces further complexity to the problem in focus
because web data is becoming increasingly dynamic, and is possibly relevant



Learning Automata-Based Solutions 5

for only a limited period of time as it either rapidly changes, gets replaced, or
becomes part of the deep web3.

Although this problem is quite general, we shall proceed to solve it by sug-
gesting that it falls within the model of knapsack-based problems.

1.3 Formal Formulation of Knapsack-Based Problems

We first formulate, in a fairly general setting, a set of knapsack-based problems
that are, in actuality, related to the web-polling and optimal sampling problems.
Indeed, we address one such model which can be translated into a family of
problems as below:

Imagine that you have to allocate a limited amount of time among
n different activities. The problem is such that spending a time instant
on an activity randomly produces one of two possible outcomes — the
time instant is either spent “fruitfully” or “unfruitfully”. In this generic
setting, your goal is to maximize the expected amount of fruitfully spent
time. Unfortunately, you are only given the following information regard-
ing the activities:
1. Each instant of time spent on an activity has a certain probability of

being fruitful, and
2. This probability decreases with the amount of time spent on the ac-

tivity.
To render the problem even more realistic, you do not have access to the
probabilities themselves. Instead, you must rely on solving the problem
by means of trial-and-error, i.e., by attempting different allocations, and
observing the resulting random outcomes.

Instances of the above problem can be formulated as instantiations of the Stochas-
tic Non-linear Fractional Equality Knapsack (NEFK) Problem as clarified ear-
lier [5, 1,2], and as further explained below.

In order to appreciate the qualities of the Stochastic NEFK Problem, it is
beneficial to view the problem in the light of the classical linear Fractional
Knapsack (FK) Problem, which is what we shall do now.

1.3.1 Related Foundational Problems

The Linear Fractional Knapsack (FK) Problem: The linear FK problem is
a classical continuous optimization problem which also has applications within
the field of resource allocation. The problem involves n materials of different
value vi per unit volume, 1 ≤ i ≤ n, where each material is available in a certain
amount xi ≤ bi. Let fi(xi) denote the value of the amount xi of material i,
i.e., fi(xi) = vixi. The problem is to fill a knapsack of fixed volume c with the
material mix x = [x1, . . . , xn] to yield a maximal value for

∑n
1 fi(xi) [6].

3 Data from the deep web is dynamically produced in response to a direct request,
usually involving a searchable database.
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The Nonlinear Equality FK (NEFK) Problem: One important extension
of the above classical problem is the Nonlinear Equality FK problem with a sep-
arable and concave objective function. The problem can be stated as follows [7]:

maximize f(x) =
∑n

1 fi(xi)
subject to

∑n
1 xi = c and ∀i ∈ {1, . . . , n}, xi ≥ 0.

Since the objective function is considered to be concave, the value function
fi(xi) of each material is also concave. This means that the derivatives of the
material value functions fi(xi) with respect to xi, (hereafter denoted f ′

i), are
non-increasing. In other words, the material value per unit volume is no longer
constant as in the linear case, but decreases with the material amount, and so
the optimization problem becomes:

maximize f(x) =
∑n

1 fi(xi), where fi(xi) =
∫ xi

0
f ′

i(xi)dxi

subject to
∑n

1 xi = c and ∀i ∈ {1, . . . , n}, xi ≥ 0.

Efficient solutions to the latter problem, based on the principle of Lagrange
multipliers, have been devised. In short, the optimal value occurs when the
derivatives f ′

i of the material value functions are equal, subject to the knapsack
constraints [8, 9]:

f ′
1(x1) = · · · = f ′

n(xn)∑n
1 xi = c and ∀i ∈ {1, . . . , n}, xi ≥ 0.

The Stochastic NEFK Problem: In this chapter we generalize the above
nonlinear equality knapsack problem. First of all, we let the material value per
unit volume for any xi be a probability function pi(xi). Furthermore, we consider
the distribution of pi(xi) to be unknown. That is, each time an amount xi of ma-
terial i is placed in the knapsack, we are only allowed to observe an instantiation
of pi(xi) at xi, and not pi(xi) itself. Given this stochastic environment, we intend
to devise an on-line incremental scheme that learns the mix of materials of max-
imal expected value, through a series of informed guesses. Thus, to clarify issues,
we are provided with a knapsack of fixed volume c, which is to be filled with a
mix of n different materials. However, unlike the NEFK, in the Stochastic NEFK
Problem the unit volume value of a material i, 1 ≤ i ≤ n, is a random quantity
— it takes the value 1 with probability pi(xi) and the value 0 with probability
1− pi(xi), respectively. As an additional complication, pi(xi) is nonlinear in the
sense that it decreases monotonically with xi, i.e., xi1 ≤ xi2 ⇔ pi(xi1 ) ≥ pi(xi2).

Since unit volume values are random, we operate with the expected unit
volume values rather than the actual unit volume values themselves. With this
understanding, and the above perspective in mind, the expected value of the
amount xi of material i, 1 ≤ i ≤ n, becomes fi(xi) =

∫ xi

0
pi(u)du. Accordingly,

the expected value per unit volume4 of material i becomes f ′
i(xi) = pi(xi).

4 We hereafter use f ′
i(xi) to denote the derivative of the expected value function fi(xi)

with respect to xi.
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In this stochastic and non-linear version of the FK problem, the goal is to fill
the knapsack so that the expected value f(x) =

∑n
1 fi(xi) of the material mix

contained in the knapsack is maximized as below:

maximize f(x) =
∑n

1 fi(xi), where fi(xi) =
∫ xi

0 pi(u)du, and pi(xi) = f ′
i(xi),

subject to
∑n

1 xi = c and ∀i ∈ {1, . . . , n}, xi ≥ 0.

A fascinating property of the above problem is that the amount of information
available to the decision maker is limited — the decision maker is only allowed to
observe the current unit value of each material (either 0 or 1). That is, each time
a material mix is placed in the knapsack, the unit value of each material is pro-
vided to the decision maker. The actual outcome probabilities pi(xi), 1 ≤ i ≤ n,
however, remain unknown. As a result of the latter, the expected value of the
material mix must be maximized by means of trial-and-error, i.e., by experi-
menting with different material mixes and by observing the resulting random
unit value outcomes.

1.3.2 State-of-the-Art
To the best of our knowledge, prior to our work reported in [2], the stochastic
NEFK problem was not addressed in the literature before. However, several stud-
ies on related problems have been reported. For example, the works of [10, 11]
consider solution policies for stochastic generalizations of the so-called NP-hard
linear integer knapsack problem. In these papers, value distributions were con-
sidered known and constant, making dynamic programming a viable solution.
Another variant of the knapsack problem is found in [12] where a deterministic
knapsack is used, however, with objects arriving to and departing from the knap-
sack at random times. The optimization problem considered was to accept/block
arriving objects so that the average value of the knapsack is maximized.

The first reported generic treatment of the stochastic NEFK problem itself can
be found in [2]. Various instantiations of the problem have, however, appeared
sporadically, particularly within the web monitoring domain. In these latter in-
stantiations, the unknown parameters are estimated by means of a tracking phase
where web pages are polled mainly for estimation purposes [13, 14]. One major
disadvantage of such an approach is that the parameter estimation phase signif-
icantly delays the implementation of an optimal solution. This disadvantage is
further aggravated in dynamic environments where the optimal solution changes
over time, introducing the need for parameter re-estimation [5].

With regard to the particular application domain, recent approaches to re-
source allocation in web monitoring attempt to optimize the performance of the
system when the monitoring capacity is restricted [13, 14]. The principle cited
in the literature essentially invokes Lagrange multipliers to solve a nonlinear
equality knapsack problem with a separable and concave objective function [7].
Thus, for example, a basic web monitoring resource allocation problem may in-
volve n web pages that are updated periodically, although with different periods.
Clearly, each web page can be polled with a maximum frequency - which would
result in a sluggish system. The problem which we study involves determining
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the web page polling frequencies (i.e., how often each web page is accessed by
the monitoring system) so as to maximize the number of web page updates
detected. Observe that this must be achieved without exceeding the available
monitoring capacity — e.g., the maximum number of web pages that can be ac-
cessed per unit of time as dictated by the governing communication bandwidth
and processing speed limitations.

In contrast to the above approaches, we base our work on the principles of
Learning Automata (LA) [15, 16]. LA have been used to model biological sys-
tems [17], and have attracted considerable interest in the last decade because
they can learn the optimal actions when operating in (or interacting with) un-
known stochastic environments. Furthermore, they combine rapid and accurate
convergence with low computational complexity.

1.4 Contributions of This Chapter

The contributions of this chapter are the following:

1. We present the first reported solution to the Stochastic NEFK Problem
in which the material values per unit volume are stochastic with unknown
distributions.

2. We present the Learning Automata Knapsack Game (LAKG), which is the
first reported solution to the Stochastic NEFK Problem which uses a team
of LA operating in a multi-dimensional Environment.

3. We present the first reported solutions to the Polling Frequency Determina-
tion problem and to the so-called Sample Size Determination problem when
modelled in unknown stochastic settings.

4. We report the first analytical results for schemes that solve the Stochas-
tic NEFK Problem using a formal asymptotically optimal solution to the
Stochastic NEFK Problem.

5. We propose a novel scheme for the two-material resource allocation prob-
lem, namely, the Twofold Resource Allocation Automaton (TRAA). From
the perspective of LA, the TRAA, in itself, is the first reported LA which is
artificially rendered ergodic.

6. We report the first hierarchical solution to the Stochastic NEFK Problem,
based on a hierarchy of TRAAs, namely, the H-TRAA.

7. We verify empirically that the H-TRAA provides orders of magnitude faster
convergence when compared to the LAKG.

As a result of the above contributions, we believe that the LAKG and H-TRAA are
the first reported viable and realistic strategies for solving the optimal web-polling
problem. Indeed, they can also be used for other problems involving the optimal
allocation of sampling resources in large scale web accessibility assessment [3].

2 Overview of Non-LA Solutions

In order to put our work in the right perspective, we first provide a brief review
of the concepts and the solution found in [2] - which are also relevant for more
“primitive” variants of the knapsack problem.
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As indicated in the introduction, solving the classical linear FK problem in-
volves finding the most valuable mix x∗ = [x∗

1, . . . , x
∗
n] of n materials that fits

within a knapsack of fixed capacity c. The material value per unit volume for
each material i is given as a constant vi, and each material is available in a
certain amount xi ≤ bi, 1 ≤ i ≤ n. Accordingly, the value of the amount xi of
material i, fi(xi) = vixi, is linear with respect to xi. In other words, the deriva-
tive of fi(xi) — i.e., the material value per unit volume — is fixed: f ′

i(xi) = vi.
Because a fraction of each material can be placed in the knapsack, the following
greedy algorithm from [6] finds the most valuable mix: Take as much as possi-
ble of the material that is most valuable per unit volume. If there is still room,
take as much as possible of the next most valuable material. Continue until the
knapsack is full.

Let us now generalize this and assume that the material unit volume values
are random variables with constant and known distributions. Furthermore, for
the sake of conceptual clarity, let us only consider binary variables that either
instantiate to the values of 0 or 1. Since the unit volume values are random, let pi

denote the probability of the unit volume value vi = 1 for material i, 1 ≤ i ≤ n,
which means that the probability of the unit volume value vi = 0 becomes
1 − pi. With some insight, it becomes evident that under such conditions, the
above greedy strategy can again be used to maximize the expected value of the
knapsack, simply by selecting the material based on the expected unit volume
values, E[vi] = 0 × (1 − pi) + 1 × pi, rather than actual unit volume values.

The above indicated solution is, of course, inadequate when the pi’s are un-
known. Furthermore, the problem becomes even more challenging when the pi’s
are no longer constant, but rather depend on their respective material amounts
xi, 1 ≤ i ≤ n. Let pi(xi) denote the probability that the current unit volume
value of material i is vi = 1, given that the amount xi has already been placed in
the knapsack. Then, the expected value per unit volume of material i, 1 ≤ i ≤ n,
becomes E[vi] = 0 × [1 − pi(xi)] + 1 × pi(xi) = pi(xi), and accordingly, the ex-
pected value of the amount xi becomes fi(xi) =

∫ xi

0 pi(u)du.
Our aim, then, is to find a scheme that moves towards optimizing the following

NEFK problem on-line:

maximize f(x) =
∑n

1 fi(xi), wherefi(xi) =
∫ xi

0 pi(u)du, and pi(xi) = f ′
i(xi),

subject to
∑n

1 xi = c and ∀i ∈ {1, . . . , n}, xi ≥ 0.

Note that we allow only instantiations of the material values per unit volume
to be observed. That is, each time an amount xi of material i is placed in the
knapsack, an instantiation vi at xi is observed.

Because of the above intricacies, we approach the problem by relying on in-
formed material mix guesses, i.e., by experimenting with different material mixes
and learning from the resulting random unit volume value outcomes. We shall
assume that xi is any number in the interval (0, 1). The question of generalizing
this will be considered later. The crucial issue that we have to address, then, is
that of determining how to change our current guesses on xi, 1 ≤ i ≤ n. . We
shall attempt to do this in a discretized manner by subdividing the unit interval
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into N points { 1λ

Nλ , 2λ

Nλ , . . . , (N−1)λ

Nλ , 1}, where N is the resolution of the learning
scheme and λ > 0 determines the linearity of the discretized solution space5. We
will see that a larger value of N will ultimately imply a more accurate solution
to the knapsack problem.

3 A Nonlinear Knapsack Game of Finite Automata

3.1 Details of the LAKG Solution

At the heart of our scheme is a game between n finite automata that interact
with a Scheduler and a stochastic Environment. Fig. 3 provides an overview of
this interaction, and is explained below.

1. Stochastic Environment: The Environment consists of a set of stochastic
material unit volume value functions F ′ = {F ′

1(x1), F ′
2(x2), . . . , F ′

n(xn)}. If
amount xi of material i is suggested to the Environment, F ′

i (xi) takes the
unit volume value v′i = 0 with probability p0

i (xi) and the unit volume value
v′i = 1 with probability p1

i (xi). In addition, the Environment provides a
signal φ indicating whether the knapsack is full:

φ =
{

True If
∑n

i=1 xi ≥ c
False Otherwise

2. Scheduler: The Scheduler takes material amounts x = [x1, . . . , xn] as its
input. The purpose of the Scheduler is:
(a) To render accesses to the stochastic Environment sequential, and
(b) To make sure that the unit volume value functions F ′

1(x1), F ′
2(x2), . . . ,

F ′
n(xn) are accessed with frequencies proportional to x.

The reader should note that our scheme does not rely on accessing the unit
volume value functions sequentially with frequencies proportional to x for
solving the knapsack problem. However, this restriction is obviously essential
for solving the problem incrementally and on-line (or rather in a “real-
time” manner). For the sake of simplicity, we choose to access the functions
randomly by sampling them from a probability distribution proportional
to x.

3. The Team of Learning Automata: Each material i is assigned a finite
fixed structure automaton LAi with the states 1, . . . , N . Let the current
state of the automaton LAi be si(t). When the automaton acts, it suggests
the amount xi(t) = si(t)

λ

Nλ of material i to the Scheduler, which, in turn,
interacts with the stochastic Environment. Assume that v′i(t) and φ(t) are
the resulting feedback from the stochastic Environment. Then the state of
the automaton is updated as follows:

si(t + 1) := si(t) + 1 If v′i(t) = 1 and 1 ≤ si(t) < N and not φ(t)
si(t + 1) := si(t) − 1 If v′i(t) = 0 and 1 < si(t) ≤ N and φ(t)
si(t + 1) := si(t) Otherwise.

5 The importance of this parameter will become evident in Sect. 5 and Sect. 6 where
empirical results are presented.
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Fig. 3. The Team of Learning Automata interacting with a Scheduler and an unknown
stochastic Environment.

Notice that although the above state updating rules are deterministic, be-
cause the knapsack is stochastic, the state transitions will also be stochastic.

The purpose of the above LA game is to form a stochastic competition between
the n automata so that the competition directs the automata towards the optimal
solution. In essence, the competition is governed by two situations:

1. There is still room for more material in the knapsack, and
2. The knapsack is full.

In the first situation, the competition consists of increasing the material amount
guesses as quickly as possible. However, a guess xi can only be increased when the
corresponding unit volume value function F ′

i (xi) instantiates to 1. Accordingly,
if p1

i (xi) < p1
j(xj) for material i and j, then automaton j will have an edge

in the competition. The second situation is the opposite of the first one. In
the second situation, each automaton i decreases its material amount guess xi

whenever the corresponding unit volume value function F ′
i (xi) instantiates to 0.

Accordingly, if p1
i (xi) < p1

j (xj) for material i and j, then automaton i will have
an edge, rather than automaton j. Operating simultaneously, the two situations
of the competition are designed to stochastically move the current allocation
of materials towards the knapsack capacity, with the aim of approaching the
optimal expected knapsack value.

Note that because each automaton LAi acts (e.g., polls a web page) with an
average frequency proportional to xi(t), the Fi’s are accessed with a frequency
corresponding to the current knapsack solution. In other words, our scheme
actually applies the current solution when seeking its improvement. As we will
see in Sect. 5 and Sect. 6 the latter property permits us to use the scheme
incrementally and on-line.
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4 A Hierarchy of Twofold Resource Allocation LA
(H-TRAA)

Before we describe the system which incorporates a hierarchy of LA, we shall first
explain the structure and operation of the primitive unit, namely, the Twofold
Resource Allocation Automaton (TRAA), which is specifically designed for the
two-material problem. We shall then show how a collection of TRAAs can be
networked using a tree-topology, to yield a solution for the mutli-material case.

4.1 Details of the TRAA Solution

We first present our LA based solution to two-material Stochastic NEFK Prob-
lems. The two-material solution forms a critical part of the hierarchical scheme
for multiple materials that is presented subsequently. As illustrated in Fig. 4,
our solution to two-material problems constitutes of three modules:

1. A Stochastic Environment
2. The TRAA itself, and
3. An Earliest Deadline First (EDF) Scheduler.

We first detail each of the three modules, before we analyze the overall feedback
connection between them. Finally, we state that the TRAA that we have devel-
oped in this section is asymptotically optimal for two-material Stochastic NEFK
Problems.

Stochastic Environment: The Stochastic Environment for the two-material case
is characterized by (a) The capacity c of the knapsack, and (b) Two material
unit volume value probability functions p1(x1) and p2(x2).

In brief, if the amount xi of material i is suggested to the Stochastic Environ-
ment, the Environment replies with a unit volume value vi = 1 with probability

ix (t + 1)

EDF Scheduler

x (t)i

iv (t)

,1 21 }2{p (x ) p (x )

Stochastic
Environment

Allocation Automaton
Binary Resource

3.

2.

1.

Fig. 4. The Twofold Resource Allocation Automaton (TRAA) interacting with a
Scheduler and an unknown Stochastic Environment.
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pi(xi) and a unit volume value vi = 0 with probability 1 − pi(xi), i ∈ {1, 2}.
It should be emphasized that to render the problem both interesting and non-
trivial, we assume that pi(xi) is unknown to the TRAA.

Twofold Resource Allocation Automaton (TRAA): The scheme which attempts
to learn the optimal allocation x∗ = [x∗

1, x
∗
2] can be described as follows. A finite

fixed structure automaton with the states s(t) ∈ {1, 2, . . . , N} is used to decide
the allocation of resources among the two materials. Let the current state of
the automaton be s(t). Furthermore, let qs(t) refer to the fraction s(t)

N+1 , and
let rs(t) refer to the fraction: 1 − qs(t). Then the automaton’s current guess is
x = [qs(t), rs(t)].

If the Stochastic Environment tells the automaton that the unit volume value
of material i is vi(t) at time t, the automaton updates its state as follows:

s(t + 1) := s(t) + 1 If rand() ≤ rs(t) and vi(t) = 1 (1)
and 1 ≤ s(t) < N and i = 1

s(t + 1) := s(t) − 1 If rand() ≤ qs(t) and vi(t) = 1 (2)
and 1 < s(t) ≤ N and i = 2

s(t + 1) := s(t) Otherwise (3).

Fig. 5 shows the resulting stochastic transition graphs for resolution N = 5.
The upper graph shows the transitions for feedback from the Stochastic Envi-
ronment on material 1, and the graph below shows the transitions for feedback
on material 2. Notice how the stochastic state transitions are designed to offset
the learning bias introduced by accessing the materials with frequencies propor-
tional to x = [qs(t), rs(t)]. Also observe that the overall learning scheme does
not produce any absorbing states, and is accordingly ergodic, thus supporting
dynamic environments. The effect of these properties is analysed in the next
subsection.

Finally, after the automaton has had the opportunity to change its state, it
provides output to the EDF Scheduler. That is, it outputs the material amounts
x = [qs(t+1), rs(t+1)] that have been changed.
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Fig. 5. The stochastic transition graphs of a TRAA with resolution N = 5.
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Earliest Deadline First (EDF) Scheduler: The Scheduler takes material amounts
x = [x1, . . . , xn] as its input (for the two-material case the input is x = [x1, x2]).
The purpose of the Scheduler is (a) To provide accesses to the Stochastic Envi-
ronment in a sequential manner, and (b) To make sure that the unit volume value
functions are accessed with frequencies proportional to x. The reader should note
that our scheme does not rely on accessing the unit volume value functions se-
quentially with frequencies proportional to x for solving the knapsack problem.
However, this restriction is obviously essential for solving the problem incremen-
tally and on-line (or rather in a “real-time” manner). Note that since it, in some
cases, may be essential to access each unit volume value function with a constant
period and not randomly (for example, in the earlier-alluded-to problem which
analyzes web page polling), we use the Earliest Deadline First (EDF) Scheduling
to access the functions according to x.

The analysis of the TRAA follows.

Stochastic NEFK Problem Solution and Analysis of the TRAA
Solution. We now characterize the optimal solution to a Stochastic NEFK
Problem. Thereafter, we analyze the feedback connection of the TRAA and the
Stochastic Environment — we claim that the TRAA is asymptotically optimal
in the sense that it can find material allocations arbitrarily close to the solution
of the Stochastic NEFK Problem.

Lemma 1. The material mix x = [x1, . . . , xn] is a solution to a given Stochastic
NEFK Problem if (1) the derivatives of the expected material amount values are
all equal at x, (2) the mix fills the knapsack, and (3) every material amount is
positive, i.e.:

f ′
1(x1) = · · · = f ′

n(xn)∑n
1 xi = c and ∀i ∈ {1, . . . , n}, xi ≥ 0.

��
The above lemma is based on the well-known principle of Lagrange Multipliers
[8, 9], and its proof is therefore omitted here for the sake of brevity. Instead,
we will start by analyzing the two-material problem and the TRAA. Multiple
TRAAs will then be organized in a hierarchy with the aim of tackling n-material
problems.

For the two-material problem, let x∗ = [x∗
1, x

∗
2] denote a solution, as defined

above. Note that since x∗
2 can be obtained from x∗

1, we will concentrate on
finding x∗

1.

Theorem 1. The TRAA solution scheme specified by (1)–(3) is asymptotically
optimal.

Proof. The proof of the result is quite intricate and involves a detailed analysis
of the underlying Markov chain. It is omitted in the interest of brevity, but can
be found in [18]. ��
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4.2 Details of the H-TRAA Solution

In this section we propose a hierarchical scheme for solving n-material prob-
lems. The scheme takes advantage of the TRAA’s ability to solve two-material
problems asymptotically, by organizing them hierarchically.

Construction of Hierarchy. The hierarchy of TRAAs, which we hereafter will
refer to as the H-TRAA, is constructed as follows6. First of all, the hierarchy is
organized as a balanced binary tree with depth D = log2(n). Each node in the
hierarchy can be related to three entities: (1) a set of materials, (2) a partitioning
of the material set into two subsets of equal size, and (3) a dedicated TRAA
that allocates a given amount of resources among the two subsets.

Root Node: The hierarchy root (at depth 1) is assigned the complete set of ma-
terials S1,1 = {1, . . . , n}. These n materials are partitioned into two disjoint
and exhaustive subsets of equal size: S2,1 and S2,2. An associated TRAA,
T1,1, decides how to divide the full knapsack capacity c (which, for the sake
of notational correctness will be referred to as c1,1) among the two subsets.
That is, subset S2,1 receives the capacity c2,1 and subset S2,2 receives the
capacity c2,2, with c2,1 + c2,2 = c1,1. Accordingly, this TRAA is given the
power to prioritize one subset of the materials at the expense of the other.

Nodes at Depth d: Node j ∈ {1, . . . , 2d−1} at depth d (where 1 < d ≤ D)
refers to: (1) the material subset Sd,j, (2) a partitioning of Sd,j into the
subsets Sd+1,2j−1 and Sd+1,2j, and (3) a dedicated TRAA, Td,j. Observe
that since level D +1 of the H-TRAA is non-existent, we use the convention
that SD+1,2j−1 and SD+1,2j refer to the primitive materials being processed
by the leaf TRAA, TD,j . Assume that the materials in Sd,j has, as a set,
been assigned the capacity cd,j. The dedicated TRAA, then, decides how to
allocate the assigned capacity cd,j among the subsets Sd+1,2j−1 and Sd+1,2j .
That is, subset Sd+1,2j−1 receives the capacity cd+1,2j−1 and Sd+1,2j receives
the capacity cd+1,2j , with cd+,2j−1 + cd+1,2j = cd,j .

At depth D, then, each individual material can be separately assigned a fraction
of the overall capacity by way of recursion, using the above allocation scheme.

Interaction of the H-TRAA with EDF Scheduler and Environment. As in the
single TRAA case, the H-TRAA interacts with an EDF Scheduler, which sug-
gests which unit volume value function pi(xi) to access next. A response is then
generated from the Stochastic Environment using pi(xi). This response is given
to all the TRAAs that were involved in determining the material amount xi,
that is, the TRAAs in the hierarchy that have allocated capacacity to a ma-
terial subset that contains material i. Finally, a new candidate material mix
x = [x1, . . . , xn] is suggested by the H-TRAA to the EDF Scheduler.

6 We assume that n = 2γ , γ ∈ N
+, for the sake of clarity. If the number of materials

is less than this, we can assume the existence of additional materials whose values
are “zero”, and who thus are not able to contribute to the final optimal solution.
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Fig. 6. A Hierarchy of Twofold Resource Allocation Automata (H-TRAA) interacting
with a Scheduler and an unknown Stochastic Environment as explained in Example I.

Example I. Consider a 4-material problem. Fig. 6 shows the associated hierarchy,
constructed as described above. At the root level the TRAA T1,1 divides the
knapsack capacity among the two material subsets {1, 2} and {3, 4}, respectively
related to the TRAA T2,1 and T2,2. At the level below, then, the TRAA T2,1

allocates its share of the capacity among material 1 and material 2, while TRAA
T2,2 assigns its share of the capacity to material 3 and material 4. Based on the
present assignment at time t, the EDF Scheduler selects material i, suggesting
the amount xi(t) to the Stochastic Environment. The Stochastic Environment, in
turn, responds with a randomly drawn material unit volume value, vi(t), using
the probability value function pi(xi). By way of example, if i = 3, the latter
feedback is given to TRAAs T1,1 and T2,1, which update their states accordingly,
and the feedback loop continues.

Analysis of the H-TRAA Solution. In the previous section we asserted
that an individual TRAA is asymptotically optimal. We will now consider the
H-TRAA itself and claim its asymptotic optimality. More specifically, we shall
show that if each individual TRAA in the hierarchy has solved its own two-
material problem, a solution to the complete n-material Knapsack Problem has
also been produced.

Theorem 2. Let Td,j be an arbitrary TRAA at level d of the H-TRAA asso-
ciated with the node whose index is j. Then, if every single TRAA, Td,j, in
the H-TRAA has found a local solution with proportions cd+1,2j−1 and cd+1,2j

satisfying

f ′
d+1,2j−1(cd+1,2j−1) = f ′

d+1,2j(cd+1,2j),

the overall Knapsack Problem involving n materials that are hierarchically placed
in log2 n levels of TRAAs, also attains the global optimum solution.
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Proof. The proof of the result is also quite deep. It involves a recursive analysis
of the convergence along the various levels of the tree, and some intricate prob-
ability arguments which maintain the consistency. It is omitted in the interest
of brevity, but can be found in [2]. ��
Remarks: Theorem 2 has some very interesting consequences listed below:

1. The proof of Theorem 2 has tacitly assumed that all the automata have
converged before the global convergence can be asserted. This implies that
the TRAA Td,j is aware of its capacity, and that this is a known quantity
to the TRAAs Td+1,2j−1 and Td+1,2j. In other words, if all the individual
TRAAs converge to their local optimum, Theorem 2 states that the global
optimum is attained. Conceptually, this can pose a small implementation-
related problem. The fact is that the TRAAs of the lower level are converging
even while the TRAA at the higher level is attempting to find its capacity.
Therefore, essentially, the lower level TRAAs are working in a non-stationary
environment. The strategy by which we can resolve this is to ensure that the
higher level automata converge at a slower rate than the lower ones (thus
guaranteeing a certain level of stationarity). In practice, however, we have
observed that if the resolution parameter N is large enough (in the order of
hundreds) the time varying phenomenon is marginal, and the TRAAs at all
the levels tend to converge simultaneously.

2. Theorem 2 claims that the solution obtained by the convergence of the in-
dividual TRAAs leads to the global convergence of the overall optimization
problem. But this claim means that the ordering of the materials at the leaf
nodes does not carry any significance. This is, indeed, true! It turns out that
if the nodes at the leaves are ordered in such a way that “more precious
materials” lie in the same sub-tree, the weight associated with the sub-tree
of the composite material containing these “more precious materials” will
have a much larger weight, and the weight of the other sub-trees will be
much smaller. As opposed to this, if the “more precious materials” lie in
distinct sub-trees, the weights associated with the respective sub-trees will
be correspondingly compensated for.

5 Application I: Determination of Optimal Polling
Frequency

Having obtained a formal solution to the model in which we set the NEFK, we
shall now demonstrate how we can utilize this solution for the first application
problem being studied, namely, the optimal web-polling problem.

Although several nonlinear criterion functions for measuring web monitoring
performance have been proposed in the literature (e.g., see [13, 14]), from a
broader viewpoint they are mainly built around the basic concept of the update
detection probability, i.e., the probability that polling a web page results in new
information being discovered. Therefore, for the purpose of clarification and
for the sake of conceptual clarity, we will use the update detection probability
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as the token of interest in this chapter. To further define our notion of web
monitoring performance, we consider that time is discrete with the time interval
length T to be the atomic unit of decision making. In each time interval every
single web page i has a constant probability ui of remaining unchanged in static
environments, and changing in dynamic environments. Furthermore, when a web
page is updated/changed, the update is available for detection only until the
web page is updated again. After that, the original update is considered lost.
For instance, each time a newspaper web page is updated, previous news items
are replaced by the most recent ones.

In the following, we will denote the update detection probability of a web
page i as di. Under the above conditions, di depends on the frequency, xi, that
the page is polled with, and is modeled using:

di(xi) = 1 − ui

1
xi .

Thus, consider the scenario that a web page remains unchanged in any single time
step with probability 0.5. Then polling the web page uncovers new information
with probability 1 − 0.53 = 0.875 if the web page is polled every 3rd time step
(i.e., with frequency 1

3 ) and 1 − 0.52 = 0.75 if the web page is polled every 2nd

time step. Increasing the polling frequency reduces the probability of discovering
new polling information.

Given the above considerations, our aim is to find the page polling frequencies
x that maximize the expected number of pollings uncovering new information
per time step:

maximize
∑n

1 xi × di(xi)
subject to

∑n
1 xi = c and ∀i = 1, . . . , n, xi ≥ 0.

Note that in the general web monitoring case, we are not able to observe di(xi) or
ui directly — polling a web page only reveals whether the page has been updated
at least once since our last poll7. As such, web monitoring forms a proof-of-
concept application for resource allocation in unknown stochastic environments.

5.1 The H-TRAA Solution

In order to find a H-TRAA Solution to the above problem we must define the
Stochastic Environment that the LA are to interact with. As seen in Sect. 4,
the Stochastic Environment consists of the unit volume value functions F ′ =
{f ′

1(x1), f ′
2(x2), . . . , f ′

n(xn)}, which are unknown to the H-TRAA. We identify
the nature of these functions by applying the principle of Lagrange multipliers
to the above maximization problem. In short, after some simplification, it can
be seen that the following characterize the optimal solution:

d1(x1) = d2(x2) = · · · = dn(xn), with∑n
1 xi = c and ∀i = 1, . . . , n, xi ≥ 0.

7 Some web pages are also annotated with the time of last update. However, this
information is not generally available/reliable [19], and is therefore ignored in our
scheme.
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Since we are not able to observe di(xi) or ui directly, we base our definition of F ′

on the result of polling web pages. Briefly stated, we want f ′
i(xi) to instantiate to

the value 0 with probability 1−di(xi) and to the value 1 with probability di(xi).
Accordingly, if the web page i is polled and i has been updated since our last
polling, then we consider f ′

i(xi) to have been instantiated to unity. Accordingly,
if the web page i is unchanged, we consider f ′

i(xi) to have been instantiated to 0.

5.2 Empirical Results

In this section we evaluate our learning scheme by comparing it with four clas-
sical policies using synthetic data. We have implemented the following classical
policies:

Uniform: The uniform policy allocates monitoring resources uniformly across
all web pages. This is the only classical policy of the four that can be applied
directly in an unknown environment.

Proportional: In the proportional policy, the allocation of monitoring resources
to web pages is proportional to the update frequencies of the web pages. Accord-
ingly, this policy requires that the web page update frequencies are known.

Estimator: The estimator policy handles unknown web update frequencies by
polling web pages uniformly in a parameter estimation phase, with the purpose
of estimating update frequencies. After the parameter estimation phase, the
proportional policy is applied. However, the latter is based on the estimated
update frequencies rather than the true ones.

Optimal: The optimal policy requires that web page update frequencies are
known, and finds the optimal solution based on the principle of Lagrange mul-
tipliers [13, 14].

To evaluate web resource allocation policies, recent research advocates Zipf-
like distributions [20] to generate realistic web page update frequencies [13, 14].
The Zipf distribution can be stated as follows [21]:

Z(k; s, N) =
1/ks∑N

n=1 1/ns
,

where N is the number of elements, k is their rank, and s is a parameter that
governs the skewed-ness of the distribution (e.g., for s = 0 the distribution is
uniform).

For our experiments, web pages are considered ranked according to their up-
date frequencies, and the update probability of a web page is calculated from its
rank. We use the following function to determine the update probability of each
web page:

uk(α, β) =
α

kβ
.

In this case, k refers to the web page of rank k and the parameter β determines the
skewed-ness of the distribution, while α ∈ [0.0, 1.0] represents the magnitude of
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the update probabilities (i.e., the web page of rank 1 is updated with probability
α each time step).

Without loss of generality, we normalize the web page polling capacity in our
experiments to a unit poll per time step, and accordingly, we vary the average
total number of web page updates per time step instead.

As we will see in the following, it turns that one of the strengths of the H-
TRAA is its ability to take advantage of so-called spatial dependencies among
materials. As mentioned earlier, in the above experimental setup, materials are
spatially related in the sense that the updating probabilities decreases with
the rank-index k. In order to starve the H-TRAA from this information, we
opted to perturb this spatial structure. Each perturbation swapped the updat-
ing probabilities of a randomly selected material and the material succeeding
it in the ranking. We conducted our experiments with 103, 104, 105 and 106

perturbations.
The results of our experiments are truly conclusive and confirm the power of

the H-TRAA. Although several experiments were conducted using various values
of α, β, and number of automata, we report for the sake of brevity, mainly the
results for 512 web pages (the main case from [13] which we have considered as
a benchmark) within the following environments:

– α = 0.3; β = 1.5, where the average number of updates per time step is 0.76,
and accordingly, below the web page polling capacity. The web page update
distribution is highly skewed, as explored in [13].

– α = 0.3; β = 1.0, where the average number of updates per time step is
increased to 2.0 (twice the polling capacity) by making the page update
distribution less skewed (the normal Zipf distribution).

– α = 0.9; β = 1.5, where the average number of updates is set to 2.3 by
increasing the web page update probability. Because of the high values
of both α and β, this environment turns out to be the most challenging
one, discriminating clearly between the optimal policy and the proportional
policy.

For these values, an ensemble of several independent replications with different
random number streams was performed to minimize the variance of the reported
results.

Configuring the H-TRAA. The H-TRAA can be configured by various means.
First of all, the material amount space (0, 1) need not be discretized uniformly.
Instead, a nonlinear material amount space can be formed, as done for the LAKG
in [2]. Furthermore, the discretization resolution N must also be set for each
TRAA, possibly varying from TRAA to TRAA in the hierarchy. In short, the
performance achieved for a particular problem can be optimized using these
different means of configuring the H-TRAA. In this section, however, our goal
is to evaluate the overall performance of the H-TRAA, without fine tuning.
Therefore, we will only use a linear material amount space, as specified in Sect.
4. Furthermore, we will use the same resolution N = 500 for all the TRAAs in
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Fig. 7. From the figure on the left we see that in the (α = 0.3, β = 1.5)-environment, the
H-TRAA scheme is superior to the LAKG scheme and the estimator scheme. However,
for highly unstructured environments, the LAKG provides better performance. Further,
from the figure on the right, for the (α = 0.3, β = 1.0)-environment, a less skewed web
page update distribution makes the uniform policy as well as the estimator policy more
successful, mainly because of more widely and abundant updating of the web pages.

the hierarchy, independent of the specific knapsack problem at hand. Thus, our
aim is to ensure a fair comparison with the present state of the art, namely, the
LAKG scheme.

Static Environments. We see from the figure on the left of Fig. 7 that the pro-
portional policy and the optimal policy provide more-or-less the same solution
— a solution superior to the uniform policy solution. We also observe that the
performance of the estimator scheme increases steadily with the length of the pa-
rameter estimation phase. The figure also shows the performance of the H-TRAA
increases significantly quicker than the LAKG and the Estimator schemes. How-
ever, when increasing the number of perturbations, the performance of the
H-TRAA is reduced. Indeed, with 1, 000, 000 perturbations, the LAKG turns out
to converge both more quickly and more accurately than the H-TRAA. Note that
even with 1, 000, 000 perturbations, the H-TRAA provides performance equal to
the LAKG if each TRAA in the hierarchy is given a resolution N that is twice as
large as the resolution applied by any of its children. However, the performance
advantage of the H-TRAA is lost for the less perturbed cases. In this sense, the
H-TRAA is more flexible than the LAKG, performing either better or similarly
when the H-TRAA configuration is optimized for the problem at hand. Note
that in contrast to the Estimator scheme, the performance of both the H-TRAA
and the LAKG are improved online (in a real-time manner) without invoking
any parameter estimation phase.

As seen from the plot in the right of Fig. 7 a less skewed web page update
distribution function makes the uniform policy more successful, mainly because
a larger number of web pages will have a significant probability of being up-
dated. For the same reason, the estimator scheme is able to lead to an improved
performance quicker. In spite of this, the H-TRAA yields a superior performance.
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Fig. 8. This figure shows that in the (α = 0.9, β = 1.5)-environment, the H-TRAA
scheme breaches the performance boundary set by the proportional policy, converging
towards near-optimal solutions.

The most difficult class of environments we simulate is an environment with a
highly skewed web page update distribution (β = 1.5) combined with a high up-
date probability (α = 0.9). In such an environment, the optimal policy performs
significantly better than the proportional policy, and so any scheme that con-
verges towards a proportional policy solution will not reach optimal performance.
As seen in Fig. 8, both the LAKG and the H-TRAA breach the performance
boundary set by the proportional policy, and converges towards near-optimal
solutions. The H-TRAA converges slightly quicker compared to the LAKG.

Dynamic Environments. A dynamically changing environment is particularly
challenging because the optimal solution is time dependent. In such cases, the
current resource allocation solution should be modified according to the environ-
mental changes. When, additionally, the environment and its characteristics are
unknown, any changes must first be learned before any meaningful modification
can take place.

In order to simulate a dynamic environment, we change the ranking of the web
pages at every rth web page poll — a single web page is selected by sampling from
the current Zipf-distribution, and this web page switches rank with the succeed-
ing web page in the ranking. As a result, the Zipf-distribution also changes. This
means that the web monitor is allowed to conduct r web page polls before the
environment changes. The leftmost graph of Fig. 9 demonstrates the ability of
our scheme to re-learn in a switching environment for r = 80, 000. Observe that
in the previous dynamic environment, the H-TRAA was able to fully recover to
a near-optimal solution because of the low frequency of environmental changes.
The graph on the right of Fig. 9 demonstrates the behavior of the automata in
a case when this frequency is increased to r = 1, 000. As seen in the figure, the
H-TRAA quickly recovers after the environment has changed, and then moves
towards a new near optimal solution. Also, the H-TRAA clearly outperforms
the LAKG. Observe that the automata still quickly and steadily improve the
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Fig. 9. The figure on the left shows the performance of the schemes for the (α =
0.9, β = 1.5)-environment where the web page ranking changes at every 80, 000th web
page poll. The H-TRAA finds near-optimal solutions initially, and recovers quickly
after the respective environmental changes. Further, consider the figure on the right
for the (α = 0.9, β = 1.5)-environment in which the web page ranking changes every
1, 000th poll. Observe here that the H-TRAA is able to steadily improve the initial
solution, but is never allowed to reach an optimal solution due to the rapid nature of
the switching.
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Fig. 10. From the figure on the left we see that extending the number of materials
significantly increases the convergence and adaption time of the LAKG. Further, from
the figure on the right we see that the H-TRAA scales sub-linearly with the number
of materials, and that the impact on the adaptation speed is negligible.

initial solution, but are obviously never allowed to reach an optimal solution.
However, the reader should note how the rapidly-changing environment is not
able to hinder the automata stabilizing on a solution superior to the solutions
found by the estimator scheme. Again, the H-TRAA performs better than the
LAKG. Clearly, these results demonstrate how the H-TRAA can perform when
the environment is switching with a fixed period (in this case r = 80, 000 and
r = 1, 000). We believe that similar results will be obtained if r is not fixed but
changing, as long as the scheme has enough time to learn the parameters of the
updated environment.
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Scalability. One of the motivations for designing the H-TRAA was the im-
proved scalability by means of hierarchical learning. As seen in Fig. 10, extend-
ing the number of materials significantly increases the convergence time of the
LAKG. An increased initial learning phase may be unproblematic in cases where
the system will run correspondingly longer, adapting to less dramatic changes
as they occur. However, as also seen from the figure, the adaptation speed in-
creases with the number of materials too, when the LAKG is used. The H-TRAA,
however, is far less affected by the number of materials. Further, as also seen
from Fig. 10 we observe that the initial learning phase is orders of magnitude
faster than what can be achieved with the LAKG. Furthermore, the impact on
adaptation speed is negligible!

6 Application II: Optimal Sample Size Determination

In this section we consider the problem of estimating the proportion of a popula-
tion having some specific characteristic. Specifically, we assume that n populations
are to be evaluated, and that each population i is characterized by an independent
unknown binomial proportion ui. We will here pursue the goal of minimizing the
variance of the proportion estimates when the total number of samples available
for estimating the proportions is restricted to c. The purpose is to make the esti-
mates as accurate as possible. As mentioned earlier, for instance, the task at hand
could be to determine the proportion of a web site that is successfully validated
by an HTML validator [3] and/or a WCAG accessibility validator [4], and that n
web sites are to be evaluated by only accessing c web pages.

6.1 Problem Specification

Let xi be the number of elements sampled randomly from population i and let
the count Yi be the number of the sampled elements that possess a chosen char-
acteristic. For large xi and when ui is not too near 0 or 1, the estimator ûi = Yi

xi
is

approximately normal with mean ui and standard deviation si =
√

ui(1−ui)
xi

[22].
This standard deviation can be reduced (and the estimate accuracy increased)
by increasing the number of samples xi. In the problem targeted in this section,
n different populations can be sampled c times and the goal is to distribute
the samples among the populations to minimize the aggregated variance of the
estimates. The problem can be reformulated as follows:

maximize
∑n

i=1 −ui(1−ui)
xi

subject to
∑

xi = c
0 ≤ xi, i = 1, . . . , n.

The above optimization problem is an NEFK problem with concave and sep-
arable objective function. Since the ui’s are assumed unknown, we apply our
H-TRAA to find a near-optimal solution incrementally and online.
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6.2 The H-TRAA Solution

We must first define the Stochastic Environment that H-TRAA is to interact
with. That is, we must define the stochastic functions F ′ = {f ′

1(x1), f ′
2(x2), . . . ,

f ′
n(xn)}. By applying the principles of Lagrange multipliers we find the following

conditions that characterize the optimal solution:

u1(1−u1)
x12 = · · · = un(1−un)

xn
2∑

xi = c
0 ≤ xi, i = 1, . . . , n

Accordingly, we define f ′
i(xi) as follows. First of all, each time f ′

i(xi) is accessed
by the H-TRAA, population i is sampled once and the proportion estimate
ûi is updated accordingly8. After ûi has been updated, we instantiate f ′

i(xi)
by a random draw — f ′

i(xi) is instantiated to the value 0 with probability
1− ûi(1−ûi)

xi
2 and to the value 1 with probability ûi(1−ûi)

xi
2 . In other words, we keep

running estimates of the ui’s in order to calculate the outcome probabilities of
the f ′

i(xi)’s9.

Configuring the H-TRAA. The H-TRAA can be configured by various
means. First of all, the material amount space (0, 1) need not be discretized
uniformly. Instead, a nonlinear material amount space can be formed, as done
for the LAKG in [2]. Furthermore, the discretization resolution N must also be
set for each TRAA, possibly varying from TRAA to TRAA in the hierarchy. In
short, the performance achieved for a particular problem can be optimized using
these different means of configuring the H-TRAA. In this section, however, our
goal is to evaluate the overall performance of the H-TRAA, without fine tuning.
Therefore, we will only use a linear material amount space, as specified in Sect.
4. Furthermore, we will use the same resolution N = 5, 000 for all the TRAAs
in the hierarchy, independent of the specific knapsack problem at hand. Thus,
our aim is to ensure a fair comparison with the present state of the art, namely,
the LAKG scheme.

6.3 Empirical Results

Experimental Set-up. In this sub-section we evaluate our learning scheme by
comparing it with the optimal and uniform policies using synthetic data. The
reader should appreciate that, in practice, we can only apply the uniform policy,
because the optimal policy requires that the ui’s are known.

The data used in the experiment is summarized in Table 1. The table shows
the true population proportions used, and the number of populations associated
8 For a dynamic environment we would utilize a “window-based” strategy and only

use the last c samples to estimate the ui’s. However, we are currently studying how
recently proposed weak estimators can be used in this setting [23].

9 Because the outcome probabilities are always available for the populations, we can
normalize the outcome probabilities to speed up convergence.
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Table 1. The true population proportions used in the experiment, and the number of
populations associated with each proportion.

True Proportion Populations

0.5 6
0.750 / 0.250 5
0.900 / 0.100 41
0.990 / 0.010 51
0.999 / 0.001 409
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Fig. 11. The H-TRAA steadily reduces the total variance of the initial solution (the
uniform policy) as it moves towards near-optimal solutions.

with each proportion. The experiment encompasses 512 populations, and the
corresponding proportions are to be estimated by allocating 50, 000 samples
(window based).

As we will see in the following, it turns that one of the strengths of the H-
TRAA is its ability to take advantage of so-called spatial dependencies among
materials. To be more specific, as seen in Table 1, the materials are spatially or-
dered in the sense that the proportion of each material decreases/increases with
its row-index in the table. In order to starve the H-TRAA from this information,
we have rather opted to perturb this spatial structure, and present the perturbed
information to the learning algorithm. We emphasize though that the algorithm
is unaware of the ordering, or the fact that such a perturbation has taken place
in the background! Each perturbation swapped the proportions of a randomly
selected material and the corresponding proportion of a material succeeding it in
the ordering. To enable us to conduct experiments with increasing orders of com-
plexity, we have done our experiments with 103, 104, 105 and 106 perturbations.
For each of these values, an ensemble of several independent replications with
different random number streams was performed so as to minimize the variance
of the reported results.
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The results of our experiments are truly conclusive and confirm the power
of the H-TRAA. Although several experiments were conducted using various
setting for various numbers of automata, we report, in the interest of brevity, a
brief overview of the results obtained.

Fig. 11 plots the variance of the current solution (as a function of time) each
time a unit volume value function f ′

i(xi) has been sampled. The graphs show the
results of applying the H-TRAA with 5, 000 states and the LAKG with 12, 500
states (where the amount of the material added on a transition in the latter is
not fixed but varying in a nonlinear manner10).

As seen in the figure, the H-TRAA steadily reduces the variance of the initial
solution in which the populations are sampled uniformly. Indeed, even by the first
50, 000 samples, one can observe a very significant reduction. The reader should
notice that the H-TRAA converges to a near optimal allocation more expediently
and far quicker than the LAKG-scheme, expect for the case with 1, 000, 000
perturbations where the H-TRAA initally converges faster but subsequently in
a more conservative manner.

 0.06

 0.08

 0.1

 0.12

 0.14

 0.16

 0.18

 0.2

 0.22

 0  50000  100000  150000  200000  250000

Le
ng

th
 o

f 9
5%

 C
on

fid
en

ce
 In

te
rv

al

#Samples Used

Max; H-TRAA w/10000 pert.
1st Percentile; H-TRAA w/10000 pert.

Max; LAKG (N=12500)
1st Percentile; LAKG (N=12500)

Fig. 12. The confidence interval of each estimated proportion is reduced as the total
variance is minimized.

Fig. 12 plots the length of the widest 95% confidence interval among the n
estimates after each sampling. We also plot the length of the 5th widest interval
(1st percentile), whence we see that the confidence interval of each estimated
proportion is reduced by minimizing the total variance.

To conclude, our experimental results demonstrate that the H-TRAA is su-
perior to LAKG in spatially structured environments.

Scalability. One of the motivations for designing the H-TRAA was the im-
proved scalability by means of hierarchical learning. As seen in Fig. 13, extend-
ing the number of materials significantly increases the convergence time of the
LAKG. From this figure we further observe that while the LAKG does not even
10 The details of this are omitted. They can be found in [2].
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Fig. 13. From the figure on the left we see that extending the number of sets signif-
icantly increases the convergence and adaption time of the LAKG. Further, from the
figure on the right we see that the H-TRAA scales sub-linearly with the number of
materials. Observe the ability of the H-TRAA to emerge out of local optima.

converge, (see the figure on the left), the H-TRAA scales sub-linearly in ev-
ery case with the number of materials (the figure on the right). However, the
most interesting phenomenon that we observe from Fig. 13 is the ability of the
H-TRAA to emerge out of local optima. The H-TRAA first decreases to a mini-
mum, but when it “discovers” that there is a better solution (which in this cases
implies a superior partitioning of the nodes in the tree to their left and right
subtrees), it is capable of unlearning the inferior configuration and converging to
a superior solution. This, we believe, is quite remarkable, especially because the
size of the underlying tree is very large, implying that the number of possible
binary trees (which grows exponentially with the size), is even larger. However,
by arriving at the global optimum, we see that the H-TRAA has succeeded in
learning the best tree structure to resolve the sampling proportions!

7 Conclusions

In this chapter we have considered the fractional knapsack problem and extended
the non-LA state-of-the-art in two ways. First of all, we have treated the unit
volume values of each material as a stochastic variable whose distribution is
unknown. Secondly, we have worked with the model that the expected value of
a material may decrease after each addition to the knapsack. The first learning
scheme we proposed for solving this knapsack problem was based on a team of
LA that performed a controlled random walk on a discretized fraction space. The
second learning scheme was based on a hierarchy of so-called Twofold Resource
Allocation Automata (TRAA). Each TRAA works with two materials and moves
along the probability space discretized by a resolution parameter, N , with a
random walk whose coefficients are not constant. The asymptotic optimality of
the TRAA has been proven. Both the TRAA and the H-TRAA have been proven
to be asymptotically optimal.
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Comprehensive experimental results have demonstrated that performances of
both LAKG and H-TRAA are superior to the previous state-of-the-art schemes,
with H-TRAA in turn, being superior to LAKG. Additionally, for a given preci-
sion, our scheme determines the material fractions of maximal expected value by
invoking on-line interactions with the knapsack. We have also demonstrated that
both the LAKG scheme and the H-TRAA scheme adapt to switching web dis-
tribution functions, allowing us to operate in dynamic environments. Finally, we
also provided empirical evidence to show that the H-TRAAs possess a sub-linear
scaling property.
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Abstract. This work is concerned with Model Predictive Control
(MPC) algorithms in which neural models are used on-line. Model struc-
ture selection, training and stability issues are thoroughly discussed.
Computationally efficient algorithms are recommended which use on-
line linearisation of the neural model and need solving on-line quadratic
optimisation tasks. It is demonstrated that they give very good results,
comparable to those obtained when nonlinear optimisation is used on-line
in MPC. In order to illustrate the effectiveness of discussed approaches,
a chemical process is considered. The development of appropriate mod-
els for MPC is discussed, the control accuracy and the computational
complexity of recommended MPC are shown.

Keywords: Process control, Model Predictive Control, neural networks,
model identification, optimisation, quadratic programming, linearisation.

1 Introduction

Model Predictive Control (MPC) is recognised as the only advanced control
technique which has been very successful in practice [29,43, 44, 47]. It is mainly
because MPC algorithms can take into account constraints imposed on both
process inputs (manipulated variables) and outputs (controlled variables), which
usually decide on quality, economic efficiency and safety. Moreover, MPC tech-
niques are very efficient in multivariable process control (i.e. for processes with
many inputs and outputs) and for processes with difficult dynamic properties,
e.g. with significant time-delays. Different versions of MPC algorithms are nowa-
days used in numerous fields, not only in chemical, food and motor industries,
but also in medicine and aerospace [43].

MPC techniques based on easy to obtain linear models are frequently used
in practice [43]. In many cases their control accuracy is sufficient, much better
than that of the classical PID approach. Nevertheless, in the last two decades
numerous MPC algorithms based on nonlinear models have been developed and
have gained in popularity [12, 35, 43, 47, 48]. When applied to significantly non-
linear processes, they significantly improve the control accuracy in comparison
with MPC approaches which use linear models.

In MPC a dynamic model of the process is used to predict its behaviour over
some time horizon and to determine the optimal future control policy. Hence, the

N.T. Nguyen and E. Szczerbicki (Eds.): Intel. Sys. for Know. Management, SCI 252, pp. 31–63.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009



32 M. �Lawryńczuk

choice of the model structure which is used in nonlinear MPC is extremely im-
portant. Main measures of model utility are: approximation accuracy, suitability
for control and easiness of development [39]. Fundamental (first-principle) mod-
els [19,30], although potentially very precise, are usually not suitable for on-line
control. Such models are comprised of systems of nonlinear differential and alge-
braic equations which have to be solved on-line in MPC at each sampling instant.
It is usually computationally demanding as fundamental models can be very
complex and may lead to numerical problems (e.g. stiffness, ill-conditioning).
Moreover, in many cases the development and validation of fundamental models
is difficult, it needs technological knowledge.

This work presents MPC algorithms based on neural models [11]. In spite of
the fact that a number of different nonlinear black-box model types are avail-
able (e.g. polynomial models, fuzzy models, Volterra series models [39]), neural
networks have some unique features thanks to which they can be very efficiently
used on-line in MPC. More specifically, neural networks are universal approxima-
tors [13], have relatively a small number of parameters and a simple structure.
Moreover, they directly describe relations between inputs and outputs of the
process, which means that during on-line control it is not necessary to solve
complicated systems of nonlinear differential equations at each sampling instant
as it is necessary when fundamental models are used. In consequence, neural
models can be effectively used in MPC as models of technological processes. In
particular, thanks to a simple, regular structure of neural models, the implemen-
tation of described algorithms is relatively easy. Neural models are trained using
recorded data sets, no technological knowledge is necessary.

Although the literature concerned with MPC algorithms based on neural mod-
els is quite rich [1,2, 3,4,5,8, 10,12, 14,16,18,20,21,22,23,24,25,26,27,28, 33,35,
37, 40,41,42, 47, 48, 49,50,51,52], there are a few issues worth exploring. First of
all, the way the nonlinear model is used on-line in MPC is crucial in light of the
computational complexity and reliability of the whole control system. In theory,
neural models can be used directly without any simplifications but it means that
the optimal control policy at each sampling instant must be calculated from a
nonlinear optimisation problem. It is not only computationally very demanding
but also the optimisation routine is likely to terminate at shallow local minima.
In order to reduce the computational burden and increase reliability, in this
work suboptimal approaches are recommended. The nonlinear neural model is
linearised on-line and next the obtained local approximation is used in MPC al-
gorithms [10,20,21,22,23,24,25,26,27,28,37,47,48]. Thanks to using for control a
local linearisation of the original neural model, the necessity of on-line nonlinear
optimisation is avoided, it is replaced by an easy to solve quadratic programming
problem. It is demonstrated in this work that suboptimal MPC algorithms with
on-line linearisation are very precise, the control accuracy is comparable to that
obtained when a nonlinear optimisation routine is used on-line at each sampling
instant.

The second important issue discussed in this work is the choice of the model
structure and training. It is emphasised that MPC algorithms are very
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model-based, the possible control performance is determined by the accuracy
of predictions calculated by means of a dynamic model. The role of the model
in MPC cannot be ignored during model structure selection and training. The
model has to be able to make good predictions of future behaviour of the pro-
cess over the whole prediction horizon. Usually, Multi Layer Perceptron (MLP)
and Radial Basis Function (RBF) neural networks are used in MPC. In some
cases block-oriented nonlinear models which are composed of linear dynamic sys-
tems and nonlinear steady-state (static) elements can be efficiently used (neural
Hammerstein and Wiener models). In this work two classes of specialised neural
models designed with the specific aim of using them in MPC are also discussed:
multi-models [24] and structured models [20]. Both specialised models are trained
easily as one-step ahead predictors, but they calculate predictions for the whole
prediction horizon without being used recurrently. As a result, the prediction
error is not propagated which is particularly important in practice.

In spite of the fact that in practice MPC techniques are relatively easily tuned,
a stable version of described algorithms based on different kinds of neural models
is shortly discussed.

In order to show the effectiveness of discussed approaches to MPC a chemical
reactor process is discussed. The development of appropriate models for MPC
is thoroughly discussed, the control accuracy and the computational complexity
of recommended MPC are also shown.

2 Model Predictive Control Problem Formulation

In MPC algorithms [29, 44, 47] at each consecutive sampling instant k a set of
future control increments is calculated

	u(k) =

⎡
⎢⎣ 	u(k|k)

...
	u(k + Nu − 1|k)

⎤
⎥⎦ (1)

It is assumed that 	u(k + p|k) = 0 for p ≥ Nu, where Nu is the control hori-
zon. The objective is to minimise differences between the reference trajectory
yref(k + p|k) and predicted output values ŷ(k + p|k) over the prediction hori-
zon N ≥ Nu and to penalise excessive control increments. The minimised cost
function is usually

J(k) =
N∑

p=1

(yref(k + p|k) − ŷ(k + p|k))2 +
Nu−1∑
p=0

λp(	u(k + p|k))2 (2)

where λp > 0 are weighting coefficients. Only the first element of the determined
sequence (1) is applied to the process, i.e. u(k) = 	u(k|k) + u(k − 1). At the
next sampling instant, k + 1, the prediction is shifted one step forward and the
whole procedure is repeated. Fig. 1 illustrates the general idea of MPC.
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Fig. 1. The principle of predictive control

A unique feature of MPC is the fact that constraints imposed on process
variables can be rigorously taken into account. More specifically, future control
increments (1) are found on-line from the following optimisation problem

min
�u(k|k)...�u(k+Nu−1|k)

{J(k)}
subject to

umin ≤ u(k + p|k) ≤ umax, p = 0, . . . , Nu − 1
−	umax ≤ 	u(k + p|k) ≤ 	umax, p = 0, . . . , Nu − 1
ymin ≤ ŷ(k + p|k) ≤ ymax, p = 1, . . . , N

(3)

where umin, umax, 	umax, ymin, ymax define constraints imposed on the magni-
tude of the input variable, the increment of the input variable and the magnitude
of the output variable, respectively.

MPC algorithms directly use an explicit dynamic model in order to predict
future behaviour of the process, i.e. to calculate predicted values of the output
variable, ŷ(k+p|k), over the prediction horizon (p = 1, . . . , N). Hence, the role of
the model in MPC is crucial. As a result, MPC techniques are very model-based,
the accuracy of the model significantly affects the quality of control.

A great advantage of MPC algorithms is the fact that they can be efficiently
used for multivariable processes. Assuming that the process has nu inputs and
ny outputs (i.e. u(k) ∈ 
nu , y(k) ∈ 
ny), the MPC cost function (2) becomes

J(k) =
N∑

p=1

∥∥yref(k + p|k) − ŷ(k + p|k)
∥∥2

Mp
+

Nu−1∑
p=0

‖	u(k + p|k)‖2
Λp

(4)
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where ‖x‖2
A = xT Ax, Mp ≥ 0 and Λp > 0 are weighting matrices of dimension-

ality ny ×ny and nu×nu, respectively. Having completed the MPC optimisation
task (3), the first nu elements of the sequence (1) are applied to the process.

3 Neural Models of the Process

Let the dynamic process under consideration be described by the following
discrete-time Nonlinear Auto Regressive with eXternal input (NARX) model

y(k) = f(x(k)) = f(u(k − τ), . . . , u(k − nB), y(k − 1), . . . , y(k − nA)) (5)

where f : 
nA+nB−τ+1 −→ 
 is a nonlinear function which describes the model,
integers nA, nB, τ define the order of dynamics, τ ≤ nB. Although, in general,
the function f can be realised by various nonlinear models [39], Multi Layer
Perceptron (MLP) and Radial Basis Functions (RBF) neural networks are most
frequently used. Both structures are universal approximators [13] capable of
approximating any smooth function to an arbitrary degree of accuracy, they
have relatively a small number of parameters and a simple structure.

3.1 MLP Neural Model

When the MLP neural network with one hidden layer and a linear output [11]
is used as the function f in (5), the output of the model can be expressed as

y(k) = f(x(k)) = w2
0 +

K∑
i=1

w2
i ϕ(zi(k)) (6)

where zi(k) is a sum of inputs of the ith hidden node, ϕ : 
 −→ 
 is the nonlinear
transfer function (e.g. hyperbolic tangent), K is the number of hidden nodes.
From (5) one has

zi(k) = w1
i,0 +

Iu∑
j=1

w1
i,ju(k − τ + 1 − j) +

nA∑
j=1

w1
i,Iu+jy(k − j) (7)

Weights of the network are denoted by w1
i,j , i = 1, . . . , K, j = 0, . . . , nA + nB −

τ + 1, and w2
i , i = 0, . . . , K, for the first and the second layer, respectively,

Iu = nB − τ + 1.
In the case of the multivariable processes with nu inputs and ny outputs

the model is usually comprised of ny independent Multiple-Input Single-Output
(MISO) models. The whole nonlinear model has the general form

y1(k) = f1(u1(k − τ1,1), . . . , u1(k − n1,1
B ), . . . , (8)

unu(k − τ1,nu), . . . , unu(k − n1,nu

B ), y1(k − 1), . . . , y1(k − n1
A))

...

yny(k) = fny(u1(k − τny,1), . . . , u1(k − n
ny,1
B ), . . . , (9)

unu(k − τny ,nu), . . . , unu(k − n
ny,nu

B ), yny(k − 1), . . . , yny(k − n
ny

A ))
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where integers nm
A , nm,n

B , τm,n for m = 1, . . . , ny, n = 1, . . . , nu define the
order of dynamics, τm,n ≤ nm,n

B . Functions fm : 
nm
A +

∑nu
n=1(n

m,n
B −τm,n+1) −→ 
,

m = 1, . . . , ny are realised by independent neural networks which are trained
separately. Alternatively, the model can be realised by only one neural network
with as many as ny outputs, but training of such models is usually more difficult.

Unlike fundamental models, which are comprised of systems of nonlinear alge-
braic and differential equations, MLP and RBF neural models directly describe
relations between inputs and outputs of the process. Thanks to it, neural models
can be effectively used in MPC since during on-line calculation of the control
policy it is not necessary to solve these equations at each sampling instant, which
may be computationally complex and lead to numerical problems (e.g. stiffness,
ill-conditioning).

3.2 RBF Neural Model

If the RBF neural network containing one hidden layer with Gaussian functions
and a linear output is used as the function f in (5), the output of the model is

y(k) = f(x(k)) =w0 +
K∑

i=1

wi exp(−‖x(k) − ci‖2
Qi

) (10)

=w0 +
K∑

i=1

wi exp(−zi(k))

where K is the number of hidden nodes. Vectors ci ∈ 
nA+nB−τ+1 and the
diagonal weighting matrices Qi = diag(qi,1, . . . , qi,nA+nB−τ+1) describe centres
and widths of nodes, respectively, i = 1, . . . , K. The model (10) is sometimes
named Hyper Radial Basis Function (HRBF) neural network in contrast to the
ordinary RBF neural networks in which widths of nodes are constant. Let zi(k)
be the sum of inputs of the i-th hidden node. Recalling the arguments of the
rudimentary model (5), one has

zi(k) =
Iu∑

j=1

qi,j(u(k − τ + 1 − j) − ci,j)2 +
nA∑
j=1

qi,Iu+j(y(k − j) − ci,Iu+j)2 (11)

Although it is a well known fact that both MLP and RBF neural models are
universal approximators, MLP networks are global ones whereas RBF networks
are local ones. It is because in the first case all hidden nodes are used to calculate
the output for a given input, in the second case only selected hidden nodes are
employed, other nodes are practically inactive. A direct consequence of this fact
is that for MLP networks it is difficult to establish a link between available data
and parameters of hidden nodes. As a result, weights of such networks are usu-
ally initialised randomly, training should be repeated many times for different
numbers of hidden nodes to find the adequate topology which gives good ap-
proximation. Conversely, training of RBF models is much more efficient because
parameters of basis functions are directly found from available data. Moreover,
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Fig. 2. The structure of neural Hammerstein (top) and Wiener (bottom) models

selection of the optimal structure of the RBF model which leads to desired ap-
proximation accuracy can be included in a training procedure, whereas selection
of the structure of the MLP model usually needs training many networks.

3.3 Hammerstein and Wiener Neural Models

Neural MLP and RBF models are entirely black-box models. It means that
the model structure has nothing to do with the physical nature of the process
and model parameters (weights) have no physical interpretation. An interesting
alternative is to use block-oriented nonlinear models which are composed of linear
dynamic systems and nonlinear steady-state (static) elements. Hammerstein and
Wiener models are most known and most widely implemented members of this
class [15]. A model is called the Hammerstein model if the linear dynamic part
follows the nonlinear steady-state one, in the Wiener model the connection order
is reversed as shown in Fig. 2. Unlike black-box models, block-oriented models
have a clear interpretation, the steady-state part describes the gain of the system.

In the simplest case polynomials can be used as the steady-state nonlinear
part of block-oriented models. Unfortunately, some nonlinear functions need
polynomials of a high order. In such cases models are complex and the model
uncertainty is likely to be increased. Moreover, polynomials are likely to have
oscillatory interpolation and extrapolation properties. In consequence, the ap-
plication of polynomials is in practice limited [15].

A sound alternative is to use neural networks in the steady-state part of Ham-
merstein and Wiener models. Such an approach has a few advantages. Not only
are neural networks universal approximators, but also, in contrast to polyno-
mial approximators, neural approximations are very smooth, they do not suffer
from oscillatory interpolation and extrapolation behavior. An excellent review
of identification algorithms and applications of block-oriented Hammerstein and
Wiener models is given in [15].

Both MLP and RBF neural networks can be used as the nonlinear steady-
state part of block-oriented models. When the MLP neural network is used, the
nonlinear steady-state function fH of the Hammerstein model is described by
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x(k) = fH(u(k)) = w2
0 +

K∑
i=1

w2
i ϕ(w1

i,0 + w1
i,1u(k)) (12)

where x(k) is an auxiliary signal. Weights are denoted by w1
i,j , i = 1, . . . , K,

j = 0, 1 and w2
i , i = 0, . . . , K, for the first and the second layer, respectively.

The transfer function of the linear dynamic part is

G(q−1) =
B(q−1)
A(q−1)

=
bτq−τ + . . . + bnBq−nB

1 + a1q−1 + . . . + anAq−nA
(13)

where q−1 is the backward shift operator. Hence, the output of the dynamic
part is

y(k) =
nB∑
l=τ

blx(k − l) −
nA∑
l=1

aly(k − l) (14)

Combining (12) and (14), the output of the neural Hammerstein model is

y(k) =
nB∑
l=τ

bl

(
w2

0 +
K∑

i=1

w2
i ϕ(w1

i,0 + w1
i,1u(k − l))

)
−

nA∑
l=1

aly(k − l) (15)

Analogously, for the neural Wiener model one has

y(k) = fW(x(k)) =w2
0 +

K∑
i=1

w2
i ϕ(w1

i,0 + w1
i,1x(k)) (16)

=w2
0 +

K∑
i=1

w2
i ϕ

(
w1

i,0 + w1
i,1

(
nB∑
l=τ

blu(k − l)−
nA∑
l=1

alx(k − l)

))

Similarly as rudimentary MLP and RBF neural models, block-oriented neural
models have a regular structure, unlike fundamental models they do not contain
differential and algebraic equations which have to be solved on-line in MPC at
each sampling instant. Hence, they can be also easily used in MPC.

4 MPC with Nonlinear Optimisation (MPC-NO)

In MPC algorithms a nonlinear model is directly used to calculate predictions
ŷ(k + p|k) which are taken into account in the minimised cost function (2). The
general prediction equation is

ŷ(k + p|k) = y(k + p|k) + d(k) (17)

where quantities y(k + p|k) are calculated from the model of the process. Rudi-
mentary MLP (6), (7), RBF (10), (11) neural models or block oriented neural
Hammerstein (15) and Wiener (16) models can be used. Usually, the ”DMC
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type” disturbance model is used, in which the unmeasured disturbance d(k) is
assumed to be constant over the prediction horizon [47]. It is estimated from

d(k) = y(k) − y(k|k − 1) (18)

where y(k) is measured while y(k|k − 1) is calculated from the model.
If for prediction in MPC a nonlinear model is used without any simplifica-

tions, predictions ŷ(k + p|k) depend in a nonlinear way on the calculated con-
trol policy, i.e. on future control increments 	u(k). It means that the MPC
optimisation problem (3) becomes a nonlinear task which has to be solved
on-line in real time. It may be computationally demanding and time consum-
ing. Moreover, such an approach may be not reliable in practice because the
nonlinear optimisation routine is likely to terminate in a shallow local min-
imum. Nevertheless, simulation results of the MPC-NO algorithm based on
different neural models are frequently presented in the literature, its appar-
ent computational inefficiency and limited practical applicability are overlooked
[2, 3, 14, 16, 33, 37, 49, 50, 51, 52].

5 MPC with Nonlinear Prediction and Linearisation
(MPC-NPL)

In this work the MPC algorithm with Nonlinear Prediction and Linearisation
(MPC-NPL) [26,47,48] is recommended. At each sampling instant k a local linear
approximation of the nonlinear neural model is found on-line. Thanks to lineari-
sation, predictions of the output depend in a purely linear way on the calculated
control policy. As a result, the MPC-NPL algorithm needs solving on-line a
quadratic programming problem, which can be easily completed within a foresee-
able time period, the necessity of nonlinear optimisation is avoided. In practice,
for different technological processes the algorithm gives good closed-loop control
performance, comparable to that obtained in computationally demanding MPC-
NO approach with full nonlinear optimisation [20,21,22,23,24,25,26,27,28,47,48].

The linear approximation of the nonlinear neural model (5) is

y(k) =
nB∑
l=1

bl(k)(u(k − l)) −
nA∑
l=1

al(k)(y(k − l)) (19)

where al(k) and bl(k) are coefficients of the linearised model. Using the linearised
model (19) recurrently, from the general prediction equation (17) one obtains

ŷ(k + 1|k) =b1(k)u(k|k) + b2(k)u(k − 1) + b3(k)u(k − 2) + . . . (20)
+ bnB (k)u(k − nB + 1)
− a1(k)y(k) − a2(k)y(k − 1) − a3(k)y(k − 2) − . . .

− anA(k)y(k − nA + 1) + d(k)
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ŷ(k + 2|k) =b1(k)u(k + 1|k) + b2(k)u(k|k) + b3(k)u(k − 1) + . . . (21)
+ bnB (k)u(k − nB + 2)
− a1(k)ŷ(k + 1|k) − a2(k)y(k) − a3(k)y(k − 1) − . . .

− anA(k)y(k − nA + 2) + d(k)
ŷ(k + 3|k) =b1(k)u(k + 2|k) + b2(k)u(k + 1|k) + b3(k)u(k|k) + . . . (22)

+ bnB (k)u(k − nB + 3)
− a1(k)ŷ(k + 2|k) − a2(k)ŷ(k + 1) − a3(k)y(k) − . . .

− anA(k)y(k − nA + 3) + d(k)
...

Predictions can be expressed in a compact form as functions of future control
increments

ŷ(k + 1|k) =s1(k)	u(k|k) + . . . (23)
ŷ(k + 2|k) =s2(k)	u(k|k) + s1(k)	u(k + 1|k) + . . . (24)
ŷ(k + 3|k) =s3(k)	u(k|k) + s2(k)	u(k + 1|k) + s1(k)	u(k + 2|k) + . . . (25)

...

where step-response coefficients of the linearised model are determined recur-
rently for j = 1, . . . , N from

sj(k) =
min(j,nB)∑

i=1

bi(k) −
min(j−1,nA)∑

i=1

ai(k)sj−i(k) (26)

Using the linearised model (19), it is possible to express the output prediction
vector ŷ(k) = [ŷ(k + 1|k) . . . ŷ(k + N |k)]T as the sum of two parts

ŷ(k) = G(k)	u(k) + y0(k) (27)

The first part depends only on the future (on future control moves 	u(k)), the
second part is a free trajectory vector y0(k) =

[
y0(k + 1|k) . . . y0(k + N |k)

]T ,
which depends only on the past. The dynamic matrix G(k) of dimensionality
N × Nu contains step-response coefficients of the local linear approximation of
the nonlinear model

G(k) =

⎡
⎢⎢⎢⎣

s1(k) 0 . . . 0
s2(k) s1(k) . . . 0

...
...

. . .
...

sN (k) sN−1(k) . . . sN−Nu+1(k)

⎤
⎥⎥⎥⎦ (28)

The dynamic matrix is calculated on-line from the local linearisation of the full
nonlinear model taking into account the current state of the process.
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Thanks to using the suboptimal prediction (27), the optimisation problem (3)
becomes the following quadratic programming task

min
�u(k)

{∥∥yref(k) − G(k)	u(k) − y0(k)
∥∥2 + ‖	u(k)‖2

Λ

}
subject to

umin ≤ J	u(k) + uk−1(k) ≤ umax

−	umax ≤ 	u(k) ≤ 	umax

ymin ≤ G(k)	u(k) + y0(k) ≤ ymax

(29)

where yref(k) =
[
yref(k + 1|k) . . . yref(k + N |k)

]T , ymin =
[
ymin . . . ymin

]T ,

ymax = [ymax . . . ymax]T are vectors of length N , umin =
[
umin . . . umin

]T ,
umax = [umax . . . umax]T , uk−1(k) = [u(k − 1) . . . u(k − 1)]T , 	umax

= [	umax . . .	umax]T are vectors of length Nu, Λ = diag(λ0, . . . , λNu−1), J
is the all ones lower triangular matrix of dimensionality Nu × Nu.

If output constraints are present, the MPC optimisation task (29) may be af-
fected by the infeasibility problem. In such a case the original output constraints
have to be softened by using slack variables [29, 47]. Using a quadratic penalty
for constraint violations the MPC-NPL optimisation problem is

min
�u(k), εmin, εmax

{∥∥yref(k) − G(k)	u(k) − y0(k)
∥∥2 + ‖	u(k)‖2

Λ

+ρmin
∥∥εmin

∥∥2 + ρmax ‖εmax‖2}
subject to

umin ≤ J	u(k) + uk−1(k) ≤ umax

−	umax ≤ 	u(k) ≤ 	umax

ymin − εmin ≤ G(k)	u(k) + y0(k) ≤ ymax + εmax

εmin ≥ 0, εmax ≥ 0

(30)

where slack variables vectors of length N are denoted by εmin and εmax, ρmin

and ρmax > 0 are weights.
All things considered, at each sampling instant k of the MPC-NPL algorithm

the structure of which is shown in Fig. 3, the following steps are repeated:

1. Linearisation of the neural model: obtain the matrix G(k).
2. Find the nonlinear free trajectory y0(k) using the neural model.
3. Solve the quadratic programming task (30) to find the control policy 	u(k).
4. Implement the first element of the obtained policy u(k) = 	u(k|k)+u(k−1).
5. Set k := k + 1, go to step 1.

The formulation of the MPC-NPL algorithm is general, different neural models
can be used: MLP structures [20,21,22,26,28, 47, 48], RBF models [27], neural
Hammerstein [25] and Wiener models [23]. Thanks to a simple, regular nature of
these models, the implementation of the algorithm is easy. For example, taking
into account the structure of the MLP neural model defined by (6) and (7),
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Fig. 3. The structure of the MPC-NPL algorithm

coefficients of the linearised model al(k) = −∂f(x̄(k))
∂y(k−l) and bl(k) = ∂f(x̄(k))

∂u(k−l) are
calculated easily from

al(k) = −
K∑

i=1

w2
i

dϕ(zi(x̄(k)))
dzi(x̄(k))

w1
i,Iu+l (31)

where l = 1, . . . , nA, and

bl(k) =

⎧⎪⎨
⎪⎩

0 if l = 1, . . . , τ − 1
K∑

i=1

w2
i

dϕ(zi(x̄(k)))
dzi(x̄(k))

w1
i,l−τ+1 if l = τ, . . . , nB

(32)

The linearisation point x̄(k) = [ū(k − τ) . . . ū(k− nB) ȳ(k − 1) . . . ȳ(k −nA)]T is
determined by past input and output signals (measurements) corresponding to
the arguments of the nonlinear model (5). If hyperbolic tangent is used as the
nonlinear transfer function ϕ in the hidden layer of the neural model, one has
dϕ(zi(x̄(k)))

dzi(x̄(k)) = 1 − tanh2(zi(x̄(k))).
For optimisation of the future control policy a linearised model is used. Al-

though the free trajectory can be also calculated using the linearised model, it
is a better idea to use the full nonlinear neural model. The nonlinear free trajec-
tory y0(k + p|k) over the prediction horizon, i.e. for p = 1, . . . , N , is calculated
recursively from

y0(k + p|k) = w2
0 +

K∑
i=1

w2
i ϕ(z0

i (k + p|k)) + d(k) (33)

Quantities z0
i (k+p|k) are determined from (7) assuming no changes in the control

signal from the sampling instant k onwards. One has
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z0
i (k + p|k) =w1

i,0 +
Iuf (p)∑
j=1

w1
i,ju(k − 1) (34)

+
Iu∑

j=Iuf (p)+1

w1
i,ju(k − τ + 1 − j + p)

+
Iyp(p)∑
j=1

w1
i,Iu+jy

0(k − j + p|k) +
nA∑

j=Iyp(p)+1

w1
i,Iu+jy(k − j + p)

where Iuf (p) = max(min(p − τ + 1, Iu), 0) and Iyp(p) = min(p − 1, nA). Using
(6) and (18), the unmeasured disturbance is estimated from

d(k) = y(k) −
(

w2
0 +

K∑
i=1

w2
i ϕ(zi(k))

)
(35)

6 Training of Neural Models for MPC

The neural model is usually trained off-line. During on-line control in MPC
the model is not retrained. On-line model adaptation, although discussed in
the literature [2, 50], has a limited applicability and in practice is not popular.
For training a set of data is given (i.e. the input sequence u(1), . . . , u(S) and
the output sequence y(1), . . . , y(S) where S is the number of samples) collected
from measurements of the process. The objective of identification is to find the
topology and parameters of the neural model in such a way that a predefined
performance index which describes the accuracy of the model is minimised. A
yet another set (the test set) is used in order to assess generalisation abilities of
the model.

Identification consists of three phases: model structure selection, training and
assessment. Typically, various models with different topology (K) and different
order of dynamics (nA, nB, τ) should be trained and evaluated. The order of
dynamics can be determined analytically [7]. The model finally chosen for MPC
should have a relatively small number of parameters and be precise.

Typically, during model training the following Sum of Squared Errors (SSE)
performance function is minimised

SSE =
∑

k∈data set

(y(k|k − 1) − y(k))2 (36)

where y(k|k−1) denotes the output of the model for the sampling instant k calcu-
lated using signals up to the sampling instant k− 1 whereas y(k) is the real value
of the process output variable collected during the identification experiment.

Training is an unconstrained optimisation task in which the SSE performance
index is minimised. Gradient-based algorithms are usually used, gradients of
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the SSE function are calculated analytically using the backpropagation scheme
[11]. The optimisation direction can be found by different nonlinear optimisation
methods: the steepest descent, the conjugate gradient methods (Polak-Ribiere,
Fletcher-Reeves), the quasi-Newton algorithms (DFP, BFGS) or the Levenberg-
Marquardt method [6]. Because of fast convergence and robustness BFGS and
Levenberg-Marquardt algorithms are recommended. The optimisation problem
is likely to be non-convex, the minimised objective function may have many
local minima. Hence, in practice, for a given model structure the gradient-based
algorithm is usually initialised randomly and the training procedure is repeated
a few times (the multi-start approach). Alternatively, for initialisation global
optimisation can be used (e.g. the genetic algorithm, simulated annealing).

Two configurations of dynamic models can be used: the one-step ahead pre-
diction configuration (the series-parallel model) and the simulation configuration
(the parallel model) [36]. In the first case the current value of the output signal,
y(k), is a function of past input and output values (i.e. real values measured
at previous sampling instants). In the second case current and future output
values are calculated recurrently, without using real output measurements. Nat-
urally, in MPC the model must be used recurrently since the prediction over the
prediction horizon N is considered. For the model (5) one has

y(k|k) = f(u(k − τ), . . . , u(k − nB), y(k − 1), . . . , y(k − nA)) (37)

y(k + 1|k) = f(u(k − τ + 1), . . . , u(k − nB + 1),
y(k|k), . . . , y(k − nA + 1|k)) (38)

y(k + 2|k) = f(u(k − τ + 2), . . . , u(k − nB + 2),
y(k + 1|k), . . . , y(k − nA + 2|k)) (39)
...

Bearing in mind the role of the model in MPC for long-range prediction, it is ob-
vious that recurrent training should be used [15,36,37]. In the SSE performance
function the output of the model y(k|k−1) should be calculated recurrently. An
alternative formulation of the performance function can be also used in which all
predictions over the whole horizon N are taken into account for all data samples

SSE =
∑

k∈data set

N∑
p=1

(y(k + p|k − 1) − y(k + p))2 (40)

Example: Modelling and MPC of a Polymerisation Reactor

The process under consideration is a polymerisation reaction taking place in a
jacketed continuous stirred tank reactor [9] depicted in Fig. 4. The reaction is the
free-radical polymerisation of methyl methacrylate with azo-bis-isobutyronitrile
as initiator and toluene as solvent. The output NAMW (Number Average
Molecular Weight) [kg kmol−1] is controlled by manipulating the inlet initiator
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Fig. 4. The polymerisation reactor control system structure

flow rate FI [m3 h−1]. The flow rate F [m3h−1] of the monomer is a distur-
bance. Properties of the considered process are highly nonlinear. The reactor is
frequently used as a benchmark [9,26,47].

The continuous-time fundamental model of the polymerisation reactor [9] is
comprised of four nonlinear ordinary differential equations

dCm(t)
dt

= −
[
ZP exp

(−EP

RT

)
+ Zfm exp

(−Efm

RT

)]
Cm(t)P0(t) (41)

− F (t)Cm(t)
V

+
F (t)Cmin

V
dCI(t)

dt
= − ZI exp

(−EI

RT

)
CI(t) − F (t)CI

V
+

FI(t)CIin

V
(42)

dD0(t)
dt

=
[
0.5ZTc exp

(−ETc

RT

)
+ ZTd exp

(−ETd

RT

)]
P 2

0 (t) (43)

+ Zfm exp
(−Efm

RT

)
Cm(t)P0(t) − F (t)D0(t)

V

dDI(t)
dt

=Mm

[
ZP exp

(−EP

RT

)
+ Zfm exp

(−Efm

RT

)]
Cm(t)P0(t) (44)

− F (t)DI(t)
V

where

P0(t) =

√√√√ 2f∗CI(t)ZI exp
(−EI

RT

)
ZTd exp

(−ETd
RT

)
+ ZTc exp

(−ETc
RT

) (45)

and one algebraic output equation

NAMW (t) =
DI(t)
D0(t)

(46)

Parameters of the fundamental model are given in Table 1. The initial operating
conditions are: FI = 0.028328 m3 h−1, F = 1 m3 h−1, NAMW = 20000 kg
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Table 1. Parameters of the fundamental model

Parameter Value Parameter Value
CIin 8 kmol m−3 R 8.314 kJ kmol−1 K−1

Cmin 6 kmol/m−3 T 335 K
ETc 2.9442 · 103 kJ kmol−1 ZTc 3.8223 · 1010 m3 kmol−1 h−1

ETd 2.9442 · 103 kJ kmol−1 ZTd 3.1457 · 1011 m3 kmol−1 h−1

Efm 7.4478 · 104 kJ kmol−1 Zfm 1.0067 · 1015 m3 kmol−1 h−1

EI 1.2550 · 105 kJ kmol−1 ZI 3.7920 · 1018 h−1

EP 1.8283 · 104 kJ kmol−1 ZP 1.7700 · 109 m3 kmol−1 h−1

f∗ 0.58 V 0.1 m3

Mm 100.12 kg kmol−1

kmol−1, Cm = 5.3745 kmol m−3, CI = 2.2433·10−1 kmol m−3, D0 = 3.1308·10−3

kmol m−3, DI = 6.2616 · 10−1 kmol m−3.
For identification the fundamental model (41)–(46) is used as the real process,

it is simulated open-loop in order to obtain two sets of data, namely training and
test data sets depicted in Fig. 5. Both sets contain 2000 samples, the sampling
time is 1.8 min. The output signal contains small measurement noise. During cal-
culations the system of differential equations comprising the fundamental model
is solved using the Runge-Kutta RK45 method.

The classical MLP neural model of the process is used. A number of model
candidates are trained to assess the order of dynamics and the number of hidden
nodes. Finally, the second-order model is chosen containing K = 6 hidden nodes
with the hyperbolic tangent transfer function in the hidden layer

y(k) = f(u(k − 2), y(k − 1), y(k − 2)) (47)

Because input and output process variables have different orders of magnitude,
they are scaled as u = 100(FI − FI0), y = 0.0001(NAMW − NAMW0) where
FI0 = 0.028328, NAMW0 = 20000 correspond to the initial operating point.

During model training the SSE performance function (36) is minimised. Be-
cause models used in MPC have to be able to make good predictions not only one
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Fig. 6. The process (solid line with dots) vs. the neural model (dashed line with circles)
for training and test data sets: complete data sets (top) and enlarged fragments of the
test data set (bottom)

step ahead, but over the whole prediction horizon, neural networks are trained as
recurrent Output Error (OE) models which make it possible to properly calculate
multi-step ahead predictions [37]. The SSE performance function is minimised
using the BFGS optimisation algorithm [6]. For each neural model topology
training is repeated 10 times, weights of neural networks are initialised ran-
domly. Fig. 6 shows the output of the process and the output of the chosen
neural model for both training and test data sets. The accuracy of the neural
model is very high. For the training data set SSE = 5.559159 · 10−1, for the test
data set SSE = 1.190907 · 100.

To demonstrate very high accuracy of the neural model the linear model

y(k) = b2u(k − 2) − a1y(k − 1) − a2y(k − 2) (48)

is found. The linear model has exactly the same arguments as the neural one.
Fig. 7 shows the output of the process and the output of the linear model for both
data sets. Unfortunately, because the process is really nonlinear, the accuracy
of the linear model is low. For the training data set SSE = 3.402260 · 102, for
the test data set SSE = 6.255822 · 102. Comparing properties of both models,
one can expect that it is better to use in MPC the neural model rather than the
linear one.

Compared MPC strategies are:

a) the linear MPC algorithm based on the linear model (48),
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Fig. 7. The process (solid line) vs. the linear model (dashed line) for training and test
data sets
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Fig. 8. Simulation results of the MPC algorithm based on the linear model

b) the nonlinear MPC-NPL algorithm based on the neural model (47),
c) the nonlinear MPC-NO algorithm based on the same neural model (47).

All algorithms are implemented in Matlab. The MPC algorithm based on the
linear model and the MPC-NPL algorithm use the quadratic programming pro-
cedure whereas the MPC-NO algorithm uses the Sequential Quadratic Program-
ming (SQP) nonlinear optimisation routine. As the initial point for MPC-NO
nonlinear optimisation Nu − 1 control values calculated at the previous sam-
pling instant and not applied to the process are used. The fundamental model
(41)–(46) is used as the real process, it is solved using the Runge-Kutta RK45
method.

Horizons of all compared MPC algorithms are N = 10, Nu = 3, the weighting
coefficients λp = 0.2. (As far as choosing parameters of MPC the reader is
referred to the literature [29,44,45,47].) The manipulated variable is constrained:
Fmin

I = 0.003, Fmax
I = 0.06, the sampling time is 1.8 min.

Simulation results of the MPC algorithm based on the linear model are de-
picted in Fig. 8. As the reference trajectory (NAMW ref) five set-point changes
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Fig. 9. Simulation results of MPC-NPL (solid) and MPC-NO (dashed) algorithms
based on the same neural model: the whole simulation (top) and enlarged fragments
(bottom)
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Fig. 10. Simulation results of MPC-NPL (solid) and MPC-NO (dashed) algorithms
based on the same neural model with constraints imposed on increments of the manip-
ulated variable, �Fmax

I = 0.005 m3/h

are considered. The linear algorithm works well only for the smallest set-point
change, whereas for bigger ones the system becomes unstable. Simulation results
of MPC-NPL and MPC-NO algorithms based on the same neural model are de-
picted in Fig. 9. Both nonlinear algorithms are stable. Moreover, the closed-loop
performance obtained in the suboptimal MPC-NPL algorithm with quadratic
programming is very close to that obtained in the computationally demanding
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Fig. 11. The computational complexity (MFLOPS) of MPC-NPL (left) and MPC-NO
(right) algorithms based on the same neural model

Table 2. The computational complexity (MFLOPS) of MPC-NPL and MPC-NO al-
gorithms based on the same neural model

Algorithm N Nu = 1 Nu = 2 Nu = 3 Nu = 4 Nu = 5 Nu = 10
MPC-NPL 5 0.131 0.176 0.275 0.422 0.637 −
MPC-NO 5 0.560 1.278 2.782 5.560 9.101 −
MPC-NPL 10 0.221 0.285 0.405 0.573 0.808 3.198
MPC-NO 10 1.262 2.640 4.110 6.779 8.896 48.358
MPC-NPL 15 0.320 0.413 0.563 0.764 1.033 3.628
MPC-NO 15 1.968 3.993 5.846 8.547 11.182 42.367

MPC-NO approach, in which a nonlinear optimisation problem has to be solved
on-line at each sampling instant.

Simulation results of both nonlinear algorithms with constraints imposed on
increments of the manipulated variable 	Fmax

I = 0.005 m3/h are shown in
Fig. 10. Such constraints are very important when changes in the reference
trajectory are big, they take into account the actuator’s limitations. In com-
parison with Fig. 9, additional constraints result in a slightly slower output
profile, but technological restrictions are rigorously taken into account.

Table 2 shows the influence of control and prediction horizons on the compu-
tational complexity of MPC-NPL and MPC-NO algorithms (in terms of float-
ing point operations MFLOPS) for N = 5, 10, 15, Nu = 1, 2, 3, 4, 5, 10. Fig. 11
depicts the computational complexity for N = 5, . . . , 15, Nu = 1, . . . , 10. In gen-
eral, the suboptimal MPC-NPL algorithm is considerably less computationally
demanding than the MPC-NO strategy. The minimal computational complexity
reduction (MPC-NPL vs. MPC-NO) for all considered combinations of horizons
is 4.28 times, the maximal is 15.37 times, the average reduction factor is 10.59.
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7 Specialised Neural Models for MPC

In MPC the explicit model of the process is directly used to predict its future
behaviour and to determine the optimal control policy. As a result, MPC al-
gorithms are very model-based, the control performance is determined by the
accuracy of predictions calculated by the model. The role of the model in MPC
control cannot be ignored during model structure selection and identification.
Naturally, the model has to be able to make good predictions of future behaviour
of the process over the whole prediction horizon.

According to the general prediction equation (17)

ŷ(k + p|k) = y(k + p|k) + d(k) (49)

predictions are calculated by means of the model used for the sampling instant
k+p at the current sampling instant k. The unmeasured disturbance estimation
d(k) is also calculated (18) using the model of the process. Using the prediction
equation and the general nonlinear neural model (5) which represents any model
discussed so far (MLP, RBF neural Hammerstein or Wiener), output predictions
over the prediction horizon (p = 1, . . . , N) are calculated recurrently from

ŷ(k + p|k) = f(u(k − τ + p|k), . . . , u(k|k)︸ ︷︷ ︸
Iuf (p)

, u(k − 1), . . . , u(k − nB + p)︸ ︷︷ ︸
Iu−Iuf (p)

, (50)

ŷ(k − 1 + p|k), . . . , ŷ(k + 1|k)︸ ︷︷ ︸
Iyp(p)

, y(k), . . . , y(k − nA + p)︸ ︷︷ ︸
nA−Iyp(p)

) + d(k)

Predictions ŷ(k + p|k) depend on Iuf (p) = max(min(p − τ + 1, Iu), 0) future
values of the control signal (i.e. decision variables of the MPC algorithm), where
Iu = nB − τ + 1, Iu − Iuf (p) values of the control signal applied to the plant at
previous sampling instants, Iyp(p) = min(p − 1, nA) future output predictions
and nA − Iyp(p) plant output signal values measured at previous sampling in-
stants. For prediction in MPC the classical NARX model (5) has to be used
recurrently, because predictions depend on predictions calculated for previous
sampling instants within the prediction horizon.

Quite frequently, neural models are trained using the rudimentary backprop-
agation algorithm which yields one-step ahead predictors. Intuitively, they are
not suited to be used recurrently in MPC for long-range prediction (50) since
the prediction error is propagated. It is particularly important in the case of
noise, model inaccuracies and underparameterisation, i.e. the order of the model
is usually significantly lower than the order of the real process or even the proper
model order is unknown.

To solve the problem resulting from the inaccuracy of one-step ahead predic-
tors in MPC two general approaches can be recommended. First of all, specialised
recurrent training algorithms for neural models can be used (Section 6), but they
are significantly more computationally demanding in comparison with one-step
ahead predictor training. Moreover, obtained models can be sensitive to noise.
An alternative is to choose the structure of the model in such a way that its
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role in MPC is not ignored. In this work two specialised neural structures are
discussed: multi-models and structured models. In both cases, thanks to the na-
ture of these models, the prediction error is not propagated. Both model types
are easily trained as one-step ahead predictors.

7.1 Neural FIR Models

The easiest way of avoiding the necessity of using the model recurrently is to
use Nonlinear Finite Impulse Response (NFIR) models

y(k) = f(x(k)) = f(u(k − τ), . . . , u(k − nB)) (51)

where f : 
nB−τ+1 −→ 
. For the NFIR model, output predictions

ŷ(k + p|k) =f(u(k − τ + p|k), . . . , u(k|k)︸ ︷︷ ︸
Iuf (p)

, u(k − 1), . . . , u(k − nB + p)︸ ︷︷ ︸
Iu−Iuf (p)

) (52)

+ d(k)

depend only on past and future control signals. For prediction in MPC the NFIR
model is not used recurrently, the prediction error is not propagated.

The NFIR model can be realised by the MLP or RBF neural network. The
output of the MLP NFIR model is given by (6). In contrast to the classical MLP
neural model (7), sums of inputs of hidden nodes (i = 1, . . . , K) depend only on
the input signal

zi(k) = w1
i,0 +

Iu∑
j=1

w1
i,ju(k − τ + 1 − j) (53)

Weights of the network are denoted by w1
i,j , i = 1, . . . , K, j = 0, . . . , nB − τ + 1,

and w2
i , i = 0, . . . , K, for the first and the second layer, respectively, Iu =

nB − τ + 1.
Unfortunately, because of its nature, the NFIR model usually needs a high

order of dynamics (determined by nB), much higher than the classical model of
a similar accuracy which depends on both past input and output signals (5).

7.2 Neural Multi-models

In the multi-model approach [24] one independent neural model is used for each
sampling instant within the prediction horizon. For the sampling instant k + 1
the following model is used

y(k + 1) = f1(u(k − τ + 1), . . . , u(k − nB), y(k), . . . , y(k − nA)) (54)

For the sampling instant k + 2 the model is

y(k + 2) = f2(u(k − τ + 2), . . . , u(k − nB), y(k), . . . , y(k − nA)) (55)
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In a similar way independent submodels are formulated for all sampling instants
within the prediction horizon. For the sampling instant k + N the model is

y(k + N) = fN(u(k − τ + N), . . . , u(k − nB), y(k), . . . , y(k − nA)) (56)

In general, for p = 1, . . . , N , all submodels can be expressed in a compact form

y(k + p) = fp(x(k + p|k)) = (57)
fp(u(k − τ + p), . . . , u(k − nB), y(k), . . . , y(k − nA))

The multi-model is comprised of N neural networks which calculate predictions
for consecutive sampling instants within the prediction horizon. Each network
realises the function fp : 
min(nB+p−τ+1,nB)+max(p−τ+1,0)+nA+1 −→ 
.

Predictions calculated from the multi-model are

ŷ(k + p|k) = y(k + p|k) + d(k + p|k) (58)

for p = 1, . . . , N . Independent disturbance estimations are

d(k + p|k) = y(k) − fp(k|k − 1) (59)

where y(k) is measured while fp(k|k−1) is calculated from the multi-model used
for the sampling instant k.

Using (57) and (58), output predictions for p = 1, . . . , N calculated from the
multi-model are

ŷ(k + p|k) = fp(u(k − τ + p|k), . . . , u(k|k)︸ ︷︷ ︸
Iuf (p)

, u(k − max(τ − p, 1)), . . . , u(k − nB)︸ ︷︷ ︸
Iup(p)

y(k), . . . , y(k − nA))︸ ︷︷ ︸
nA+1

+d(k + p|k) (60)

where Iuf (p) = max(p−τ +1, 0), Iup(p) = nB−max(τ−p, 1)+1. Analogously as
in the case of the classical NARX model (5), predictions calculated by means of
the multi-model (57) depend on Iuf (p) future values of the control signal, Iup(p)
values of the control signal applied to the plant at previous sampling instants
and on nA + 1 values of the plant output signal measured at previous sampling
instants. Unlike classical predictions (50), they do not depend on predictions cal-
culated for previous sampling instants within the prediction horizon. As a result,
the multi-model is not used recurrently, the prediction error is not propagated.
Fig. 12 depicts the structure of the multi-model used for prediction in MPC.

Neural multi-model training needs finding independent N submodels. They
are trained separately by means of the standard backpropagation algorithm
which yields one-step ahead predictors. It is possible because for prediction
one independent neural submodel is used for each sampling instant within the
prediction horizon and predictions do not depend on previous predictions.
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Fig. 12. The structure of the neural multi-model used for prediction in MPC

As submodels both MLP and RBF neural networks can be used. These neural
networks realise functions fp, p = 1, . . . , N in (57). Outputs of MLP submodels
for the sampling instant k + p, p = 1, . . . , N are

y(k + p|k) = fp(x(k + p|k)) = w2,p
0 +

Kp∑
i=1

w2,p
i ϕ(zp

i (k + p|k)) (61)

where zp
i (k + p|k) are sums of inputs of the ith hidden node, Kp is the number

of hidden nodes. Recalling the prediction of the multi-model (60) one has

zp
i (k + p|k) =w1,p

i,0 +
Iuf (p)∑
j=1

w1,p
i,j u(k − τ + 1 − j + p|k) (62)

+
Iup(p)∑
j=1

w1,p
i,Iuf (p)+ju(k − max(τ − p, 1) + 1 − j)

+
nA+1∑
j=1

w1,p
i,Iuf (p)+Iup(p)+jy(k + 1 − j)

Weights are denoted by w1,p
i,j , i = 1, . . . , Kp, j = 0, . . . , max(p − τ + 1, 0) −

max(τ −p, 1)+nA +nB +2, and w2,p
i , i = 0, . . . , Kp, for the first and the second

layer, respectively, p indicates the submodel, p = 1, . . . , N .
The MPC-NPL algorithm based on MLP multi-models is detailed in [24].

7.3 Structured Neural Models

Rewriting the model (5) for sampling instants k − 1, . . . , k − N + 1 one has

y(k − 1) = f(u(k − τ − 1), . . . , u(k − nB − 1), (63)
y(k − 2), . . . , y(k − nA − 1))

...
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y(k − N + 2) = f(u(k − τ − N + 2), . . . , u(k − nB − N + 2), (64)
y(k − N + 1), . . . , y(k − nA − N + 2))

y(k − N + 1) = f(u(k − τ − N + 1), . . . , u(k − nB − N + 1), (65)
y(k − N), . . . , y(k − nA − N + 1))

Using (65), the quantity y(k − N + 2) given by (64) can be expressed as

y(k − N + 2) = f(u(k − τ − N + 2), . . . , u(k − nB − N + 2), (66)
f(u(k − τ − N + 1), . . . , u(k − nB − N + 1),

y(k − N), . . . , y(k − nA − N + 1)),
y(k − N), . . . , y(k − nA − N + 2))

which can be rewritten as the function

y(k − N + 2) = fN−2(u(k − τ − N + 2), . . . , u(k − nB − N + 1), (67)
y(k − N), . . . , y(k − nA − N + 1))

Model arguments rearrangement can be repeated for all quantities y(k − N +
2), . . . , y(k), giving functions fN−2, . . . , f0. Finally, one has

y(k) = f(u(k − τ), . . . , u(k − nB), (68)
f1(u(k − τ − 1), . . . , u(k − nB − N + 1), . . . ,

y(k − N), . . . , y(k − nA − N + 1)), . . . ,
fnA(u(k − τ − nA), . . . , u(k − nB − N + 1),

y(k − N), . . . , y(k − nA − N + 1)))

which can be rewritten as the function

y(k) = f0(u(k − τ), . . . , u(k − nB − N + 1), (69)
y(k − N), . . . , y(k − nA − N + 1))

The equation (69) represents the structured model, f0 : 
nA+nB−τ+N −→ 
.
Using the general prediction equation (17), output predictions calculated from

the structured model (69) are

ŷ(k + p|k)=f0( u(k − τ + p|k), . . . , u(k|k)︸ ︷︷ ︸
Iuf (p)

, u(k − 1), . . . , u(k − nB − N + 1 + p)︸ ︷︷ ︸
Iu−Iuf (p)

,

y(k − N + p), . . . , y(k − nA − N + 1 + p)︸ ︷︷ ︸
nA

) + d(k) (70)

For the structured model Iu = nB + N − τ . Predictions depend on Iuf (p) =
max(p− τ +1, 0) future values of the control signal and Iu − Iuf (p) values of the
control signal applied to the plant at previous sampling instants. Unlike classi-
cal predictions (50), they do not depend on predictions calculated for previous
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sampling instants within the prediction horizon, but only on nA values of the
plant output signal measured at previous sampling instants. As a result, the
structured model is not used recurrently, the prediction error is not propagated.

Both MLP and RBF neural networks can be used in the structured model to
realise the function f0 in (69). The output of the structured MLP model is

y(k) = f(x(k)) = w2
0 +

K∑
i=1

w2
i ϕ(zi(k)) (71)

where zi(k) is the sum of inputs of the ith hidden node. From (69)

zi(k) = w1
i,0 +

Iu∑
j=1

w1
i,ju(k − τ + 1 − j) +

nA∑
j=1

w1
i,Iu+jy(k − j − N + 1) (72)

Weights are denoted by w1
i,j , i = 1, . . . , K, j = 0, . . . , nA + nB − τ + N , and w2

i ,
i = 0, . . . , K, for the first and the second layer, respectively.

The MPC-NPL scheme based on structured MLP models is described in [20].

Example: Multi-Modelling of the Polymerisation Reactor

Two models are trained off-line: the classical NARX model (5)

y(k) = f(u(k − 2), y(k − 1)) (73)

and the multi-model (57) for N = 10

y(k + 1|k) =f1(u(k − 1), u(k − 2), (74)
y(k), y(k − 1))

y(k + 2|k) =f2(u(k|k), u(k − 1), u(k − 2), (75)
y(k), y(k − 1))

y(k + 3|k) =f3(u(k + 1|k), u(k|k), u(k − 1), u(k − 2), (76)
y(k), y(k − 1))

y(k + 4|k) =f4(u(k + 2|k), u(k + 1|k), u(k|k), u(k − 1), u(k − 2), (77)
y(k), y(k − 1))

...
y(k + 10|k) =f10(u(k + 8|k), . . . , u(k|k), u(k − 1), u(k − 2), (78)

y(k), y(k − 1))

Both models used have the same order of dynamics determined by τ = nB = 2,
nA = 1. To show advantages of the multi-model both models are underparame-
terised, because in fact the fundamental model (41)–(46) consists of four differen-
tial equations. In order to precisely capture the nature of the process, the classical
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Fig. 13. Step-responses (long-range predictions) calculated recurrently by the classical
NARX neural model (solid line with asterisks) and by the neural multi-model (dashed
line with circles) vs. the real process (solid line with dots)

neural model should have at least the second order, i.e. nA = nB = τ = 2 (in
all experiments described so far the model (47), i.e. y(k) = f(u(k − 2), y(k −
1), y(k − 2)) is used).

In both model types MLP neural networks are used with the hyperbolic tan-
gent transfer function in hidden layers. All neural models are trained as one-step
ahead predictors. The NARX model has K = 6 hidden nodes, in the case of the
multi-model, six submodels have Kp = 3 hidden nodes (for p = 1, 6, 7, 8, 9, 10),
four submodels have Kp = 3 hidden nodes (for p = 2, 3, 4, 5). The number of
hidden nodes in submodels comprising the multi-model is adjusted in such a way
that when trained and tested as one-step ahead predictors they give comparable
values of the SSE performance index as the classical NARX model.

To reduce the complexity of models, the Optimal Brain Damage (OBD) prun-
ing algorithm is used [17]. The complexity of the NARX model is reduced by
only 16.0% whereas in case of the multi-model in the best case by 34.15%, in
the worst case by 17.65%. An average complexity reduction factor is 29.66%.

In light of the application of models in MPC, it is interesting to compare their
long range prediction accuracy. Fig. 13 shows step-responses of the process and
predictions. The manipulated variable FI changes at the sampling instant k = 0
from 0.028328 to 0.004602, which corresponds to changing the operating point
from NAMW = 20000 to NAMW = 40000. The one-step ahead NARX neural
model is used recurrently, it correctly calculates only the prediction for the first
sampling instant of the prediction horizon (i.e. for p = 1). As a result of under-
parameterisation, for next sampling instants the prediction error is propagated
and consecutive predictions significantly differ from the real process. The neural
multi-model is not used recurrently, the prediction error is not propagated. It
correctly predicts behaviour of the process over the whole prediction horizon.

To further compare the long-range prediction accuracy and show the potential
of using neural multi-models for long-range prediction in MPC, the ratio
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RN =
1
N

N∑
p=1

∑
k∈data set

(y(k + p|k) − y(k + p))2∑
k∈data set

(yNARX(k + p|k) − y(k + p))2
(79)

is considered. It compares the average long-range prediction accuracy of the
multi-model (the numerator) and the classical NARX model (the denominator).
The output of the classical one-step ahead model used recurrently for long-
range prediction is denoted by yNARX(k + p|k), the output of the multi-model
is denoted by y(k + p|k), y(k + p) is the real data sample.

If RN < 1 it is a potential for using in MPC multi-models rather than classical
models recurrently. The smaller the value of RN , the worse long-range prediction
abilities of the classical model and it is more appropriate to use multi-models.
For the training data set R10 = 0.3241, for the test data set R10 = 0.2298.

8 The Stabilising MPC-NPL Algorithm

In practice stability of MPC is achieved by adjusting horizons’ lengths and
penalty factors λp. MPC algorithms have gained recognition and have been
successfully applied in industry for years before theoretical results concerning
their stability analysis appeared. Over the years several MPC algorithms with
guaranteed stability have been developed, an excellent review is given in [31].
Usually, stability is guaranteed provided that the nonlinear optimisation is used
to solve the MPC optimisation task (3). An additional strong assumption under
which stability is guaranteed is the necessity of finding the global solution to the
nonlinear MPC optimisation problem at each algorithm iteration. On the other
hand, as emphasised in this work, suboptimal MPC algorithms with on-line lin-
earisation and quadratic programming give very good control performance and
are computationally efficient. The gap between the practice and the theory is
evident. Stability of suboptimal MPC are researched exceptionally infrequently.

It can be easily proved that to guarantee stability it is sufficient to bring the
terminal state (i.e. at the end of the prediction horizon) to the origin [31, 32].
In other words, stability is enforced by using in the MPC optimisation task an
additional equality terminal constraint

x(k + N |k) = 0 (80)

The state x(k) = [u(k−1) . . . u(k−nB+1) y(k) . . . y(k−nA+1)]T [29] corresponds
to arguments of the nonlinear model (5). Unfortunately, in nonlinear MPC such
a constraint significantly increases the complexity of the nonlinear optimisation
problem.

To overcome the necessity of finding the global solution to nonlinear MPC
optimisation problem, the dual-mode MPC scheme [34,46] can be used in which
a terminal inequality constraint

x(k + N |k) ∈ Ωα (81)

guarantees stability. The terminal set Ωα is a convex neighbourhood of the origin
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Ωα =
{
x(k) ∈ 
nA+nB−1 : ‖x(k)‖2

P ≤ α
}

(82)

where the matrix P > 0, α > 0. In this approach merely feasibility, rather then
optimality, is sufficient to guarantee stability. It means that it is only necessary to
find a feasible solution to the nonlinear MPC optimisation problem, this solution
does not need to be the global or even a local minimum to guarantee stability of
the whole control algorithm. Hence, the dual-mode approach can be efficiently
combined with the MPC-NPL algorithm as described in [22]. The formulation
of the stabilising MPC-NPL algorithm is general, different neural structures can
be used: MLP and RBF models, neural Hammerstein and Wiener models as well
as neural multi-models and structured models.

In the dual-model approach the current value of the manipulated variable
is calculated in two different ways, the method used depends on the current
state of the process. Outside the terminal set Ωα a nonlinear MPC algorithm
is used whereas an additional, usually linear, controller is used inside this set.
The objective of the additional feedback controller is to bring the state of the
process to the origin. The control law is

u(k) =
{

u(k|k) if x(k) /∈ Ωα

Kx(k) if x(k) ∈ Ωα
(83)

The nonlinear MPC, which is used if the current state of the plant is outside
the terminal set Ωα, takes into account all the constraints explicitly in the op-
timisation problem. The linear control law u(k) = Kx(k), which is used if the
state is inside the terminal set, despite being unconstrained, must never violate
constraints. Constraints are used when the terminal set is calculated off-line.

In the stabilising dual-mode approach, the MPC-NPL optimisation problem
(30) takes also into account the terminal inequality constraint (81). The main
advantage of the algorithm is its suboptimality, i.e. feasibility of the nonlinear
optimisation problem (30) is sufficient to guarantee stability. In other words,
the determined control sequence u(k) must be always feasible, but it does not
need to be the global or even a local minimum of the optimisation problem (30).
Determination of the terminal set Ωα and simulation results of the stabilising
dual-model MPC-NPL algorithm are presented in [22].

9 Approximate Neural MPC

Because neural networks are universal approximators, it is an appealing idea to
use a network capable of approximating the whole MPC algorithm [4,8,38]. The
key idea is to calculate on-line values of the manipulated variable without any
optimisation. In other words, the neural network replaces the whole MPC algo-
rithm. The control signal is simply calculated by the neural network as a function
of past input and output signals measured at previous sampling instants.

An important advantage of approximate neural MPC is its speed. On the
other hand, the main problem is training. At first, a classical MPC algorithm
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is developed, for example the MPC-NPL one. Next, a sufficiently large number
of simulation should be carried out to cover the whole operation domain (i.e.
different initial conditions and reference trajectories). Finally, this data set is
used to train a neural model the role of which is to replace the control algorithm.

10 Conclusions

This work emphasises two issues:

1. The proper choice of the model used in MPC is crucial as MPC algorithms
are very model-based, the possible control performance is determined by the
accuracy of predictions calculated by means of the model.

2. MPC algorithms used in practice should be computationally efficient.

Since fundamental models (complicated systems of nonlinear differential and
algebraic equations) are usually not suitable for on-line control and their devel-
opment is difficult, neural models are recommended. In this work models based
on rudimentary MLP and RBF neural networks are discussed, including Ham-
merstein and Wiener neural structures. All discussed models can be easily used
in MPC, without solving any equations which is likely to be computationally de-
manding and may lead to numerical problems. Neural models are trained using
recorded data sets, no technological knowledge is necessary.

The role of the model in MPC cannot be ignored during model structure
selection and training. The model has to be able to make good predictions of
future behaviour of the process over the whole prediction horizon. Two classes
of specialised neural models designed with the specific aim of using them in
MPC are discussed: multi-models and structured models. Both these models are
trained easily as one-step ahead predictors, but they calculate predictions for
the whole prediction horizon without being used recurrently. As a result, the
prediction error is not propagated which is particularly important in practice.

In this work the suboptimal MPC-NPL algorithm is recommended. The neural
model is successively linearised on-line, the linear approximation is used for pre-
diction and calculation of the future control policy. The MPC-NPL algorithm
is computationally efficient, it needs solving on-line a quadratic programming
task. It is also demonstrated that the algorithm gives very good control accu-
racy, comparable to that obtained when nonlinear optimisation is used on-line
in MPC.
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Abstract. Knowledge engineering techniques are becoming useful and popular 
components of hybrid integrated systems used to solve complicated practical 
problems in different disciplines.  Knowledge engineering techniques offer 
features such as: learning from experience, handling noisy and incomplete data, 
helping with decision making, and predicting.  This chapter presents the 
application of a knowledge structure to different fields of study by constructing 
Decisional DNA.  Decisional DNA, as a knowledge representation structure, 
offers great possibilities on gathering explicit knowledge of formal decision 
events as well as a tool for decision making processes.  Its versatility is shown 
in this chapter when applied to decisional domains in finances and energy.  The 
main advantages of using the Decisional DNA rely on: (i) versatility and 
dynamicity of the knowledge structure, (ii) storage of day-to-day explicit 
experience in a single structure, (iii) transportability and share ability of the 
knowledge, and (iv) predicting capabilities based on the collected experience.  
Thus, after showing the results, we conclude that the Decisional DNA, as a 
unique structure, can be applied to multi-domain systems while enhancing 
predicting capabilities and facilitating knowledge engineering processes inside 
decision making systems. 

Keywords: Knowledge Engineering, Decisional DNA, Knowledge 
Representation, Set of Experience Knowledge Structure, Decision Making. 

1   Introduction 

The term knowledge engineering has been defined as a discipline that aims to offering 
solutions for complex problems by the means of integrating knowledge into computer 
systems [1]. It involves the use and application of several computer science domains 
such as artificial intelligence, knowledge representation, databases, and decision 
support systems, among others. Knowledge engineering technologies make use of the 
synergism of hybrid systems to produce better, powerful, more efficient and effective 
computer systems. 
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Among the features associated with knowledge engineering systems are human 
intelligence capabilities such as learning, reasoning and forecasting from current 
knowledge or experience. In our case, experience is the main and most appropriate 
source of knowledge and its use leads to useful systems with improved performance.  
Knowledge engineering techniques have been used in several domains and 
applications. 

As case studies, we apply the Decisional DNA knowledge representation to the 
domains of energy and finance. We have chosen these two domains because of their 
noticeable differences in terms of collected knowledge and the great potential and 
extended use of intelligent techniques in such fields. Finances have been ruling the 
word since the industrial revolution in the 1700’s, and lately, have become a 
cumbersome issue. Proper understanding of finances could lead to better community 
quality life. On the other hand, renewable energy (RE) resources have great potential 
and can supply the present world energy demand. RE can reduce atmospheric 
emissions, offer diversity in energy supply markets, and guarantee long-term 
sustainable energy supply [2]. In addition, the use of RE resources has been outlined 
as a research focus in many developed countries. 

Knowledge engineering has been applied to the geothermal energy and renewable 
energy domains in several occasions. They comprise applications in artificial 
intelligence systems, knowledge base systems, expert systems, decisional support 
systems, heuristic systems, and the list appears without an end, just a few publications 
to mention include [3], [4], [5], [6], [7]. On the finance domain, the list is as similar as 
in the energy domain, and it goes even further in a way that there are specialized 
publications on the area such as the book Computational Intelligence in Economics 
and Finance and the Journal of Computational Intelligence in Finance; these among 
several publications, just a few to mention [8], [9], [10], [11], [12]. 

All this multiple applications perform decisions, and most of them, decision that 
are taken in a structured and formal way, this is what we call formal decision events 
[13]. All these formal decision events are usually disregarded once the decision is 
made, or even worst, if the system is queried again, the decision has to be repeated.  
What to do with the experience gained on taking such decisions relies on our 
knowledge representation structure. We propose the Decisional DNA as a unique and 
single structure for capturing, storing, improving and reusing decisional experience. 

The present chapter explains the process of implementing a knowledge engineering 
technology that can collect, use and offer trustable knowledge in multiple domains, 
using as examples the energy and financial domains. We make use of the Set of 
Experience (SOE) as a knowledge structure that allows the acquisition and storage of 
formal decision events in a knowledge-explicit form. It comprises variables, 
functions, constraints and rules associated in a DNA shape allowing the construction 
of the Decisional DNA of an organization. Having a powerful knowledge structure 
such as the Set of Experience Knowledge Structure (SOEKS) in the Decisional DNA 
and apply it to the construction of chromosomes, such as the ones in energy and 
financial domains, can enrich and develop any decisional system based upon previous 
experience. 
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2   Background 

A brief introduction to the reader into the elements and concepts used along the 
chapter is included as a way to guarantee a better understanding of the ideas and 
proposals exposed.  However, an interested reader can gain a deeper knowledge by 
approaching the additional mentioned bibliography. 

2.1   Knowledge 

Humanity has always being accompanied by knowledge. Both have grown together to 
construct what we understand now as society and civilization. Hence, humankind has 
been trying to make knowledge part of its assets. Knowledge seems to be a valuable 
possession of incalculable worth and it has been considered as the only true source of 
a nation’s economic and military strength as well as, the key source of competitive 
advantage of a company [14]. Thus, humankind in general and, more specifically, 
managers have turned to knowledge administration. They want technologies that 
facilitate control of all forms of knowledge because such technologies can be 
considered as the key for the success or failure of an organization, and subsequently, 
knowledge society. 

One theory proposes that experienced decision-makers base most of their decisions 
on situation assessments [15]. In other words, decision-makers principally use 
experience for their decisions, i.e. when a decision event emerges, managers select 
actions that have worked well in previous similar situations. Then, in a brain process 
that is not well understood, managers extract the most significant characteristics from 
the current circumstances, and relate them to similar situations and actions that have 
worked well in the past. Therefore, this theory suggests that any mechanism that 
supports the process of storing previous decisions would improve the decision 
maker’s job; and as such, it is related to a process of storing knowledge and 
experience. 

Since our focus is more related to engineering and computer fields, we concentrate 
on the concept knowledge engineering (KE).  KE is defined as a technique applied by 
knowledge engineers to construct intelligent systems. Two main movements surround 
KE, they are: the transfer movement and the modelling movement. The transfer 
movement aims for techniques to transfer human knowledge into the artificial 
intelligent systems. The modelling movement aims for modelling the knowledge and 
problem solving techniques of the domain expert into the artificial intelligent system.  
Our research concentrates on the modelling trend which requires the areas of 
knowledge representation (KR) and knowledge modelling. 

Knowledge engineering came up as part of the knowledge society which arrived 
and brought with it all the difficulties that information faces. Characteristics such as 
unstructured, disintegrated, not shareable, incomplete, and uncertain information 
represent an enormous problem for information technologies (IT) [16], [17]. Under 
these circumstances, the process of transforming information into knowledge is 
critical and difficult, because unfortunately, knowledge depends upon information 
[18]. Moreover, Awad and Ghaziri [19] gives acknowledge of another difficulty when 
affirms that up to 95 percent of information is preserved as tacit knowledge (for tacit 
and explicit knowledge see Nonaka & Takeuchi [20]). Thus, one of the most 
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complicated issues involving knowledge is its representation, because it determines 
how knowledge is acquired and stored; and how knowledge is transformed from tacit 
knowledge to explicit knowledge. Failing on doing so, knowledge is no more than a 
volatile and fragile implicit asset. Knowledge, then, must be obtained and represented 
in an understandable form for the agents that experienced it. Hence, it is evident that 
some kind of technology is necessary to transform information into, not just 
knowledge, but explicit knowledge. 

Many technologies, such as Knowledge Management Systems (KMS), Data 
Mining (DM), Knowledge-base Systems (KbS) among others are currently working 
with different types of knowledge. These kinds of technologies try to collect and 
administer knowledge in some manner. For instance, KMS are usually related to the 
process of storing, retrieval, distribution, and sharing knowledge; they basically keep 
a huge quantity of documents organized in some way, but these documents are not 
considered structured or explicit knowledge, but a documents’ repository. On the 
other hand, DM, pattern recognition, and other learning technologies acquire 
knowledge from what is called examples, acting more as rule-makers or inferrers. 
Although these technologies work with decision-making in some way, they do not 
keep structured knowledge of the formal decision events they participate on. For us, 
any technology able to capture and store formal decision events as explicit knowledge 
will improve the decision-making process. Such technology will help by reducing 
decision time, as well as avoiding repetition and duplication in the process. 

Unfortunately, computers are not as clever as to form internal representations of 
the world, and even simpler, representations of just formal decision events. Instead of 
gathering knowledge for themselves, computers must rely on people to place 
knowledge directly into their memories. This problem suggests deciding on ways to 
represent information and knowledge inside computers. 

Representing knowledge is, at first sight, easy to understand. It has to do with 
communicating in some language, written, oral or something else, a condition of the 
world [21]. Knowledge representation (KR) has been involved in several science 
fields; however, its main roots come from three specific areas: logic, ontology and 
computation [22]. According to Levesque [21], KR has to do with “writing down 
descriptions of the world in which an intelligent machine might be embedded in such 
a way that the machine can come to new conclusions about its world by manipulating 
these symbolic representations”. Among the KR schemas are semantics nets, 
ontologies, and knowledge-bases; each one being implemented with different data 
structures creating a universe of KR as big as the number of applications researchers 
and IT companies have developed. All these knowledge representations are integrated 
into several kinds of technologies, from Neural Networks (NN) to Knowledge-base 
Systems (KBS) and the enormous diversity of combinations makes the most 
experienced person in the field feel humble. These technologies have been developed 
to make useful huge quantities of stored information by modelling knowledge in some 
way; however, none of them keep an explicit record of the decision events they 
participate on. It is necessary to define a multi-domain knowledge structure able to be 
adaptable and versatile as to capture all these different decision events from the day-
to-day operation, to store proper characteristics of the experience acquired, to keep 
this experience as explicit knowledge, and to allow it for multiple technologies to be 
used, analyzed, and categorized. 
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This chapter presents three case studies that use the Set of Experience Knowledge 
Structure (SOEKS or SOE shortly) and the Decisional DNA as the knowledge 
representations.  These two concepts are offered as possible solutions to be utilized 
for the purposes mentioned above.  These two concepts fully applied certainly would 
improve the quality of decision-making, and could advance the notion of 
administering knowledge in the current decision making environment. 

2.2   Set of Experience Knowledge Structure (SOEKS) and Decisional DNA 

Arnold and Bowie [23] argue that “the mind’s mechanism for storing and retrieving 
knowledge is transparent to us. When we ‘memorize’ an orange, we simply examine 
it, think about it for a while, and perhaps eat it.  Somehow, during this process, all the 
essential qualities of the orange are stored [experience]. Later, when someone 
mentions the word ‘orange’, our senses are activated from within [query], and we see, 
smell, touch, and taste the orange all over again” (p. 46). Computers, on their side, 
must depend on human beings to enter knowledge directly into them. Thus, the 
problem is how to adequately, efficiently, and effectively represent information and 
knowledge inside a computer. 

The SOEKS has been developed to keep formal decision events in an explicit way 
[13]. It is a model based upon existing and available knowledge, which must adjust to 
the decision event it is built from (i.e. it is a dynamic structure that relies on the 
information offered by a formal decision event); besides, it can be expressed in XML 
or OWL as an ontology in order to make it shareable and transportable [24], [25].  
Four basic components surround decision-making events, and are stored in a 
combined dynamic structure that comprises the SOE (fig. 1); they are: variables V, 
functions F, constraints C, and rules R. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Set of Experience Knowledge Structure (SOEKS) 
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Variables usually involve representing knowledge using an attribute-value 
language (i.e. by a vector of variables and values) [26]. This is a traditional approach 
from the origin of knowledge representation, and is the starting point for the SOEKS.  
Variables that intervene in the process of decision-making are the first component of 
the SOE. These variables are the centre root of the structure, because they are the 
source of the other components. 

Based on the idea of Malhotra [27] who states that "to grasp the meaning of a 
thing, an event, or a situation is to see it in its relations to other things" (p.51), 
variables are related among them in the shape of functions. Functions describe 
associations between a dependent variable and a set of input variables; moreover, 
functions can be applied for reasoning optimal states, because they come out from the 
goals of the decision event. Therefore, the SOE uses functions, its second component, 
and establishes links among the variables constructing multi-objective goals, that is, 
multiple functions that restrict experience on decision-making by the elements of a 
universe of relationships. 

According to Theory of Constraints (TOC), Goldratt [28] maintains that any 
system has at least one constraint; otherwise, its performance would be infinite. Thus, 
constraints are another way of relationships among the variables; in fact, they are 
functions as well, but they have a different purpose. A constraint, as the third 
component of SOEKS, is a limitation of possibilities, a restriction of the feasible 
solutions in a decision problem, and a factor that limits the performance of a system 
with respect to its goals. 

Finally, rules are suitable for representing inferences, or for associating actions 
with conditions under which the actions should be done. Rules, the fourth component 
of SOEKS, are another form of expressing relationships among variables. They are 
conditional relationships that operate in the universe of variables. Rules are 
relationships between a condition and a consequence connected by the statements  
IF-THEN-ELSE. 

Additionally, the SOEKS is organized taking into account some important 
features of DNA. Firstly, the combination of the four nucleotides of DNA gives 
uniqueness to itself, just as the combination of the four components of the SOE 
offer distinctiveness. Moreover, the elements of the structure are connected among 
themselves imitating part of a long strand of DNA, that is, a gene. Thus, a gene can 
be assimilated to a SOE, and in the same way as a gene produces a phenotype, a 
SOE produces a value of decision in terms of the elements it contains. Such value 
of decision can be called the efficiency or the phenotype value of the SOE [13]; in 
other words, the SOEKS, itself, stores an answer to a query presented. Each SOE 
can be categorized, and acts as a gene in DNA. A gene guides hereditary responses 
in living organisms. As an analogy, a SOE guides the responses of certain areas of 
the company. 

A unique SOE cannot rule a whole system, even in a specific area or category. 
Therefore, more Sets of Experience should be acquired and constructed. The day-to-
day operation provides many decisions, and the result of this is a collection of many 
different SOE. 
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A group of SOE of the same category comprises a decisional chromosome, as 
DNA does with genes.  This decisional chromosome stores decisional “strategies” for 
a category.  In this case, each module of chromosomes forms an entire inference tool, 
and provides a schematic view for knowledge inside an organization.  Subsequently, 
having a diverse group of SOE chromosomes is like having the Decisional DNA of an 
organization, because what has been collected is a series of inference strategies 
related to such enterprise (Fig. 2). 

 

Fig. 2. SOEKS and Decisional DNA 

In conclusion, the SOEKS is a compound of variables, functions, constraints and 
rules, which are uniquely combined to represent a formal decision event. Multiple 
SOE can be collected, classified, and organized according to their efficiency, 
grouping them into decisional chromosomes. Chromosomes are groups of SOE that 
can accumulate decisional strategies for a specific area of an organization. Finally, 
sets of chromosomes comprise what is called the Decisional DNA of the organization 
[13]. Moreover, the Decisional DNA can be expressed in XML as way to make it 
shareable and transportable. Furthermore, the Decisional DNA can be used in 
platforms to support decision-making, and new decisions can be made based on it.  In 
this text a concise idea of the SOEKS and the Decisional DNA was offered, for 
further information Sanin and Szczerbicki [13] should be reviewed. 

2.3   Ontologies and Reflexive Ontologies (RO) 

Tom Gruber’s [29] widespread accepted definition in the Computer Science field of 
Ontology sates that an ontology is the explicit specification of a conceptualization; a 
description of the concepts and relationships in a domain. In the context of Artificial 
Intelligence (AI), we can describe the ontology of a program by defining a set of 
representational terms. In such ontology, definitions associate names of entities in the 
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universe of discourse with human-readable text describing what the names mean, and 
formal axioms that constrain the interpretation and well-formed use of these terms. 

Computer programs can use ontologies for a variety of purposes including 
inductive reasoning, classification, and problem solving techniques, as well as 
communication and sharing of knowledge among different systems. In addition, 
emerging semantic systems use ontologies for a better interaction and understanding 
between different agent-based systems. Ontologies can be modelled using several 
languages, being the most widely used RDF and recently OWL (Ontology  
Web Language) [30]. 

In general terms, any knowledge is susceptible to be modelled as an ontology; 
however, no normative exists yet in order to model knowledge. This could be due to 
the inner nature of the object to be modelled as it is different from one schema to 
another. Although there are interesting approaches for a universal ontology, this 
outcome has not been reached yet due to the difficulty of standardization and the fact 
that if a universal modelling of knowledge is reachable, it will lead to a high degree of 
conceptualization turning into a difficulty for an inexperienced user. From the 
experience acquired by different working groups in ontology modelling of elements, a 
good starting point is to have a “well documented” schema with the typical elements 
in the area of knowledge that is being described. 

One of the advantages of a conceptual knowledge model expressed as an ontology 
is the capacity of inferring semantically new derived queries. These queries relate 
concepts that are not explicitly specified by the user; nevertheless the concepts are 
relevant to the query. Modern inference engines and reasoners like Pellet and Racer 
deliver a highly specialized, yet efficient way to perform such queries via a JAVA 
compliant API. In the literature, data handling by ontology-based technology is 
reported by researchers in different fields [25], [31], [32]. 

In order to model an ontology, different tools are available such as Protégé , OilEd, 
Ontololingua, Swoop, among others. In our implementation, we used the protégé 
ontology editor and its APIs, but any other editor or API can be used as well. 

Reflexivity addresses the property of an abstract structure of a knowledge base (in 
this case, an ontology and its instances) to “know about itself”. When an abstract 
knowledge structure is able to maintain, in a persistent manner, every query 
performed on it, and store those queries as individuals of a class that extends the 
original ontology, it is said that such ontology is reflexive. Thus, Toro et al. [32] 
proposed the following definition for a Reflexive Ontology: “A Reflexive Ontology is 
a description of the concepts and the relations of such concepts in a specific domain, 
enhanced by an explicit self contained set of queries over the instances”. Therefore, 
any RO is an abstract knowledge structure with a set of structured contents and 
relationships, and all the mathematical concepts of a set can be applied to it as a way 
of formalization and handling. 

A RO is, basically, an ontology that has been extended with the concept of 
reflexivity and must fulfil the properties of: Query retrieval (storing every query 
performed), integrity update (updating structural changes in the query retrieval 
system), autopoietic behaviour (capacity of self creation), support for logical 
operators (mechanisms of set handling), and self reasoning over the query set 
(capacity of performing logical operations over the query system). 
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The advantage of implementing RO relies on the following main aspects: Speed on 
the query process, incremental nature, and self containment of the knowledge 
structure in a single file. 

3   Constructing Decisional DNA 

Decisional applications produce myriads of formal decision events, i.e. decisional 
experience, which in most cases is analyzed and stored; however, after a while, this 
decisional experience is commonly disregarded, not shared, and put behind [33], [34], 
[35], [36]. Little of this collected experience survives, and in some cases, over time, it 
becomes inaccessible due to poor knowledge engineering practices or due to 
technology changes in software, hardware or storage media. Knowledge and 
experience are lost indicating that there is a clear deficiency on experience collection 
and reuse. We suggest that some of the reasons are: 

a) the non existence of a common knowledge-experience structure able to 
collect multi-domain formal decision events, and 

b) the non existence of a technology able to capture, store, improve, retrieve 
and reuse such collected experience. 

Through our project we proposed three important elements: 

(i) a knowledge structure able to store and maintain experiential knowledge, that 
is, the SOEKS and the Decisional DNA, 

(ii) a solution for collecting experience that can be applied to multiple 
applications from different domains, that is, a multi-domain knowledge 
structure, and 

(iii) a way to automate decision making by using such experience, that is, retrieve 
collected experience by answering a query presented. 

In this chapter, we introduce the reader to the three above mentioned elements 
throughout three different case studies and by using two different methodologies. 

As a note, our tests were performed on a Windows Vista Intel Core Duo T9400 
(2.53 GHz), 4 Gb RAM, 32 bit operating system, running the SUN Java virtual 
machine V1.6. 

3.1   Case Studies 

Our plan aimed for the construction and use of decisional chromosomes in the areas 
of geothermal energy, renewable energy and net income.  Two different techniques 
were implemented: ontologies for geothermal energy and software engineering for 
renewable energy and net income.  Each of these two techniques comprised a 
different methodology. 

3.1.1   Ontology Methodology: Chromosome on Geothermal Energy 
One promising renewable energy technology is geothermal energy. A geothermal 
system’s performance that can work properly, efficiently and economically to meet 
the desired load requirements under local ground conditions depends upon several 
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factors, including ambient and ground temperatures, pressures, and ground matter, 
among others. In any geothermal system, sizing represents an important part of the 
system design, e.g., the optimal pressure or the temperatures associated with those 
pressures which determine the size of certain components. Thus, in order to size a 
geothermal system, the characteristic performance of each component in the system is 
required. 

The University of Newcastle counts with a geothermal laboratory controlled by the 
Geothermal Research Group (GRG) on a project sponsored by Granite Power and 
AusIndustry through the Renewable Energy Development Initiative (REDI) grant.  
The GRG develops several experiments aiming for efficient and optimal production 
of power cycles for generation of electricity from geothermal reservoirs. 

The geothermal laboratory simulates traditional geothermal power cycles in which 
a working fluid is used to convert heat energy into mechanical energy.  In order to 
collect the research knowledge and experience created for this geothermal power 
cycle laboratory, several instruments and sensors are positioned in the system. Due to 
the experimental nature of the work, the geothermal system incorporates a state of the 
art digital control system to continuously monitor, control, and record all the 
parameters of the process. The primary roles of the digital control system are 
monitoring the process and collecting online data from all the process sensors. 
Additionally, the digital control system acts as a safe-fail device that controls the 
process and safely shuts down the system in the event of a safety breach. The 
electronic system was supplied by Emerson Process Management Pty. Ltd. and 
consists of: a PC based control centre, a Foundation Field bus digital control system 
(DeltaV), 16 pressure transmitters, 24 temperature transmitters and 3 flow meters (a 
section of the laboratory is shown in fig. 3). The PC is connected to the field 
instruments via the DeltaV digital control system. 

The PC based remote operator control panel operates the Emerson PlantWeb 
software, which provides a visual user interface. The PC is connected to the field 
instruments via the DeltaV and collects all the real time online information of the 
process sensors; this is the repository of information. This methodology involves the 
following steps: 

a) Run experiments at the geothermal laboratory, 
b) Gather online information from the 43 sensors into the DeltaV, 
c) Convert information to SOEKS compliant XML (eXtensible Markup 

language) by parsing the information onto metadata, 
d) Feed an ontology chromosome with Sets of Experience (SOE), and 
e) Check Energy Decisional DNA by querying the system with samples. 

At the geothermal laboratory, experiments can run continuously for about 20 hours 
and information from each sensor can be collected at defined intervals between 1 
second and 1 hour. For testing purposes, samples from two different experiments 
involving 2 fluids at intervals of 1 minute were sufficient. Such experiments produced 
2400 events, each one involving variables of 43 sensors at a time.  This information 
collected by fieldbus technology arrived to the DeltaV and it is stored in comma 
separated values (CSV) files. 

 
 



 Application of a Multi-domain Knowledge Structure: The Decisional DNA 75 

 
 
 
 

Fig. 3. Section of the geothermal laboratory with process sensors 

Having these files, a parser written in Java built up the XML trees [37] which were 
then uploaded by using a Java API into Protégé. Once the geothermal chromosome 
was constructed and ready in Protégé, an additional extension for reflexive ontologies 
was installed [32]. The RO consists of an extension which hangs from the 
OWL:Thing super class and adds a new class to the base ontology with the needed 
schema for the reflexivity; this is the “ReflexiveOntologyQueryStorer class”. 

The last part of the implementation is the reflexiveness itself and it provides the 
ontology (programmatically) with a mechanism to perform queries and basic logic on 
the queries that allows the handling of the reflexiveness. For our implementation we 
used Protégé, its API’s and the OWL-DL subspecies of the OWL specification [38]. 
Once this is done, the chromosome on geothermal energy is constructed and ready to 
be queried. 

A query is used to exemplify this case study. The query is defined in the code as: 
 
public static String SIMPLE_REFLEXIVE_QUERY="CLASS 
variable with the PROPERTY var_name EQUALS to X1"; 
 
Notice that this is a value type query. Such query is written in a human-like readable 
form which means “retrieve all the variables of the ontology that have the variable 
name X1”. The variable X1 represents a sensor within the set of sensors in the 
geothermal lab. 

The execution of the code offers information about the type of query executed and 
the successful saving of the query executed with results within the Reflexive 
Ontology Structure. Following in figure 4, the results can be seen as a query 
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Fig. 4. Query performed on the RO geothermal chromosome 

successfully executed with the new instance in the SOEKS-OWL transformed into a 
Reflexive Ontology: 
 

---------------------------START------------------------- 
Testing Simple query : CLASS variable with the PROPERTY 
var_name EQUALS to X1 
--------------------------------------------------------- 
... saving successful. 
File modification saved with 0 errors. 
-------------------------------------END----------------- 
 

Such query performed over 2400 instances on the ontology took 3 seconds; however, 
after the first time, a new similar query reduced the query time to 0.005 seconds just 
by using the query retrieval functionality of the RO. 

3.1.2   Software Engineering Methodology: Chromosome on Renewable Energy 
Renewable energy has become a cumbersome on the energy consumption arena in the 
past decades. Governments and multiple organizations collect information and 
produce multiple reports in order to monitor and predict renewable energy production 
and consumption. Regularly, the US government issues a yearly report called the 
Annual Energy Outlook which includes energy projections. We have been taking the 
estimations report, Table 17 Renewable Energy Consumption by Sector and Source, 
from its public website [39]. This report comprises a series of estimations of 
renewable energy consumption from the year 2004 to 2030. In order to collect 
knowledge and experience, we applied linear regression to this information producing 
a series of functions and constraints which can be adapted to the SOEKS, and 
consequently, producing a renewable energy decisional chromosome. 

 

Reflexive 
Ontology Structure

New Query 

Instance Values and 
Answer to Query 
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This is the repository of experience. This methodology involves the following 
steps: 

 

a) Collect energy report from the U.S. Energy Information Administration, 
b) Implement the linear regressions and construct functions and constraints, 
c) Build a CSV file per year with the collected information, each one 

representing a single formal decision event, 
d) Convert these formal decision events into SOEKS programmatically by 

parsing the information, 
e) Feed the renewable energy decisional chromosome with Sets of Experience, 

and 
f) Check the renewable energy Decisional DNA by querying the system with 

samples. 

After steps a), b) and c) were done, seven CSV files were constructed. Having the 
CSV files, a parser written in Java built up each SOEKS which was then uploaded 
onto a renewable energy decisional chromosome; afterwards, the renewable energy 
Decisional DNA was constructed and ready to be queried. 

The renewable energy Decisional DNA comprised seven Sets of Experience from 
the years 2004, 2005, 2010, 2015, 2020, 2025 and 2030; each one including 47 
variables, 29 functions and 23 constraints. For testing purposes, we chose a random 
SOE and used it as a query sample. Different times were taken on two execution 
times (T1 and T2). These were: 

PT: Parsing Time   Time taken to parse the files. 
DPT: Detailed Parsing Time Time taken to parse every section (variables, 

functions, constraints and rules) of the files. 
ZT: Zero Time   Time taken to find a similar SOE (similarity = 0). 
TT: Total Time Time taken to compare and find the similarity 

value between the query and all the SOE. 

The results are shown below. 
The parsing process of the renewable energy decisional chromosome was executed 

650 times, producing an average parsing time of 11.4 ms as it can be observed from 
fig. 5 (average times: PT1 = 11.3723 ms, PT2 = 11.4754). This is considered a very 
good time taking into account that those SOE are quite complex due to the amount of 
variables, functions and constraints, adding up to a total of 99 key features per formal 
decision event. 

The detailed parsing process of the renewable energy decisional chromosome 
produced an average parsing time per SOE of 6.8 ms (average times: DPT => 
Variables = 2.4120 ms, Functions = 3.8346 ms, Constraints = 0.5826 ms). It can be 
noticed from fig. 6 that most of the time is dedicated to the functions due to their 
complex knowledge construction. 

The searching process of a similar SOE within the renewable energy decisional 
chromosome was executed 650 times, producing an average zero time usually less 
than 0.4 ms as it can be observed from fig. 7 (average zero time: ZT1 = 0.1953 ms, 
ZT2 = 0.1963). This is considered an excellent time having in mind that those SOE 
are quite complex due to the amount of variables, functions and constraints, and the 
comparisons performed among all elements in order to find a similarity value of zero. 
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Fig. 5. Parsing time of the renewable energy decisional chromosome 

 

Fig. 6. Detailed parsing time of the renewable energy decisional chromosome. 

Similarity comparison with the renewable energy decisional chromosome was 
executed 650 times, producing an total comparison time less than 0.4 ms, as it can be 
observed from fig. 8 (average total times: TT1 = 0.3428 ms, TT2 = 0.3516). This is an 
excellent time taking into account that our SOE query has to be compared with all the 
SOE in the renewable energy decisional chromosome. 

3.1.3   Software Engineering Methodology: Chromosome on Net Income 
Economics has been a major issue since human society commenced, and lately, just in 
the 20th century, finances began to influence human lives. Fluctuations in markets and 
financial analysis have made it necessary to forecast multiple variables that influence 
finances, and people’s income is not the exception. Organizations around the world 
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Fig. 7. Zero time of the renewable energy decisional chromosome 

are interested on predicting net income in order to promote marketing strategies, 
analyze market behaviours and approach focus group. Therefore, several software 
applications and techniques are applied with such purposes. 

We used a data set called “Census Income” made public at the UCI Machine 
Learning website [40]. This data set was created as part of a data mining and 
visualization research at Silicon Graphics. It comprises a set of 14 variables (key 
features), a class prediction variable and 14 constraints developed for data mining 
training purposes with 32561 formal decision events. 

This methodology involves the following steps: 

a) Download the net income data set, 
b) Build a CSV file with the collected information, 
c) Convert these formal decision events into SOEKS programmatically by 

parsing the information, 
d) Feed the net income decisional chromosome with Sets of Experience, and 
e) Check the net income Decisional DNA by querying the system with samples. 

After completing steps a) and b), and having the CSV file, a parser written in Java 
built up each SOEKS which was then uploaded onto a net income decisional 
chromosome. Afterwards, the net income Decisional DNA was constructed and ready 
to be queried. 

This net income Decisional DNA comprised 32561 Sets of Experience. For testing 
purposes, we chose several random SOE and used them as query samples. Different 
times were taken on two execution times (T1 and T2). These were: 
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Fig. 8. Total comparison time of the renewable energy decisional chromosome 

PT: Parsing Time   Time taken to parse the files. 
DPT: Detailed Parsing Time Time taken to parse every section (variables, 

functions, constraints and rules) of the files. 
ZT: Zero Time   Time taken to find a similar SOE (similarity = 0). 
TT: Total Time Time taken to compare and find the similarity 

among all the SOE. 

The results are shown below. 
The parsing process of the net income decisional chromosome was executed 100 

times, producing an average parsing time of 3.18 ms as it can be observed from fig. 9 
(average value: PT1 = 3.2045 ms, PT2 = 3.1539).  This is considered a very good 
time having in mind the amount of SOEKS loaded.  Moreover, in terms of the 
 

 

Fig. 9. Total and detailed parsing time of the net income decisional chromosome 
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Fig. 10. Zero time of the net income decisional chromosome 

detailed parsing process time, it can be observed from the graphs that variables are 
more time consuming than constraints (average time: Variables: DPT1 = 3.1515 ms, 
DPT2 = 3.0862 ms; Constraints: DPT1 = 0.0531 ms, DPT2 = 0.0515). 

The searching process of a similar SOE within the net income decisional 
chromosome was executed 650 times, producing an average zero time around 0.23 ms 
(fig. 10) (average times: ZT1 = 0.2331 ms, ZT2 = 0.2393). This is considered an 
excellent time taking into consideration the large group of SOE and the amount of 
comparisons performed in order to find a similarity value of zero. 

Similarity comparison with the net income decisional chromosome was executed 
650 times, producing an average total time among two values, between 0.45 ms and 
0.5 ms, as it can be observed from fig. 11 (average times: TT1 = 0.4722 ms, TT2 = 
0.4753). Showing again an excellent time for knowledge retrieval and considering 
that our query answer brings out the top 5 more similar SOE. 

Throughout these three case studies we argue that by using the Decisional DNA, 
any knowledge system can gain from the advantages it offers: 

(i) versatility and dynamicity of the knowledge structure, 
(ii) storage of day-to-day explicit experience in a single structure, 
(iii) transportability and share ability of the knowledge, and 
(iv) predicting capabilities based on the collected experience. 

The Decisional DNA offers versatility as it can be used and adapted to collect and 
operate with multiple kinds of formal decision events, as it has been shown along this 
chapter by implementing three different models on the Decisional DNA.  
Additionally, due to the not-fixed structure of the Decisional DNA, elements of 
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Fig. 11. Total time of the net income decisional chromosome 

formal decision events (i.e. variables, functions, constraint or rules) can be 
incorporated or subtracted from it, adding the dynamic capability. 

The Decisional DNA can collect information from the day to day operation as it 
was presented on the construction of the geothermal energy Decisional DNA 
example. Real time formal decision events can be added to the repository of 
experience in a single structure such as the Decisional DNA which can be improved, 
retrieved and reused afterwards. 

Once a Decisional DNA is collected, the possibilities are increased if converted 
into a standard language such as XML. Thus, Decisional DNA in a XML shape offers 
transportability and share ability characteristics, and therefore, collected experience 
can be reused in different systems that conform to the Decisional DNA specifications. 
Finally, Decisional DNA offers predicting capabilities in terms of reusability of the 
experience collected in the form of formal decision events. 

3.2   Time Comparison 

Access times to information and response times to users are some of the most 
important indexes when referring to computer based services. In order to evaluate the 
performance of our proposed knowledge structure, response times are compared with 
similar systems and large scale data set retrieval. Among those, Reiner and Hahn [41] 
reported that large scale knowledge bases with multidimensional data sets must have 
an average access time of an order of magnitude between 5 ms to 12 ms. 

An engineering knowledge management application developed by Chen et al. [42] 
was tested on indexing and retrieving entities from a database with 100,000 entities. 
The result of the experiment obtained by accessing an entity given 100 times each and 
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averaging the access times is between 70ms and 80 ms, placing such system in a not 
very good position. On a more mathematical field, Kohlhase and Sucan [43] detailed 
a process by which a set of terms is stored in a special purpose data mathematical 
structure where common parts of the mathematical terms are shared, so as to 
minimize access time and storage. On testing their implementation, they used a set of 
over 3,400 articles with mathematical expressions to work on, representing 
approximately 53,000 terms. Typical query execution times took 23 ms for instance 
but they also clarified that for realistic examples execution time is below 50 ms. 
Those times can be considered acceptable for a very specialized application which 
focuses just on mathematical factors. 

In the area of ontology systems, a similar ontology application for multi-media 
retrieval with 63 individuals was developed at VicomTech Institute, Spain [44]. They 
had a test dataset including image and video items which queried the ontology 
following a MPEG-7 Compliant and using the Jena API. Such ontology has been 
enhanced as a reflexive ontology (RO).  They took times with and without the RO and 
gathered an average time of 49.9 ms when using RO. This time is assumed as a better 
response time than without the reflexivity characteristic. On the other hand, we have 
found that the Ontology Builder uses an object-oriented knowledge representation 
model based on and compatible with the Open Knowledge Base Connectivity 
(OKBC) model and it was implemented to exploit the best practices from different 
frame-based systems. Currently, no external interfaces are exposed to enable different 
knowledge systems to use Ontology Builder; even though, interoperability, 
knowledge sharing, and reuse are important goals in the future of Ontology Builder. 
According to Amar et al. [45], its performance, given as the response time for the user 
to retrieve a frame, has an average time of about 7.5 ms. This time posits this platform 
in a very good position in terms of knowledge retrieval. 

Table 1. Time Comparison 

Case Study # SOE 
Min Time 

(ms) 
Max Time 

(ms) 
Avg. Time 

(ms) 
Iterations 

Geothermal 
Energy 

2,400 5.0 3000 5.0 100 

Renewable 
Energy 

7 0.0533 2.1778 0.2341 10000 

Net Income 32,561 0.001 0.562 0.2205 100 

Table 2. Size Comparison 

Case Study # SOE 
# 

Variables 
# 

Functions 
# 

Constraints 
Total 

Elements 
Geothermal 

Energy 
2,400 43 0 62 105 

Renewable 
Energy 

7 47 29 23 99 

Net Income 32,561 15 0 14 29 
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Size comparison and response times obtained by using our three case studies are 
shown (table1 and 2). Notice the average times obtained on each of the three cases, all 
of them are below the performance of the Ontology Builder, that is, below 7.5 ms. 

4   Conclusions and Future Work 

This paper presents three case studies for the implementation of knowledge 
engineering. It explains, in a practical way, cases of collecting formal decision events, 
that is, decisional experience from: geothermal energy, renewable energy and net 
income; and then, uses this information for the construction of decisional 
chromosomes as part of Decisional DNA. 

Decisional DNA and the Set of Experience were applied as a knowledge 
representation structure for gathering the geothermal experience. Afterwards, they 
were implemented in an ontology structure with reflexivity characteristics in order to 
use it as a tool for decision making processes that can enhance different systems with 
predicting capabilities and facilitate knowledge engineering processes inside decision 
making. Additionally, the same knowledge structures were programmatically 
implemented in order to gather renewable energy and net income decisional 
experience. Once the Decisional DNA was constructed, the experience repository acts 
as an enhancing tool for different systems by adding predicting capabilities and 
facilitate knowledge engineering processes inside decision making. 

Decisional DNA and SOEKS can indeed improve the current state of the art of 
Knowledge Engineering Applications from diverse perspectives. In particular in this 
work, we proposed a knowledge representation structure for the formal decision 
events that would enhance knowledge retrieval and experience reuse applications. The 
benefits of using the Decisional DNA are evident; however, we believe that some 
challenges are still open. Some of such challenges are the testing of Decisional DNA 
within a rule-based system and its use on multimedia applications in a way that can 
collect formal decision events related to images and sound. 
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Abstract. Wireless sensor networks (WSNs) are proposed as powerful
means for fine grained monitoring in different classes of applications at
very low cost and for extended periods of time. Among various solutions,
supporting WSNs with intelligent mobile platforms for handling the data
management, proved its benefits towards extending the network lifetime
and enhancing its performance. The mobility model applied highly af-
fects the data latency in the network as well as the sensors’ energy con-
sumption levels. Intelligent-based models taking into consideration the
network runtime conditions are adopted to overcome such problems. In
this chapter, existing proposals that use intelligent mobility for manag-
ing the data in WSNs are surveyed. Different classifications are presented
through the chapter to give a complete view on the solutions lying in this
domain. Furthermore, these models are compared considering various
metrics and design goals.

1 Introduction

Wireless sensor networks (WSN) are composed of large numbers of small sensing
self-powered nodes which are densely deployed either inside the phenomenon or
very close to it [1], [2]. The capabilities of these inexpensive, low-power com-
munication devices ensure serving in a wide range of application domains. En-
vironmental monitoring, healthcare applications, surveillance systems, military
applications, agriculture, and commercial applications are only few examples [3].
Optimising energy consumption for extending the network lifetime is one of the
most important requirements for many WSN applications. Since energy resources
are scarce and battery replacement is not an option for networks with thousands
of physically embedded sensor nodes, energy optimisation for individual nodes
is required as well as the entire network. Exploiting the mobility of some of the
network components has been recently observed to be among the most promising
ways of improving the performance of WSNs in terms of crucial metrics such as
its lifetime and data latency. Mobile elements act as mechanical data carriers,
taking the advantage of mobility capacity [4] and physically approaching the
sensors for collecting their data. This approach trades data delivery latency for
the reduction of energy consumption of sensors; however, it shows remarkable
improvement in the network lifetime.
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This chapter surveys existing work in the area of mobility in wireless sensor
networks. Different classifications are presented through the chapter to give the
reader a complete view on the solutions lying in this domain. Section 2 presents
the types of mobility regarding which of the entities in the network are mobile. In
Section 3, the purposeful solutions acting on enhancing the network performance
in terms of reducing the energy consumption and extending the lifetime are
surveyed. The formulation of the problem of designing the mobile collector route
is detailed in Section 4 and a proposed heuristic based solution in Section 5. The
experimental methodology and results are discussed in Section 6. Finally, the
chapter concludes in Section 7.

2 Types of Mobility

A sensor network is composed of a set of sensor nodes and a central base station
which acts as the gateway to interact with the network. Based on these two types
of entities active in the network, various combinations are possible depending on
which of these entities are mobile. Figure 1 presents these combinations.

1. Static sensor nodes and static base station: in this case there is no motion
neither among the sensors nor the base station. An example is a group of
sensors spread for temperature sensing. For these types of sensor networks,
several routing protocols have shown [5], [6], [7] the ability to create a path
between the sensors and the base station for relaying the sensory informa-
tion and maintain this path under dynamic conditions while meeting the
application requirements of low energy, low latency, high accuracy, and fault
tolerance. Also, several studies have shown that localised algorithms [8], [9]
can be used in an effective way as sensors communicate with nodes in their
locality and an elected node relays a summary of the local observations to
the base station, perhaps through one on more levels of hierarchy. Such algo-
rithms extend the lifetime of the sensor network because they trade-off local
computation for communication [8].

2. Static sensor nodes and mobile base station: this is the most common sce-
nario in highly partitioned wireless ad hoc networks. Sensors are sparsely
deployed; therefore, communication links may not exist as sensors are apart
with distances greater than their radio range. Communication can be achieved
when the sensor nodes are in the vicinity of the mobile base station. The
Message Ferrying scheme [10] employs the mobility of the base station to act
as a relay taking responsibility of carrying messages between disconnected
nodes. Ferries move around the deployed area according to known routes,
collect messages from the sending nodes and deliver messages to their des-
tinations or other ferries. Also in [11], a mobile router is employed to act
as an intermediate mobile base station to collect sensors data for later de-
livery to the user. The same ideas are applied in [12] where vehicles are
used to transport data between villages and cities using a store and forward
mechanism.
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Fig. 1. Mobility in WSNs: a classification

3. Mobile sensor nodes and static base station: here, sensor nodes are attached
to moving entities and for the information to reach the base station, the
mobile sensor node should come in its vicinity. An example of such a system
is the Shared Wireless Infostation Model (SWIM) [13]. Data collected by
sensors on whales is replicated when two sensors are in the vicinity of each
other and ultimately relayed to a small number of static on-shore base-
stations when the whales come to the surface. The Infostation architecture
provides strong radio signal quality to small disjoint geographical areas and,
as a result, offers very high rates to users in these areas. However, due to
the lack of continuous coverage, this high data rate comes at the expense of
providing intermittent connectivity only.

4. Mobile sensor nodes and mobile base station: this is similar to the above,
but the base station collecting the sensory information is mobile. In the
ZebraNet project [14], data sensed by sensors attached to zebras is collected
by humans as they drive by in a vehicle or by a low flying aircraft acting as
the base station. When either a vehicle or the aircraft is in the vicinity of
the sensor, it uploads its data directly. The project aims to study and learn
the mobility patterns of the zebras.

Accordingly, the application itself may influence the behaviour of the sensors and
the base station. An example would be the problem of monitoring a tornado. One
option would be to fly airplanes to sense the tornado. In such a case, the sensors
are mobile while the base station is either static and fixed on the ground, or
mobile following the tornado. Another would be to have a sensor grid statically
placed on the ground that reports data as the tornado passes through. Thus,
both the sensors and the base station are static. Yet another would be to release
lightweight sensors into the tornado, therefore the sensors are mobile and the
base station may be static or mobile.

3 Purposeful Mobility

The second type of classification scheme presented in the previous section con-
siders sensor networks with static sensor nodes and mobile base station1. The
1 The terms sink, collector, base station and element will be used interchangeably in

the chapter.
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mobility of the sink is employed in several ways to enhance the network per-
formance and extend its lifetime. Further classification can be made based on
the purpose of moving the sink. One approach considers moving the sink for
the purpose of balancing the energy consumption among the sensors in the net-
work, while another employs sink mobility for the purpose of data collection and
enhancing the network connectivity.

3.1 Mobility for Distributing Energy Consumption

One major problem exists with static sensor networks when using multihop
routing for relaying the sensors data to the sink. As the sink is static, the nodes
around the sink become hotspots and die faster than other sensors as they have
to relay huge amounts of data for other sensors. As a result, these nodes become
bottleneck nodes and their lifetime upper bounds the lifetime of the network.
Relocating the sink from time to time [15], [16], [17], [18], [19], [20], [21], [22]
can distribute over time the role of bottleneck nodes and thus even out the load
and balance the energy consumption among all sensors in the network.

In [15], the authors investigate the potential of sink (gateway) repositioning
for enhancing the network performance in terms of energy, delay and throughput.
They address issues related to when should the sink be relocated, where it would
be moved to and how to handle its motion without negative effect on data
traffic. Energy metrics are considered to motivate and justify the advantage of
sink relocation. The approach checks the traffic density of the nodes that are
one-hop away from the gateway and their proximity to the gateway. Once the
total transmission power for such nodes is guaranteed to be reduced more than
a certain threshold and the overhead of moving the sink is tolerable, the sink
starts to move to the new position. The results show that such repositioning of
the sink increases the average lifetime of the nodes by decreasing the average
energy consumed per packet. Moreover, the network throughput is positively
impacted.

The authors in [16] present heuristics for controlling the sink movements. The
Greedy Maximum Residual Energy (GMRE) heuristic moves the sink from its
current location to a new site as if drawn towards the area where nodes have the
highest residual energy. This work demonstrates that controlling sink mobility
is effective in prolonging lifetime of the network up to six times than when the
sink does not move. Similarly, [23], [17], [24] present a strategy for moving the
sink proactively towards the nodes that have the most residual energy to balance
energy consumption among all sensor nodes in the network. The authors describe
the sink as an energy mower that regards the residual energy of the sensor nodes
as an uneven grassy lawn and tries to make it smooth by cutting the tallest
grass. It is shown that the proposed moving strategy can extend network lifetime
notably and provide better adaptability to irregular-shaped networks.

Joint mobility and routing for elongating the lifetime of the network is pre-
sented in [20]. The sink moves along the periphery of the network and routing
towards the sink is based on a combination of round routes and short paths.
Different sink mobility strategies are investigated in this work and routing is
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fine-tuned to leverage on the trajectory of the base station; particularly, the
nodes located at the periphery of the network. Linear programming formulation
for the joint problems of determining the movement of the sink and the sojourn
time at different points in the network is presented in [19], [22]. The objective acts
on maximising the overall network lifetime rather than minimizing the energy
consumption at the nodes. The authors verify that the sink movement results
in a fair balancing of the energy depletion among the network nodes especially
those around the sink.

3.2 Mobility for Data Collection

Sink mobility can be utilised in a different way rather than moving to balance the
energy consumption among the sensors in the network. As the hotspot problem
is related to relaying high amounts of data by the nodes around the sink, the sink
eliminates this problemby approaching the sensors and collecting their databuffers
through single hop communication rather than relaying the buffers using multihop
routing. In such cases, data delivery latency is traded for the reduction of energy
consumption of sensors [4], [25], however, there is high dependency on the mobility
regime employed by the sink. The mobility regime can be classified based on how
the sink moves. Figure 2 shows the types of data collection mobility regimes.

1. Random mobility regime: in this case, the base station is mounted on entities
moving randomly by nature in the network deployment area. For example, in
[26], [27] random moving humans and animals act as “data mules”, collect
data opportunistically from sensor nodes when entering their communica-
tion ranges. The concept of a Mobile Ubiquitous LAN Extension (MULE)
stems from the idea of deploying mobile agents for carrying information
[28], especially among nodes in possibly disconnected networks. MULEs are
resource-rich nodes that roam freely throughout the network. When, as a
result of its motion, a MULE gets to be in the radio proximity of a sensor,
it receives all the packets generated by that sensor so far (if any). Commu-
nication in the MULEs architecture is single-hop: a node stores the sensed
data until a MULE passes by. Once the MULE arrives, the node transmits
all the stored packets to the MULE. Given the limited storage capacity of
the sensor nodes, chances are that if a MULE does not pass by, some of the
packets have to be discarded. When the MULE passes by the central sink
it transmits to it all the packets it has collected. This end-to-end routing is
performed using a Seek and Focus strategy [29].

Assuming all nodes are mobile, random mobility has shown to improve
data capacity [4], and similar results were also shown to hold for mobility
constrained to a single dimension [30]. However, in all cases, the worst-case
latency of data delivery cannot be bounded. This unbounded latency may
lead to excessive data caching at MULE, resulting in buffer overflows and
data in transit may have to be dropped before being delivered to the desti-
nation, making it harder to provide transport layer reliability.
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2. Predictable mobility regime: here, there is no control over the motion of
the mobile entity; however, its motion can be predicted. This approach is
investigated in [31], where a network access point is mounted on a public
transportation bus moving with a periodic schedule. The sensor nodes learn
the times at which they have connectivity with the bus, and wake up accord-
ingly to transfer their data. It is assumed that the mobile bus comes within
direct radio range of all the static nodes, thus in practice, this requires that
the trajectory of the bus is efficiently designed for data collection purposes.
A queuing model is introduced to accurately model the data collection pro-
cess. Using this queuing system model, the success rate of data collection and
power consumption are analysed. It is observed that exploiting predictable
mobility can help save energy in WSNs.

Another example of this scheme is presented in [32]. A mobile sink tra-
verses the network, where the static sensor nodes (called moles), that are
one hop from the path of the mobile sink, learn its movement pattern over
time and statistically characterise it as a probability distribution function.
Whenever a sensor node needs to send data, it sends towards the mole, which
should be in the vicinity of the mobile sink. The scheme uses reinforcement
learning to locate the mobile sink efficiently at any point of time.

Also in [33], a kind of mobility is presented that models situations where
the mobile sink can not execute complex movements. Movement on the ter-
rain is possible only in certain areas or the mobile sink does not have enough
energy to traverse the whole network area. The sink moves in a linear trajec-
tory consisting of a horizontal or vertical line segment passing through the
centre of the network and the sensors predict the sink locations over time
and use multihop routing for delivering data to the sink.

3. Controlled mobility regime: this is the case where the motion of the sink is
controlled and programmed to achieve certain tasks in the network. Topol-
ogy adaptivity, increasing network capacity, fault isolation, and prolonging
the network lifetime while containing packet end-to-end delay [34], [35] are
among the factors that favour the controlled mobility regime.

In this regime, the motion strategy of the mobile sink is formulated as a
scheduling problem. The schedule arranges visits to sensor nodes such that
to avoid overflow in the sensor’s buffer. In the case of generating an offline
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schedule, all possible rearrangements of the visits are explored to find an
existing schedule that satisfies no buffer overflow. However, it is not the case
when working online, as some sensor nodes may have buffer overflow, but
the objective is to minimise the overall buffers overflow in the network.

Three different schedules, Round-Robin, Rate-Based, and Min Movement
[36] are used by the mobile element to collect data from cluster head nodes
in the network. In the Round Robin schedule, the collector visits each cluster
head to collect data in a round robin manner, while in the Data Rate based
schedule, the collector visits the cluster heads preferentially with a frequency
proportional to the aggregate data rate from all the nodes in the cluster.
In the third schedule, the Min Movement schedule, the collector visits the
cluster heads in the proportion of the aggregate data rate, but also with the
goal of optimising the distance traversed. The first two schedules outperform
in minimising the data delivery latency and the third minimises the energy
expended by the sensors.

In [37], an offline heuristic called Partitioning Based Scheduling (PBS)
is presented to compute the trajectory of the mobile element based on the
knowledge of sensors’ data aggregation rates and locations. Sensor nodes are
partitioned into several groups, called Bins, such that nodes in the same
bin have similar deadlines and are geographically close to each other. The
solution to the Travelling Salesman Problem is used to produce a schedule for
each bin, then the schedules for individual groups are concatenated to form
the entire schedule. The speed of the mobile element is studied to guarantee
no buffer overflow occurs along the computed path.

Also in [38], the mobile element schedule is formed based on minimum
spanning tree construction. A mathematical formulation of the route design
problem is presented to show that the general problem is computationally
intractable. The sensors are assigned with different weights according to their
types and importance of data, where the main objective is to minimise the
weighted mobile element inter-arrival time among all sensors.

In [39], the authors showed that the mobile element schedule in wireless
sensor networks is NP-complete and proposed three heuristic algorithms.
The first one is the Earliest Deadline First (EDF) algorithm, where the
node with the closest deadline is visited first. To improve EDF, the second
algorithm, EDF with k-lookahead, is proposed. Instead of visiting a node
whose deadline is the earliest, this algorithm considers the k! permutations
of the k nodes with smallest deadlines, and chooses the next node which
leads to the earliest finish time. The third algorithm is the Minimum Weight
Sum First (MWSF) algorithm, which accounts for the weights of deadlines
as well as distances between nodes in determining the visiting schedule. The
MWSF algorithm performs the best among the three proposed algorithms,
however, the new deadline for the node’s future visit is updated, once it is
visited and depends mainly on knowing the node’s buffer size and sensing
rate to compute its next overflow deadline.
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3.3 Mobility for Enhancing Network Functionality

It is important to note that the mobility of network nodes can help to improve
the performance of wireless ad hoc and sensor networks in other aspects rather
than network lifetime. There are some more works that do not fall into the
classifications mentioned in the previous sections.

In their very recent work [21], a mobile node is proposed as an approach to
prolong network lifetime. The basic idea is that a few powerful mobile nodes can
be deployed to replace different (heavily loaded) static nodes. In their approach,
a mobile node inherits the responsibilities of a static node with which it is co-
located, such that the static node can shut down for energy saving. In [40],
node mobility is considered by moving the intermediate nodes along a route,
so that the distances between nodes are minimised and lower energy is used to
transmit over a shorter range. Also, node mobility facilitates sensor deployment
[41]; movement-assisted protocols can re-shape a WSN to improve the network
coverage. Additionally, moving sensor nodes reduces sensing uncertainty [42]; for
achieving the same level of sensing fidelity, it can be much cheaper to deploy a
few mobility capable nodes instead of a large number of static nodes. Finally,
using mobile beacons can facilitate the positioning of network nodes in their
deployment areas [43].

4 Mobile Collector Route Design Problem

This section clearly models our problem and outlines all assumptions. A for-
mal definition of the problem is presented to give an insight into the problem
objectives. The problem is modelled as follows:

– The sensor network is modelled as a fully connected graph G(V, E) of n
nodes, where every edge (si, sj) has an associated cost c(i, j), and all the
costs form a matrix C = [c(i, j)]ni,j=1.

– Sensor nodes remain stationary and are deployed uniformly at random in
the sensing field where the phenomenon of interest is to be monitored. The
sensing field dimension is A = L ∗ L (m2).

– Each sensor node has a deployment location (X, Y), buffer size of K bytes,
radio communication radius R in metres and generates a sample every Ts in
seconds.

– The time required for the buffer to be full is ≥ K ∗ Ts, where the next
time the buffer becomes full is unknown and differs from time to time. This
is modelled by generating a random number between 0.0 and 1.0 to specify
whether the current sample is qualified to be added to the buffer or not. If the
random number is greater than a pre-specified threshold ϕ then the sample
is added to the buffer, otherwise, it is discarded. This ensures that the time
the sensor’s buffer becomes full is variable which reflects different network
operation modes (i.e. periodic sensing, event driven, query based). This also
simulates the presence of data aggregation algorithms operating locally on
the sensor for reducing the redundancy in the sensor measurements which
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Fig. 3. The sensor buffer level accumulation rate

alters the buffer overflow time. Figure 3 shows the buffer level accumulation
with time for different models.

– Once the sensor’s buffer is full, the sensor disseminates a collection request
Q with fields {ID, X, Y} and goes to an idle state and sleeps waiting for
the arrival of the collector. While idle, the sensor does not sense any new
samples but it relays collection requests sent by others.

– The mobile collector starts at a central position in the sensing field, has
reasonably high amount of energy that can last beyond the network lifetime,
and its memory size can accommodate the data generated by the sensors
during the network operational time. The mobile collector moves with a
speed υ ≤ Smax and it can change its speed during the data collection
operation.

The following assumptions are made:

– At time t = 0 all the buffers of the sensor nodes start filling up.
– The actual data transfer time from the sensor node to the mobile element is

negligible.

The Mobile Collector Route Design (MCRD) problem is the problem
of finding a sequence of visits to nodes requesting the collection of their data
buffers to minimise the collection time required. Once a node is visited, its buffer
is transferred to the mobile collector internal memory and its normal sensing op-
eration is resumed. This is mathematically formulated as follows:
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N : is the set of sensor nodes in the network, where N = {s1, s2, . . . , sn},
S : is the set of sensor sites, i.e. deployment locations of the sensor nodes, where
S = {(x1, y1), . . . , (xn, yn)},
dij : Euclidean distance (meters) between sensor sites, where i, j ∈ S,
R: is the set of requests to be serviced, where R = {r1, r2, . . . , rm},
Ak: is the time taken for servicing request k, where k ∈ R, i.e. time taken for
collecting request k generated by sensor i, where k ∈ R, i ∈ N ,
υ: is the moving speed of the mobile collector in m/sec,

Mobile Collector Route Design (MCRD):

minT =
∑
∀k

Ak (1)

where T is the overall route period, and each Ak is computed based on the
distance cost between requests k and (k+1) and the speed selected by the mobile
collector for servicing this request.

The problem of finding the optimum order of arranging the requests to form
the least cost route is NP -complete. The way is to simply enumerate each possible
route, and pick the one with minimum total cost. Having m requests to service,
gives (m− 1)! possible routes. This leads to an O(m!) algorithm to produce the
optimum route, which is not efficient to use.

5 Dynamic Insertion Route Construction (DI-R)

The problem of designing the mobile collector route is NP-complete. This sec-
tion presents a heuristic based algorithm for designing the route to be followed
by the mobile collector for collecting the data buffers of the sensor nodes re-
questing the collection service. An heuristic algorithm provides feasible solution
to an optimisation problem, which may or may not be optimal. Good heuristics
give solutions that are close to the optimal solution, and usually are efficient
in terms of theoretical or practical running time. A desirable property of an
heuristic is that the worst-case quality of the solution provided can be guar-
anteed. For example, some heuristics guarantee that the solution they identify
is at worst η-optimal; that is, if the optimal cost is C*, the heuristic finds a
solution no greater than ηC* for minimisation problems. In our problem, the
route constructed by ordering the requests based on a timely manner according
to their arrival is considered as an upper bound on the solution provided by the
heuristic.

An algorithm can be designed which gives weights to the distance cost the
mobile collector travels and the time which the sensor remains sleeping until
the collection is done. Let r1, r2, . . . , rm be the requests to be collected by the
mobile collector on its route R, and, Cjk is the extra cost of placing request k
after request j on R, then it is required to:
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Algorithm 1. Dynamic Insertion Route Construction Algorithm (DI-R)
Input:

Request (r) with fields {ID, X, Y }
Define:

R: current route consisting of k requests;

mp: mobile collector position;

S : sensor sleeping time;

rf , rl : first and last requests in R;

Ca
b =

√
(Xa − Xb)2 + (Ya − Yb)2

Initialize:

Cost[1..(k+1)] = 0

Body:

if (R = ∅) then

R = r

else

S1 = C
rf
mp

Cost[1] = α ∗ (Cmp
r + Cr

rf
− C

mp
rf ) + (1 − α) ∗ S1

Repeat for i = 2 to k

Si = Si−1 + C
ki−1
ki

Cost[i] = α ∗ (Cki
r + Cr

ki−1
− C

ki−1
ki

) + (1 − α) ∗ Si

end for

Sk+1 = Sk + Cr
rl

Cost[k+1] = α ∗ Cr
rl

+ (1 − α) ∗ Sk+1

Set j = index of minimum in Cost[1..(k+1)]

Insert r in R at position j

end if

End Body

min
m∑

j=1

Cjk ∗ Xjk (2)

where Xjk = 1, if the placement of request k follows request j ; 0 otherwise, and
m∑

j=1

Xjk = 1, for any k (3)

The insertion heuristic I1 equations [44] are applied to each collection request
for dynamically inserting it in its minimum insertion position on the collection
route.
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Table 1. Effect of α on the Insertion Point

α ∈ [0, 1] Result
1 Insertion point is determined only by the distance cost.
0 Insertion point is determined only by the sensor sleeping time.

> 0.5 Distance cost contributes higher in the insertion point.
≤ 0.5 Sensor sleeping time contributes higher in the insertion point.

C

A

B

Current Node = A 
Current Time = 100

Sleeping Time of 
Node B = 10

Sleeping Time of 
Node C = 0

15

5

10

Fig. 4. An example to illustrate the effect of α on the mobile collector route

Algorithm 1 presents the procedure of finding the best insertion point on the
mobile collector route for the current received collection request. The sensor
sleeping time S is based on the point of insertion along the collection route
and is not computed absolute, but relative to the current time. Table 1 shows
the effect of different α values. To illustrate the contents of the table, consider
the scenario presented in Figure 4. Suppose the mobile collector just serviced
node A and the next node on its route is node B. Before initiating the service
to node B, a collection request is received from node C. Nodes B and C have
distance costs 5 and 15 respectively, and the sleeping time of node B is 10 time
units. The insertion position of node C is either before node B or after node
B. When α ≤ 0.5, node C is inserted before node B and when α > 0.5, node
C will be inserted after node B. When α = 0, the mobile collector will always
favour newly arriving requests, which can result in high delays in servicing older
requests, causing those nodes to wait longer times until they are serviced.

The DI-R construction algorithm requires an O(m) to compute the cost of
insertion along the current route and an O(log n) to find the minimum insertion
point, resulting in an O(m) running time complexity. It should be noted that
the DI-R algorithm works totally online and adapts the current route according
to each received request.
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6 Experimental Methodology and Results

The previous section described a heuristic based algorithm for constructing the
route of the mobile collector. This section presents the evaluation of the algo-
rithms through simulation.

6.1 Methodology

As the parameter space is huge, some parameters are fixed as follows:

– Sensing Field: a square area of dimension 100 x 100 m2 is considered for sen-
sors deployment. A number of sensor nodes varying from 50 to 100 are dis-
tributed uniformly at random, preserving homogenous node density among
all areas in the sensing field.

– Sensor Parameters: each sensor has a radio communication radius of 25m
and a buffer of size 1 Kbyte.

– Mobile Collector Parameters: initially the mobile collector is localised at the
centre of the sensing field. The mobile collector moves with a fixed speed of
1m/s, and has a communication radius of 50m. The mobile collector achieves
communication with the sensor node when it is in the sensor’s radio com-
munication range.

– Simulation Time: each simulation run lasts for 50000 time units, and all
results are averaged over 20 different independent networks.

– Sensors Sampling Frequency: the sampling frequency determines the time
required for the sensor’s buffer to become full and therefore controls the
distribution of the collection requests over the simulation time. The first
option assumes that events occur regarding some point of interest located
at the centre of the sensing field. In such a case, a higher number of re-
quests come from a specific part of the network, as the sensors closer to
the centre sample more frequently. The requests distribution in this case
follow Gaussian distribution with small variance. A concentric topology for
the sensors’ sampling rates, shown in Figure 5, is used to model this case.
A sequence of n concentric circles divides the sensing field into several ring
shaped regions; Region 1 to Region n. The radius of each concentric circle is
denoted by R1, R2, R3, . . . , Rn, where R1 = 10m. The value of each radius
is calculated as:

Ri = i ∗ R1, i = {1, . . . , n} (4)

where
n =

L

2 ∗ R1
+ 1 (5)

The sensors in the innermost region are assigned sensing rates in the range
[1, baserate] and the sensing rates of sensors in regions radically outwards
are calculated as:

Sensingratei = [ baserate∗(i−1)+1 , baserate∗i ], i = {1, . . . , n} (6)
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R1L

L

R2

Rn

Fig. 5. Concentric Topology: the first type of topology considered in the simulation

Table 2. Experiments: Set I

Label Sensing Rate Topology Number of Sensors Baserate

A1 Concentric 50 2 sec
A2 Concentric 75 3 sec
A3 Concentric 100 4 sec
B1 Random 50 2 sec
B2 Random 75 3 sec
B3 Random 100 4 sec

When the baserate is chosen to be 2 seconds, the sensors in region R2 will
have a sensing rate in the interval [3,4] which means that some sense a sample
every 3 seconds and others sense a sample every 4 seconds.

The second option assumes random occurrence of events independently
from one another in the sensing field. In this case, the requests distribution
follow Poisson distribution. The sensing rate of each sensor node is chosen
randomly in the interval [1, baserate ∗ n].

Putting everything together, the experiments shown in Table 2 are run. The
experiments are labelled for referencing purposes. For each of these, results are
presented based on an average of 20 runs. The parameters that changed from
run to run are the location of the sensor nodes, and correspondingly, the distance
cost and the sensing rates.

For the purpose of evaluation, the following performance metrics are
considered:

– Data Collection Time: this is defined as the period from the time the
sensor sends the collection request to the time of arrival of the mobile
collector to collect the sensor’s buffer. This is averaged across all the nodes
in the network.
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Fig. 6. Data Collection Time of DI-R for experiments A1-A3 and B1-B3
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Fig. 7. Request Collection Time of DI-R for experiments A1-A3 and B1-B3
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– Request Collection Time: this is computed as the overall data collection
time to the number of requests collected from all nodes in the network.

– Sleeping Sensors Percentage: this measure is calculated as the number
of sleeping sensors awaiting the arrival of the mobile collector to the total
number of sensors in the network over the simulation time of the experiment.

– Distance Ratio: this is defined as the ratio of the distance travelled by the
mobile collector to the number of requests collected.

6.2 Results

Figure 6 and 7 show the result of running the DI-R construction algorithm on the
set of experiments described in Table 2. α ranged from 0 to 1 with steps of 0.5.
The data collection time and the request collection time decrease as α goes near
to 1. This is because the request is inserted on the mobile collector route in the
position resulting in the minimum extra travelled distance, as explained in Table
1. Therefore, the forth and back travelling between nodes is minimised which
results in less waiting time for the sensors, thus less sleeping sensors as in Figure
9. The performance on experiments A1-A3 is better than B1-B3. This is obvious
because most of the events come from a specific part of the network which helps
the mobile collector to optimise its collection route more than when the events
are scattered as in experiments B1-B3. This also appears on the distance ratio
of the mobile collector shown in Figure 8. As events are scattered randomly
over the sensing field, the mobile collector is required to travel further for the
collection which appears on the distance ratio for experiments B1-B3. It is hard
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Fig. 8. Mobile Collector Distance Ratio of DI-R for experiments A1-A3 and B1-B3
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Fig. 9. Percentage of Sleeping Sensors of DI-R for experiments A1-A3 and B1-B3

to conclude about the dependence of α value on the results, however, α around
0.9 leads to minimum results for the performance metrics described.

7 Conclusion

This chapter presents different classifications for the mobility models used for
data management in wireless sensor networks. The types of mobility are highly
depend on which of the network entities are mobile. Different mobility regimes
are adopted for static sensor nodes and mobile based station; however, the con-
trolled regime is the most effective one in optimising the network performance.
A heuristic based algorithm is presented to show this advantage. There are many
directions in which this work may be pursued further. Statistical measures are
required to measure the buffer filling rate and so the sensor can send its col-
lection request before its buffer is full, giving an extra advantage to the mobile
collector. Also, applying multiple mobile collectors can enhance the performance
of the algorithm with efficient control schemes for coordination.
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Abstract. The reference model employing constraint programming (CP) para-
digm describes both an enterprise and a set of project-like production orders. 
Moreover, encompassing consumer orders requirements and available produc-
tion capabilities, the model provides the formal framework allowing one to  
develop a class of decision support systems aimed at interactive production 
process planning subject to multi-project environment constraints. In that con-
text our contribution provides a knowledge-based and CP-driven approach to 
renewable and nonrenewable resources allocation assuming precise character of 
decision variables. The proposed concept of a context dedicated constraint satis-
faction problem can be seen as a new formal framework for developing a task 
oriented Decision Support Tool for Project Portfolio Prototyping (DST4P3). 
The tool provides a prompt and interactive service to a set of routine queries 
formulated either in straight or reverse way. 

Keywords: Decision Support System, Constraint Programming, abductive in-
ference, projects portfolio scheduling. 

1   Introduction 

An optimal assignment of available resources to production steps in a multi-product 
job shop is often economically indispensable. The goal is to generate a plan/schedule 
of production orders for a given period of time while minimize the cost that is equiva-
lent to maximization of profit. In that context executives want to know how much a 
particular production order will cost, what resources are needed, what resources allo-
cation can guarantee due time production order completion, and so on. So, a manager 
needs might be formulated in a form of standard, routine questions, such as: Does the 
production order can be completed before an arbitrary given deadline? What is the 
production completion time following assumed robots operation time? Is it possible to 
undertake a new production order under given (constrained in time) resources avail-
ability while guaranteeing disturbance-free execution of the already executed orders? 
What values and of what variables guarantee the production order will completed 
following assumed set of performance indexes?  

The problems standing behind of the quoted questions belong to the class of so 
called project scheduling ones. In turn, project scheduling can be defined as the process 
of allocating scarce resources to activities over a period of time to perform a set of 
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activities in a way taking into account a given set of performance measures. Such prob-
lems belong to NP-complete ones. Therefore, the new methods and techniques  
addressing the impact of real-life constraints on the decision making is of great impor-
tance, especially in case of interactive and task oriented Decision Support Systems 
(DSSs) designing [3], [8]. 

Several techniques have been proposed in the past fifty years, including MILP, 
Branch-and-Bound [7] or more recently Artificial Intelligence. The last sort of tech-
niques concentrates mostly on fuzzy set theory and constraint programming frame-
works. Constraint Programming/Constraint Logic Programming (CP/CLP) languages 
[6], [7], [15], [17] seems to be well suited for modeling of real-life and day-to-day 
decision-making processes in an enterprise [1].  In turn, applications of fuzzy set 
theory in production management [5] show that most of the research on project 
scheduling has been focused on fuzzy PERT and fuzzy CPM [10], [11]. 

In this context, the contribution provides the framework allowing one to take into 
account distinct data describing modeled objects and then to treat them in terms of the 
constraint satisfaction problem (CSP) [2].The approach proposed concerns of Logic-
Algebraic Method (LAM) based and CP-driven methodology aimed at interactive 
decision making based on distinct and imprecise data. The paper can be seen as con-
tinuation of our former works concerning projects portfolio prototyping [1], [2].  

The following two classes of standard routine queries are usually considered and 
formulated in:  

 
a straight way (i.e. corresponding to the question: What results from premises? 
• What the portfolio makespan follows from the given project constraints 

specified by activity duration times, resources amount and their allocation to 
projects’ activities?  

• Does a given resources allocation guarantee the production orders makespan 
do not exceed the given deadline?  

• Does the projects portfolio can be completed before an arbitrary given dead-
line?  

• and so on. 
a reverse way (i.e. corresponding to the question: What implies conclusion?)  
• What activity duration times and resources amount guarantee the given pro-

duction orders portfolio makespan do not exceed the deadline?   
• Does there exist resources allocation such that production orders makespan 

do not exceed the deadline?  
• Does there exist a set of activities’ operation times guaranteeing a given pro-

jects portfolio completion time will not exceed the assumed deadline? 

Above mentioned categories encompass the different reasoning perspectives, i.e. 
deductive and abductive ones. The corresponding queries can be stated in the same 
model that can be treated as composition of variables and constraints, i.e. assumed 
sets of variables and constraints limiting their values. In that context both an enter-
prise and the portfolio of production orders can be specified in terms of distinct and/or 
imprecise variables, discrete and/or continuous variables, renewable and/or non-
renewable resources, limited and/or unlimited resources, and so on.  
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Fig. 1. Elementary decision problems 

Therefore, an approach proposed assumes a kind of reference model encompassing 
open structure enabling one to take into account different sorts of variables and con-
straints as well as to formulate straight and reverse kind of project planning problems. 
So, the elementary as well as hybrid models can be considered, see the Fig. 1. Of 
course, the most general case concerns of the hybrid model specified by discrete dis-
tinct and/or imprecise (e.g., fuzzy) variables and renewable and/or non-renewable 
resources. 

The assumed model enabling descriptive way of a problem statement encompasses 
constraint satisfaction problem structure and then allows implementing the problem 
considered in the constraint programming environment. In this paper the application 
of approach proposed is limited to the problems specified by distinct and both renew-
able and non-renewable resources.  

Since the constraint programming treated as programming paradigm enables to 
specify both variables and relations between them in the form of constraints, then prob-
lems specified in that way can be easily implemented in the one of popular constraint 
logic languages such as: CHIP V5, ECLiPSe, and SICStus [19], or imperative con-
straint programming languages (assuming that a statement computation results in a 
program state change) such as: Choco [18], ILOG [13], and python-constraint [20], 
or public domain concurrent constraint programming language as OzMozart [15]. 

In order to illustrate the approach proposed let us focus on a reference model of de-
cision problem encompassing equilibrium between possible expectations regarding 
potential orders completion (e.g. following a set of routine queries) and available 
production capabilities. The considered problem of projects portfolio scheduling con-
cerns of resources conflict resolution, i.e. conflicts arising in case different activities 
simultaneously request their access to renewable and non renewable resources of 
limited quantity.   

In this paper a new CP based approach to DSS designing aimed at multi-product 
manufacturing subject to renewable and non-renewable resources allocation assuming 
precise character of decision variables constraints. The paper is organized as follows. 
In Section 2, the problem statement of considered project portfolio scheduling is  
introduced. The consistency examination is the main aim of the context dedicated 
constraint satisfaction problem aimed at consistency-checking procedure designing. 
Then, some details of the modelling framework assumed, in particular the reference 
model employed are described in Section 3. In Section 4, illustrative examples of the 
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possible application of the approach proposed are presented. We conclude with some 
results and lesson learned in Section 5. 

2   Constraint Programming Techniques  

2.1   Constraint Satisfaction Problem  

Constraint satisfaction problem (CSP) is determined by the set of decision variables X 
= {x1, x2,...,xn}, the family of variables domains D = {Di | Di = (di,1, di,2,..., di,j,...,di,m), i 
= 1,...,n}, and the set of constraints C = {ci | i = 1,2,..,lc} encompassing relations link-
ing variables. Each constraint ci can be seen as the relation defined on the relevant 
subset of variables Xi ⊂ X = {x1, x2,...,xn}.  Consequently the CSP is denoted as fol-
lows: CS = ((X,D),C).  

Consider the vector V = (v1, v2,…,vn) ∈ D1 × D2 ×…× Dn. The vector V such that 
the all constraints hold is treated as the admissible solution of CS.  

Let us suppose, the constraint ci defined on the subset Xi = {xl, xk,…,xm} follows the 
logic value equal to “true” (noted as w(ci) = 1) in this case there exists Vi∈ Dl × Dk× 
….× Dm such that ci holds.  In that context the set of admissible solutions is defined as 
follows: 

  √ = {V = (v1, v2, …, vn) | vi ∈ Di, i = 1, …, n, w(c1) = w(c2) = … = w(clc) = 1}.  
Therefore, CSP can be seen also as the triple (data, constrains, query), i.e. the set of 

variables and family of variables domains, the set of constraints, and the question: 
Does there exist nonempty set√ ?  Of course, in general case, instead of admissible 
solution an optimal one can be searched for, as well.  

Depending on variables and constraints character different classes of CSP are dis-
tinguished. The problems considered can be specified either in finite or infinite do-
mains, by discrete, e.g. Boolean, or continuous variables, as well as the subject to 
linear oand/or nonlinear constraints [14]. 

Solution strategies are based on two subsequently used mechanisms, i.e. con-
straints propagation and variables distribution. Variables distribution can be executed 
either through systematic (e.g. breath-first-search) or stochastic search of the whole or 
constrained state space of potential solutions obtained from constraints propagation. 
The searching strategies are implemented in constraint logic programming or con-
straint programming languages such as CHIP, OzMozart, ILOG, and so on. 

Example of CSP formulation.  

Given CS = ((X, D), C)  

where:  X = {x1, x2, x3, x4, x5, x6, x7}  

  D = {D1, D2, D3, D4, D5, D6, D7}; 

D1 = D2 = D3 = D4 = D5 = D6 = D7 ={1,2,…,10}, 

 C = {c1, c2, c3, c4, c5}; 

c1: x1 =  2x2 – 1; c2: x2 + x3 = 10;   c3: x2 + 2x3 = 2x4; 
c4: 2x6 + x5 = 8;      c5: x6 + 7 = x7; 
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Admissible solutions obtained from OzMozart implementation are of the following 
form: 

√ = {(3, 2, 8, 9, 6, 1, 8), 
(7, 4, 6, 8, 6, 1, 8), 
(3, 2, 8, 9, 4, 2, 9), 
(7, 4, 6, 8, 4, 2, 9), 
(3, 2, 8, 9, 2, 3, 10), 
(7, 4, 6, 8, 4, 3, 10)}. 

Let us note, however the solutions obtained can be misleading ones. For instance, let 
us consider two solutions (7, 4, 6, 8, 6, 1, 8) and  (7, 4, 6, 8, 4, 3, 10). In the case the 
questions considered are: 
What are the values of variables x1, x2, x3, and x4 guaranteeing the variable x7 ≤ 9?, 
and  
What are the values of variables x1, x2, x3, and x4 guaranteeing the variable x7 > 9?  
one may observe just the same common solution x1 = 7, x2 = 4, x3 = 6, x4 = 8. In fact, 
such the response means just: “I do not know”. 

Such confusing result can be easily explained as following from the fact that there 
is no any link between groups of constraints c1: x1 =  2x2 – 1, c2: x2 + x3 = 10, c3: x2 + 
2x3 = 2x4, and c4: 2x6 + x5 = 8;  c5: x6 + 7 = x7. In other words that means the variable 
x7 does not depend on variables x1, x2, x3, x4. The arising question is how to check in 
advance whether CSP formulation takes into account further detailed requests, e.g. as 
above mentioned?                 

 

The example provided proves the necessity of the context specification of CSP mod-
els considered. That means CSP specification should be dedicated to the questions 
guaranteeing that the prompt, i.e. YES or NO, response there exists. In other words, 
the problem specification we are looking for has to encompass the context (i.e. ability 
to respond to the standard questions) of routine queries as to avoid the response I DO 
NOT KNOW (in fact meaning YES and NO, simultaneously). 

2.2   Concept of the Context Dedicated Constraint Satisfaction Problem (CCSq) 

Let us assume that any considered, routine question q (q∈Q) have the following stan-
dard structure: 

q: Does there exist any nonempty set of values Vu of variables U, such that the set of 
constraints Cy holds? 

Note that to any routine question q corresponds to the relevant CSP, i.e. CSq deter-
mined as follows: CSq = ((U∪Y, DUY), Cy) 
where: U – the set of the input variables,  

 Y – the set of the output variables,  U∩Y = ∅,  
DUY – the domain of decision variables (i.e. U∪Y), 
Cy = {cy1, cy2, …, cyly} – the set of constraints determining the output    

             variables Y domains, 
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That means, the question q can be seen as a kind of CSP, i.e. CSq , determined by sets 
of variables U, Y and constraints Cy specifying the question.  

2.2.1   Consistency Examination    
Due to the Logic-Algebraic Method (LAM) [9], [8] examination of the CSP consis-
tency has to follow the four-stage procedure. The procedure proposed consists of the 
following steps:  

1) For the given CS and CSq,  formulate the relevant CCS and  CCS*, where 
CCS = ((X, D), C∪Cy) and CCS* = ((X, D), C∪(Cy*)) consist of: 

 Cy = { cy1∧ cy2∧ … ∧ cyly},   Cy* = {cy*
1∧cy*

2 ∧ … ∧cy*
lq} 

 (cy*
1∧cy*

2 ∧ …∧cy*
lq) ⇔ [¬(cy1∧ cy2∧ …∧ cyly)]. 

2) Consider any available CLP/CP language implementation of the CCS and CCS*, 
for instance OzMozart, 

3) Determine the sets Vu1 and Vu2, 
4) Find out the intersection Vu1∩Vu2. 

If Vu1∩Vu2 = ∅,  then CSS is consistent. 
If Vu1∩Vu2 ≠ ∅,  then CSS is inconsistent. 

That means CSS is consistent or alternatively speaking CS is consistent with the ques-
tion q if: 

Vu1∩Vu2 = ∅, 

where:  Vu1 – the set of values U treated as solution to CCS, 
 Vu2 – the set of values U treated as solution to CCS*. 

In order to illustrate the introduced consistency-checking procedure let us con-
sider the following example. 

Consider CS given in an “Example of CSP formulation” and the question q1:  Does 
there exist nonempty set of values Vu of variables U = {x1, x2, x3, x4}, for which the 
constraint  x7 ≤ 9 holds?  

As it was already mentioned the solution does not exists because the relationship 
linking the variables U and variable x7 does not exist, too.  

In turn, let us consider the consistency between CS and the question q1. The rele-
vant problems CCS and CCS* are of the following form: 

CCS = ((X, D), C∪Cy) 
CCS* = ((X, D), C∪(Cy*)) 

where: X, D, C – as assumed in an “Example of CSP formulation”, 
 Cy ={cy1},  cy1: x7 ≤ 9, 
 Cy* ={cy*

1},  cy*
1: x7 > 9, 

The table shown in Fig. 2 presents values of variables X following constraints C 
(see Table A) as well as two tables presenting values of variables U being the solu-
tions of CCS (see the Table B) as well as CCS* (see the Table C). The solutions  
obtained through OzMozart implementation of the problems considered are as fol-
lows: Vu1= {(3, 2, 8, 9), (7, 4, 6, 8)}   (i.e the values for which the constraint x7 ≤ 9  
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Fig. 2. Admissible solutions for CCS and CCS* in the question q1 context. 

holds), and Vu2 = {(3, 2, 8, 9), (7, 4, 6, 8} (i.e the values for which the constraint x7 ≤ 
9 does not hold). Note that Vu1∩Vu2 = {(3, 2, 8, 9), (7, 4, 6, 8)} (see the Table D) is 
not an empty set, and consists of solutions where both constraints x7 ≤ 9  and x7 > 9 
hold simultaneously. Note that CS is not consistent with the question q1, i.e. Vu1∩Vu2 
can be seen as the set consisting solutions resulting in ambiguous responses (in other 
words the intersection can be seen as the set containing solutions where relation 
among U and x7 does not exist). Consequently, lack of consistency implies lack of 
unambiguous response to the question consider.   

Consider the next question stated as follows:  
q2: Does there exist nonempty set of values Vx1 of the variable x1, such that the con-
straint  x4 = 9 holds? 

In the case considered the following value of the variable x1 = 3 implies that x4 = 9. 
Note that between variables x1 and x4 there exists the following variables-based link-
age of constraints:  c1: x1 = 2x2 – 1; c2: x2 + x3 = 10;   c3: x2 + 2x3 = 2x4. That means in 
the case of the opposite question: Does there exist nonempty set of values Vx1 of the 
variable x1, such that the constraint  x4 ≠ 9 holds? the relevant solution is x1 ≠ 3. 

Let us consider the consistency between CS and the question q2. The relevant 
problems CCS and CCS* are of the following form: 

CCS = ((X, D), C∪Cy), 
CCS* = ((X, D), C∪(Cy*)), 

where: X, D, C – as assumed in an “Example of CSP formulation”,  

Cy  ={cy1},     cy1: x4 = 9, 
Cy* ={cy*

1},   cy*
1: x4 ≠ 9. 

x1 x2 x3 x4 x5 x6 x7 
3 2 8 9 6 1 8 
7 4 6 8 6 1 8 
3 2 8 9 4 2 9 
7 4 6 8 4 2 9 
3 2 8 9 2 3 10 
7 4 6 8 4 3 10 

Y U 

x1 x2 x3 x4 
3 2 8 9 
7 4 6 8 

x1 x2 x3 x4 
3 2 8 9 
7 4 6 8 

Vu1; x7 ≤ 9 

Vu2 : x7 > 9 

x1 x2 x3 x4 
3 2 8 9 
7 4 6 8 

Vu1∩Vu2 

Table A) 

Table B) 

Table C) 

Table D) 
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Fig. 3. Admissible solutions for CCS and CCS* in the question q2 context. 

The table shown in Fig. 3 presents values of variables X following constraints C (see 
Table A) as well as two tables presenting values of variables U being the solutions of 
CCS (see the Table B) as well as CCS* (see the Table C). The solutions obtained 
through OzMozart implementation of problems considered are as follows: Vu1 = {3}, 
Vu2 = {7}. Note that Vu1∩Vu2 = ∅. That means there is a lack of solution leading to 
ambiguous responses, i.e. solutions where constraint x4 = 9 can hold and cannot be 
satisfied simultaneously. Note that consistency CS and the question q2 implies the 
variables x1 and x4 are linked, i.e. dependent each other. So, the solution to the ques-
tion q2 there exists.  

2.2.2   Context Dedicated Constraint Satisfaction Problem  
From the last example it follows that a response to the question qi stated in terms of 
CS there exists only if the result of consistency-checking procedure in the case of the 
relevant CCS is positive. That means the CCS consistency enables to consider the 
concept of so called context dedicated CSP, denoted as CCSQ i.e. the CSP guarantee-
ing solutions to the all questions from the set Q.   

Consider CS = ((X, D), C), 
where:  the set of decision variables X consists of the input U ⊂ X and the output 

Y ⊂ X, variables such that: U∩Y = ∅,  
 D – the family of domains of variables X, 

C – the set of constraints limiting values of variables X. 

Consider the set of questions Q ={qi | i = 1,2,…,r} such that for any q ∈ Q there exists 
CSq and CCS = ((X, D), C∪Cy), where Cy – the set of constraints corresponding to 
the question q and limiting values of the output variables Y.  

Consequently, CSP is CCSQ only if it follows assumptions imposed on CCS struc-
ture and for any q ∈ Q the result of consistency-checking procedure is positive.  

x1 
3 

x1 x2 x3 x4 x5 x6 x7 
3 2 8 9 6 1 8 
7 4 6 8 6 1 8 
3 2 8 9 4 2 9 
7 4 6 8 4 2 9 
3 2 8 9 2 3 10 
7 4 6 8 4 3 10 

Y U 

Vu1 ; x4 = 9  

x1 
7 

Vu2 ; x4 ≠ 9 
Vu1∩Vu2 = ∅ 

Table  A) 

Table B) 

Table C) 
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It should be noted, that the meaning of “context dedicated” is determined by the set of 
considered routine queries (solutions to which are guaranteed).   

Solution to any particular question q ∈ Q is the vector of values of variables 
Vu = (vu1, vu2,…,vulu) ∈ Du1 × Du2 ×…× Dulu (where vui ∈ Du1 is the value of vari-
able ui ∈ U) such that all the constraints from the set C∪Cy are satisfied. 

In case of questions q ∉ Q for which CCSp do not guarantee solutions there arise a 
new problem: What is the set of additional constraints Cu guaranteeing their consis-
tency? In other words, these question concerns of constraints “linking” the input and 
output variables which follow from the question context. 

The main advantage of the concept proposed lies in providing the solid, i.e. CSP 
based, framework allowing one to formulated models that can be directly imple-
mented in decision support tools. Illustration of such capability in terms of projects 
portfolio planning, examined with the help of the Decision Support Tool for Project 
Portfolio Prototyping (DST4P3) [4] aimed at Small and Medium Sized Enterprises 
(SME) provides the Section below. 

3   Reference Model of an “Enterprise - Project Portfolio” 

Let us consider the reference model of a decision problem concerning of multi-
resource task allocation in a multi-product job shop assuming imprecise character of 
decision variables. The model specifies both the job shop capability and production 
orders requirement in a unified way, i.e., through the description of determining them 
sets of variables and sets of constraints restricting domains of discrete variables. Some 
conditions concerning the routine questions are included in the set of constraints. That 
means in case such conditions hold the response to associated questions is positive.  

Therefore, the reference model considered specifies both SMEs and projects port-
folio in terms of describing them variables and constraints. 

Decision variables X: 
 

• SME – a job-shop perspective.  
Given amount lz of renewable discrete resources roi specified by (e.g. work-
force, machine tools, automated guided vehicles, etc.): Ro = (ro1, ro2,…,roz). 
Given amounts zoi,k of available renewable resources zoi = (zoi,1, zoi,2,…,zoi,h), 
where zoi,k – limited amount of the i-th renewable resource available at the k-th 
moment of H: H = {0,1,…,hmax}, specified by Zo = (zo1, zo2, …,zolz). 
Given amount ln of non-renewable resources (i.e. money) rni specified by: 
Rn = (rn1, rn2,…,rnln). Given amounts zni of available non-renewable resources 
rni specified by: Zn = (zn1, zn2,…, znln), where zni denotes amount of the re-
source rni being available at the beginning of time horizon H. 
 

• Projects portfolio.  
Given a set of projects P = {P1,P2,...,Plp}, where Pi is specified by the set com-
posed of loi activities, i.e., Pi ={Oi,1,…,Oi,loi}, where:  

Oi,j = (si,j, ti,j, Tpi,j, Tzi,j, Dpi,j, Tri,j, Tsi,j, Cri,j, Cwi,j),            (1) 
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si,j – means the starting time of the activity Oi,j, i.e., the time counted from the 
beginning of the time horizon H, 

ti,j –  the duration of the activity Oi,j,  
Tpi,j = (tpi,j,1, tpi,j,2,...,tpi,j,lz) – the sequence of moments the activity Oi,j requires 

new amounts of renewable resources: tpi,j,k – the time counted since the mo-
ment si,j of the dpi,j,k amount of the k-th resource allocation to the activity Oi,j. 
That means a resource is allotted to an activity during its execution period: 0 
≤ tpi,j,k< ti,j; k = 1,2,…,lz.  

Tzi,j = (tzi,j,1, tzi,j,2,...,tzi,j,lz) – the sequence of moments the activity Oi,j releases the 
subsequent resources, tzi,j,k  – the time counted since the moment si,j the dpi,j,k 
amount of the k-th renewable resource was released by the activity Oi,j.. That 
is assumed a resource is released by activity during its execution: 0 < tzi,j,k ≤ 
ti,j and tpi,j,k <  tzi,j,k ;  k = 1, 2, …, lz.  

Dpi,j = (dpi,j,1, dpi,j,2,...,dpi,j,lz) – the sequence of the k-th resource amounts dpi,j,k  

are allocated to the activity Oi,j, i.e., dpi,j,k  – the amount of the k-th resource 
allocated to the activity Oi,j. That assumes: 0 ≤  dpi,j,k  ≤  zok;  k = 1, 2, …, lz. 

Cri,j = (cri,j,1, cri,j,2,...,cri,j,ln) – the sequence of non-renewable resources amount 
required  by activity Oi,j, : cri,j,k  – the amount of the k-th resource required by 
the activity Oi,j, cri,j,1 ≤ 0 ; k = 1, 2,…,ln, cri,j,k  = 0 means the activity does not 
consume the k-th resource. 

Cwi,j = (cwi,j,1, cwi,j,2,...,cwi,j,ln) – the sequence of amounts of non-renewable  
resources released by activity Oi,j, cwi,j,k  – the amount of the  k-th resource  
involved by activity Oi,j, cwi,j,1  ≥ 0; k = 1,2,…,ln, cri,j,k  = 0 means the activity 
does not inflow the k-th resource. 

Tri,j = (tri,j,1, tri,j,2,...,tri,j,ln) – the sequence of moments the determined amounts of 
subsequent non renewable resources are required by activity Oi,j: tri,j,k – the 
time counted since the moment si,j the dpi,j,k amount of the k-th non renew-
able resource was released by the activity Oi,j.. That is assumed a resource is 
collected by activity during its execution: 0 ≤ tri,j,k < ti,j ; k = 1, 2, …, ln, 

Tsi,j = (tsi,j,1, tsi,j,2,...,tsi,j,ln) - the sequence of moments the determined amounts of 
subsequent non renewable resources are generated (released) by activity Oi,j: 
tsi,j,k - the time counted since the moment si,j the cwi,j,k. amount of the k-th non 
renewable resource was generated by the activity Oi,j. That is assumed the re-
source is generated during activity execution, however not earlier than be-
ginning of its collection, i.e.: 0 ≤ tsi,j,k < ti,j; k = 1, 2, …, ln, as well as tri,j,k ≤  
ts,j,k ; k = 1, 2,…,ln, 

NPV – the Net Present Value used to measure project’s efficiency and calculated 
due to the following formulae: 

( )∑
= +

=
n

t
t

t

k

CF
NPV

0 1
,          (2) 

where: CFt – the money netto flow expected in the year t, 
k – the discount rate (alternative capital investment cost), 
n – the period of a project exploitation [years].  
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Consequently, each activity Oi,j  is specified by the following sequences of: 

• starting times of activities in the activity network Pi: 
Si = (si,1, si,2, …, si,loi ),  0 ≤  si,j<  h,  i = 1, 2,…, lp;  j = 1, 2,…, loi, 

• duration of activities in the activity network Pi:  
Ti = (ti,1,ti,2,…, ti,loi),  

Elements of sequences: Tpi,j, Tzi,j, Dpi,j, Cri,j, Cwi,j, Tri,j,Tsi,j specify the activity  
network Pi: 

• starting times the j-th resource is allocated to the k-th activity in the activity net-
work Pi: 

 TPi,j = (tpi,1,j, ..., tpi,k,j, ..., tpi,loi,k),  
• starting times the j-th resource is released by the k-th activity in the Pi: 
 TZi,j= (tzi,1,j, ..., tzi,k,j, ..., tzi,loi,j),  
• the sequence of moments the j-th non-renewable resource is collected by activi-

ties of the projects Pi:    
 TRi,j= (tri,1,j, ..., tri,k,j, ..., tri,loi,j),    
• the sequence of moments the j-th non-renewable resource is released by activi-

ties of the project Pi:     
  TSi,j= (tsi,1,j, ..., tsi,k,j, ..., tsi,loi,j), 
• amounts of the j-th resources allotted to the k-th activity in the route  Pi: 

DPi,j  = (dpi,1,j, …, dpi,k,j, …, dpi,loi,j).  
• sequences of amounts of the j-th non-renewable resource consumed by activities 

of the route  Pi:  
CRi,j  = (cri,1,j, …, cri,k,j, …, cri,loi,j),  

• sequences of amounts of the j-th non-renewable resource involved by activities 
of the route  Pi:  

CWi,j  = (cwi,1,j, …, cwi,k,j, …, cwi,loi,j).  
 

Constraints C: 
Given projects portfolio and available amounts of renewable and non-renewable re-
sources as well as the above mentioned sequences: Ti, TPi,j , TZi,j, DPi,j. 

Given the time horizon H={0,1,…,hmax}, the projects portfolio should be com-
pleted. That is assumed the activities cannot be suspended during their execution, and 
moreover: 

• each activity can request any kind and quantity (not exceeding the resource’s 
limited amount) of any resource 

• each resource can be uniquely used by an activity, 
• the quantity of renewable resource used by an activity cannot be changed or al-

lotted to other activity, 
• an activity can start its execution only if required amounts of renewable  and 

non-renewable resources are available at the moments given by Tpi,j, Tsi,j. 
 

The project Pi is represented by activity-on-node networks, where nodes represent 
activities and arcs determine an order of activities execution. Consequently, the fol-
lowing activities order constraints are considered [4]:   
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• the Oi,k  activity follows the Oi,j  - th one:    

co1
i,k: si,j + ti,j ≤ si,k,          (3) 

• the Oi,k  activity follows other activities:  

co2
i,k: (si,j+ti,j ≤ si,k)∧(si,j+1+ti,j+1 ≤ si,k)∧(si,j+2+ti,j+2 ≤ si,k)∧…∧(si,j+n+ti,j+n ≤ si,k),  (4) 

• the Oi,k  activity is followed by other activities:  

co3
i,k: (si,k + ti,k ≤ si,j)∧(si,k + ti,k ≤ si,j+1)∧(si,k+ti,k ≤ si,j+2)∧…∧(si,k+ti,k ≤ si,j+n).      (5) 

Each activity Oi,k  should be finished before h-th unit of time (h is a completion time 
of projects portfolio P), i.e. should follow the constraint: 

co4
i,k: si,k + ti,k ≤ h.          (6) 

Constraints co1
i,k, co2

i,k, co3
i,k, co4

i,k, encompassing relations existing among activities 
Oi,k produce the set of precedence constraints Co={co1

i,k, co2
i,k, co3

i,k, co4
i,k}. 

Note that limited resources amount may cause resource conflicts occurrence, i.e. 
requiring selection of relevant dispatching rules deciding about the order of resources 
allocation. In order to avoid such conflict the relevant constraints have to be taken 
into account. The set of conflict avoidance constraints Cr={cr1

m,n,k, cr2
m,n,k} intro-

duced in [4] consist of:  

[ ] 1,,,,,,,,,,
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∀ (m,n) ∈ {(a,b) | a = 1,2,…,lp, b = 1,2,…,loa}, 
where: lp – the number of projects, loa – the number of activities in the project Pa, 

),,(1 bau  –  an unary function determining the time of the resource occupation 
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∀d ∈{1,2,…,q} 
where: vgk,i  -  the moments  vgk,i ∈ H at which the available number of the k-th re-
source units is changed, q – number of the characteristic points. 

Note that Cr={cr1
m,n,k, cr2

m,n,k} regards of renewable resources. The similar ones 
should be considered in the case of nonrenewable resources, for instance concerning 
the money. The set of conflict avoidance constraints Cn={cn1

m,n,k} introduced in [4] 
consist of:  
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 ∀(m,n) ∈ {(a,b) | a = 1,2,…,lp; b = 1,2,…,loa} 
where: lp –the number of projects, loa – the number of activities in the project Pa. 

Finally, the considered set of constraints has the following form: C = Co∪Cr∪Cn. 
Therefore, the reference model considered can be seen as the constraint problem 

CS=((X,D),C). Consequently, depending on the questions stated the relevant context 
dedicated constraint satisfaction problem can be considered. The standard questions 
can be formulated either in the straight or reverse way. So, the new problems can be 
aimed both at determination of [1]: 

 

• the criteria values implied by the assumed variables and constraints, for instance: 

Do the given activities’ times guarantee completion of the project portfolio 
within assumed time horizon H?   

• the variables guaranteeing expected values of the assumed goal functions, for 
example: 

What are the beginning times Ti of activities guaranteeing the project portfolio 
completion time does not exceed a given time horizon H? 

The above questions belong to the class of so called problems formulated in a reverse 
way, i.e. problems our considerations are focused on. Some examples illustrating the 
above mentioned two sorts of context dedicated CS are discussed in the section  
below. 

4   Illustrative Example 

In order to illustrate such possibility let us concentrate on the decision problems  
formulated for resources allocation conflict resolution. Let us assume the activities 
compete with the access to the discrete resources of the both kind’s renewable and 
non-renewable ones. As a programming environment enabling the reference model 
implementation the OzMozart language is used [15].  

4.1   Routine Query: What Are the Moments of Activities Beginning? 

Given the following projects portfolio, i.e. the set of projects P = {P1, P2, P3, P4}. 
Activities Oi,j of projects  are specified by corresponding sets: P1 = {O1,1,…,O1,10}, 
P2 = {O2,1,…,O2,12}, P3 = {O3,1,…,O3,11}, P4 = {O4,1,…,O4,13}. The relevant activity 
networks [1], [4] are shown on the following figures: Fig. 4, Fig. 5, Fig. 6 and Fig.  7. 

Given the time horizon H = {0,1,…,40} (hmax = 40). Operation times for particular 
projects P1, P2, P3, P4 are determined by the following sequences: 

 
 T1 = (1, 2, 3, 4, 4, 8, 3, 2, 1, 6),   T2 = (3, 1, 6, 3, 2, 5, 1, 5, 2, 4, 2, 1), 
 T3 = (3, 7, 2,7, 2, 1,8, 3, 3, 4, 8),    T4 = (3, 3, 2, 8, 3, 1, 4, 1, 8, 4, 3, 3, 8).  
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Fig. 4. Activity network of the project P1 
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Fig. 5. Activity network of the project P2 
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Fig. 6. Activity network of the project P3 
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Fig. 7. Activity network of the project P4 

 
Given are three kinds of renewable resources ro1, ro2, ro3. Resources amounts are 

limited by following number of units: 11, 14, 12, respectively. Resource amounts are 
constant in whole time horizon H. That is assumed an amount of resources allocated 
to the activity at the moment of its beginning can be released only by this activity and 
only at the moment of its completion. The amounts of particular resources required by 
projects’ P1, P2, P3, P4 activities are given in the following tables: Table 1, Table 2, 
Table 3, and Table 4. 
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Table 1. Amounts of resources required by activities of the project P1 (the sequences DP1,1, 
DP1,2, DP1,3) 

 

Table 2. Amounts of resources required by activities of the project P2 (the sequences DP2,1, 
DP2,2, DP2,3) 

 

Table 3. Amounts of resources required by activities of the project P3 (the sequences DP3,1, 
DP3,2, DP3,3) 

 

Table 4. Amounts of resources required by activities of the project P4 (the sequences DP4,1, 
DP4,2, DP4,3) 

 

Table 5. Amount of used up (CR) and generated (CW) non-renewable resources required by 
activities of the project P1 (the sequences CR1,1, CR1,2, CW1,1, CW1,2) 

 

It is assumed some activities besides of renewable resources require also non-
renewable ones. Given are two kinds of non-renewable resources rn1, rn2.  Initial 
amount of the resource rn1 is equal to 10 units, and of the resource rn2 is equal to 7 
units. Activities may use up and generate some number of resources rn1, rn2 units. It is 



122 G. Bocewicz and Z.A. Banaszak 

assumed each activity uses up some resource units at the beginning and generates 
some resource units at the activity’s end. The amounts of used up and generated re-
source rn1 units determine sequences: CRi,j, CWi,j respectively in the following tables: 
Table 5, Table 6, Table 7, and Table 8.  

 

Table 6. Amount of used up (CR) and generated (CW) non-renewable resources required by 
activities of the project P2 (the sequences CR2,1, CR2,2, CW2,1, CW2,2) 

 

Table 7. Amount of used up (CR) and generated (CW) non-renewable resources required by 
activities of the project P3 (the sequences CR3,1, CR3,2, CW3,1, CW3,2) 

 

Table 8. Amount of used up (CR) and generated (CW) non-renewable resources required by 
activities of the project P4 (the sequences CR4,1, CR4,2, CW4,1, CW4,2) 

 

In the context of the above assumed data, i.e. following requirements of the stan-
dard CS the following question is considered. 

q1: Does there exist a schedule following constraints assumed on availability of re-
newable and non-renewable resources and NPV > 0 such that production orders 
completion time not exceeds the deadline H?  

Note that the schedule we are looking for is determined by moments si,j  the activi-
ties start their execution [1], [2]. 

Solution to the problem results in determination of moments the activities start 
their execution si,j. So, the solution we are searching for has the form of the following 
sequences: S1 = (s1,1,….,s1,10), S2 = (s2,1,….,s2,12), S3 = (s3,1,…,s3,11), S4 = (s4,1,…,s4,13). 

Of course, the elements of sequences S1, S2, S3, S4 have to follow activities order 
constraints from Fig. 4 – Fig. 7 as well as constraints assumed on renewable (see 
tables, Table 1 - Table 4) and non-renewable (see tables Table 5 - Table 8) resources 
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allocation (guaranteeing deadlock avoidance). Constraints have a form similar to the 
formulas (2), (3), (4), (5), (6), (7), (8).  

The question considered implies the relevant context dedicated CS. 
Given CS = ((X, D), C): 
where: 

• the set of decision variables  X containing, 
the input variables: U = {s1,1, s1,2, …, s1,lo1, s2,1, … slp,lolp} 
the output variables: Y = {h, NPV} 

• the family of domains D, where the domains of variables Ti, Tpi,j, Tzi,j, Dpi,j, 
Cri,j, Cwi,j, Tri,j, Tsi,j are determined by Table. 1 – Table. 8, and variables cor-
responding to the beginning times of activities si,j ∈[0,50]  

• the set of constrains C. 

The considered problem CS and the question q1 can be specified in terms of CCS:  

CCS = ((X, D), C∪Cy),   

where: Cy - the set of output constraints corresponding to q1: Cy = {cy1, cy2}, 
               cy1: h ≤ 40;  cy2: NPV  > 0.  

Result of CCS examination by the consistency-check procedure is positive, so there 
exists the solution Vu following the all constraints C∪Cy. 

The results obtained from OzMozart implemented procedure consists of the non-
empty set of solutions Vu. Admissible values of considered variables si,j have the 
following values: 

S1 = (0, 1, 1, 4, 11, 15, 8, 11, 23, 24), S2 = (0, 3, 7, 10, 13, 15, 20, 17, 23, 25, 25, 29), 
S3 = (0, 3, 3, 10, 17, 5, 19,17, 20, 27, 31), S4 = ( 0, 0, 3, 5, 5, 3, 3, 13, 8, 6, 14, 16, 19). 

The NPV index value calculated for projects: P1, P2, P3, P4 follows the requirement 
NPV >0, i.e. NPVP1 = 0.3649,  NPVP2 = 2.4775, NPVP3 = 1.3248, NPVP4 = 0.8134. 

The graphical representation of the projects portfolio schedule is show in the  
Fig. 8. The schedule obtained follows all constrains imposed by an enterprise capabil-
ity and projects execution requirements. The system considered allows one to obtain 
the Gantt’s-like chart illustrating the rates of resources usage both renewable and non-
renewable ones. An example of graphical representation of the resource zo1 usage rate 
containing assumed resource’s limit in whole time horizon is shown on Fig. 9. It can 
be observed the assumed resource’s limit was not exceeded, the same regards of  
resources zo2, zo3. 

In turn, the Fig. 10 illustrates changes regarding the rate of resource usage concern-
ing of the non-renewable resource zn2. That is easy to note that the assumed minimal 
level of resource usage equal to 0 was never exceeding in whole time horizon. The 
same remark concerns the resource zn1. 

Therefore, the example presented illustrates the capability of an interactive multi-
criteria project planning (e.g. taking into account a particular project deadline, pro-
jects portfolio deadline, resources limits, and so on) approach to projects prototyping 
issues. The problem of the size just considered took less than 5 minutes (i.e. finding 
of the first solution Vu) (the AMD Athlon(tm)XP 2500 + 1.85 GHz, RAM 1,00 GB 
platform has been used).    
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Fig. 8. Projects portfolio schedule 

 

Fig. 9. Gantt’s-like chart of the renewable resource zo1 usage 
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Fig. 10. Gantt’s-like chart of the non-renewable resource zn2 usage 

4.2   Routine Query:  What Are the Times of Activities Duration? 

Given the following projects portfolio, i.e. the set of projects P = {P1, P2, P3, P4} 
specified by the same activity networks (see  Fig. 4, Fig. 5, Fig. 6 and Fig. 7) and 
resources allocations (see the Table 2 – Table 9) as in the Example 1. However, the 
new time horizon H = {0,1,…,36} is considered.  

Given the projects port folio containing the following projects P1, P2, P3, P4. The 
makespan admissible cannot exceed 36 units of time. Activities operations times are 
not known, however constraints determining their execution constraints are given. For 
instance, the following constraint: t3,7 + t3,9 = 11 that means the activities operation 
times are tightly linked, i.e. increasing of activity time associated to one operation (for 
example to O3,7) results in decreasing  of the another one (in this case  O3,9). The set of 
constraints considered are contained In the Table 9.  

Table 9. Constraints linking activities Oi,j execution times. 

 
Therefore, taking into account above mentioned assumptions as well as the other 

ones used in the point 4.1, the problem considered now reduces to the question: 

 q2: What values and of what variables T1, T2, T3, T4 guarantee the makespan of the 
projects portfolio does not exceed a given deadline subject to limits imposed  
on available amounts of renewable and non-renewable resources as well  
as NPV>0? 

 

 Constraint  Constraint 
ct1 t3,7 + t3,9 = 11 ct6 t3,3 + t3,4 = 9 
ct2 t4,12 + t4,13 = 11 ct7 t2,3 + t2,4 = 9 
ct3 t4,3 + t4,4 = 11 ct8 t2,3 + t2,4 = 9 
ct4 t1,5 + t1,6 = 12 ct9 2t2,5 + t3,3 = 8 
ct5 t1,9 + t1,10 = 7 ct10 2t4,1 + t2,8 = 12 
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In order to response to this question the values of the following sequences are 
sought:  T1 = (t1,1,….,t1,10),  T2 = (t2,1,….,t2,12),  T3 = (t3,1,…,t3,11),  T4 = (t4,1,…,t4,13) and 
S1 = (s1,1,….,s1,10), S2 = (s2,1,….,s2,12), S3 = (s3,1,…,s3,11), S4 = (s4,1,…,s4,13). 

Taking into account the data assumed consider the following formulation of the 
relevant CCS. 

 Given CS = ((X, D), C), 

where: 

• the set of decision variables  X, containing: 
 the input variables: 

U = { t1,1, t1,2,…,t1,lo1, t2,1,…tlp,lolp, s1,1, s1,2,…,s1,lo1, s2,1,…,slp,lolp} 
the output variables: Y = {h, NPV} 

• the family of domains D, where the domains of variables Ti, Tpi,j, Tzi,j, Dpi,j, Cri,j, 
Cwi,j, Tri,j, Tsi,j are determined by Table. 1 – Table. 8, and variables corresponding 
to the beginning times of activities si,j ∈[0,50], and variables corresponding to ac-
tivities duration times  ti,j ∈[1,15] , 

• the set of constrains C∪{ct1, ct2,…,ct10} (following the Table 9),  

 

Fig. 11. The Gantt’s chart of the projects portfolio execution 
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The considered problem CS and the question q2 can be specified in terms of CCS:  
     CCS = ((X, D), C∪Cy),   

where: Cy - the set of output constraints corresponding to q1: Cy = {cy1, cy2}, 
cy1: h ≤ 36;  cy2: NPV  > 0  

Result of CCS examination by the consistency-checking procedure is positive, so 
there exists the solution Vu following the all constraints C∪Cy. 

The results obtained from OzMozart implemented procedure consists of the non-
empty set of solutions Vu. The first admissible solution has been obtained in 250 s. 
So, the sequences of obtained activities operation times are as follows:   

T1 = (1, 2, 3, 4, 6, 6, 3, 2, 3, 4),   T2 = (3, 1, 6, 3, 2, 5, 1, 6, 2, 4, 2, 1), 
T3 = (3, 7, 4, 5, 2, 1, 6, 3, 5, 4, 8),   T4 = (3, 3, 2, 5, 6, 1, 4, 1, 8, 4, 3, 5, 6). 

 

 
 

Fig. 12. Illustration of the resource zo1 changes 

 
 

Fig. 13. Illustration of the resource zn1 changes 
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In turn, the sequences of the moments of activities beginning are as follows: 

S1 = (0,1,1,4,11,17,8,11,23,26),   S2 = (0,3,8,10, 13, 15, 20, 15, 21, 23, 23, 27), 
S3 = (0,3,3,10,15,7,17,15,18,23,27),   S4 = (0,0,3,5,5,3,3,10,11,4,11,19,24). 

The NPV index value calculated for projects: P1, P2, P3, P4 follow the requirement 
NPV >0, i.e NPVP1 = 0.262,  NPVP2 = 2.386, NPVP3 = 0.86 , NPVP4 = 1.339 . 

The graphical illustration of the solution obtained is shown in Fig. 11, where on the 
base of the Gantt’s chart an admissible activities schedule, i.e. the beginning and 
duration of activities following all the constraints imposed by availability as well as 
allocation of renewable and non-renewable resources is provided. The corresponding 
charts illustrating the changes of resources zo1 and zn2 availability are shown in Fig. 
12 and Fig. 13, respectively.  

5   Concluding Remarks 

The introduced CP-based reference model provides a formal framework allowing one 
to formulate the projects portfolio planning problems in direct and reverse way. In 
other words it provides a base to an interactive task oriented decision support tools 
designing. That offers a possibility to respond to the questions like: What values and 
of what variables guarantee the production orders will complete due to assumed  
values of performance indexes? (besides of such standard questions as: What is the 
project portfolio completion time?). 

The main idea standing behind of this approach lies in searching for the conditions 
guaranteeing the existence of responses to the standard queries as well as for condi-
tions guaranteeing the employed search strategies can be used in on-line mode for the 
given size of project planning problems. Therefore, the reference model of decision 
problems can be seen as a knowledge base kernel of a methodology aimed at design-
ing of dedicated and interactive decision support systems. 

The routine questions can be answered in the case they are formulated in terms of  
CCSP. That guarantee follows from CCS consistency examination, i.e. LAM-based 
consistency-check procedure. CCSq can be treated as a knowledge base where already 
mentioned procedure and LAM implemented in CLP/CP languages play a role of an 
inference engine. Consequently, the direct and reverse formulations of decision prob-
lems (size of that typical for SMEs) can be easily implemented in OzMozart language 
and then resolved in an on-line mode.  
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Abstract. A combinatorial query is a request for tuples from multiple relations
that satisfy a conjunction of constraints on tuple attribute values. Managing com-
binatorial queries using the traditional database systems is very challenging due
to the combinatorial nature of the problem. Indeed, for queries involving a large
number of constraints, relations and tuples, the response time to satisfy these
queries becomes an issue. To overcome this difficulty in practice we propose
a new model integrating the Constraint Satisfaction Problem (CSP) framework
into the database systems. Indeed, CSPs are very popular for solving combi-
natorial problems and have demonstrated their ability to tackle, in an efficient
manner, real life large scale applications under constraints. In order to com-
pare the performance in response time of our CSP-based model with the tra-
ditional way for handling combinatorial queries and implemented by MS SQL
Server, we have conducted several experiments on large size databases. The re-
sults are very promising and show the superiority of our method comparing to the
traditional one.

1 Introduction

It is generally acknowledged that relational databases have become the most signifi-
cant and the main platform [1] to implement data management and query searching
in practice. The efficiency and veracity for query solving is acquiring more concerns
and has been improved among various database systems. However, along with the com-
plex requirement for query from the customer, a problem is triggered: the conventional
relational database system often fails to obtain answers to the combinatorial query effi-
ciently. Indeed, current Relational Database Management Systems (RDBMS) require a
lot of time effort in answering complex combinatorial queries. [2] has given an accurate
definition of a combinatorial query: a request for tuples from multiple relations that
satisfy a conjunction of constraints on tuple attribute values. The following example
illustrates the above definition.

Example 1. Let us assume we have a relational database containing three tables de-
scribing computer equipments: CPU (CPU id, Price, Frequency, Quality), Memory
(Memory id, Price, Frequency, Quality), and Motherboard (Motherboard id, Price,
Frequency, Quality).

N.T. Nguyen and E. Szczerbicki (Eds.): Intel. Sys. for Know. Management, SCI 252, pp. 131–151.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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CPU id Price Freq Quality
1 200 5 80
2 500 10 80
3 1100 8 90
4 2000 15 95

Mem id Price Freq Quality
1 1000 7 80
2 900 9 90
3 800 10 90
4 1000 15 100

Mboard id Price Freq Quality
1 100 6 50
2 200 6 50
3 300 11 80
4 400 15 70

Select CPU_id, Memory_id,Motherboard_id
From CPU, Memory, Motherboard Where
CPU.Price + Memory.Price + Motherboard.Price < 1500
And CPU.Frequency + Memory.Frequency + Motherboard.Frequency < 30
And CPU.Quality + Memory.Quality + Motherboard.Quality < 250

Fig. 1. An example of a combinatorial query.

Figure 1 illustrates the three tables and an example of a related combinatorial query.
Here the combinatorial query involves a conjunction of three arithmetic constraints on
attributes of the three tables.

Although a variety of query evaluation technologies such as hash-join [3], sorted-
join, pair-wise join [4,1] have been implemented into the relational model attempt-
ing to optimize searching process, the effect is extremely unsatisfactory since most of
them concentrate on handling simple constraints, not the complex ones [2,3,5,6]. For
instance, in example 1 the arithmetic query involves a conjunction of three constraints
that should be satisfied together. This requires higher complexity and selectivity [6]
since the traditional model has to perform further complex combinatorial computations
after searching for each sub query (corresponding to each of these 3 constraints) which
will cost more time effort. In order to overcome this difficulty in practice, we propose
in this paper a model that integrates the Constraint Satisfaction Problem (CSP) frame-
work in the relational database system. Indeed, CSPs are very powerful for represent-
ing and solving discrete combinatorial problems. In the past three decades, CSPs have
demonstrated their ability to efficiently tackle large size real-life applications, such as
scheduling and planning problems, natural language processing, business applications
and scene analysis. More precisely, a CSP consists of a finite set of variables with finite
domains, and a finite set of constraints restricting the possible combinations of variable
values [7,8]. A solution tuple to a CSP is a set of assigned values to variables that satisfy
all the constraints. Since a CSP is known to be an NP-hard problem in general1, a back-
track search algorithm of exponential time cost is needed to find a complete solution.
In order to overcome this difficulty in practice, constraint propagation techniques have
been proposed [7,9,11,10]. The goal of theses techniques is to reduce the size of the
search space before and during the backtrack search. Note that some work on CSPs and
databases has already been proposed in the literature. For instance, in [12] an analysis
of the similarities between database theories and CSPs has been conducted. Later, [2]
has proposed a general framework for modeling the combinatorial aspect, when dealing

1 There are special cases where CSPs are solved in polynomial time, for instance, the case where
a CSP network is a tree [9,10].
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with relational databases, into a CSP. Query searching has then been improved by CSP
techniques. Other work on using CSP search techniques to improve query searching has
been reported in [13,14,15].

In this paper, our aim is to improve combinatorial query searching using the CSP
framework. Experimental tests comparing our model to the MS SQL Sever demonstrate
the superiority in time efficiency of our model when dealing with complex queries and
large databases.

In the next section we will show how can the CSP framework be integrated within the
RDBMS. Section 3 describes the details of our solving method. Section 4 provides the
structure of the RDBMS with the CSP module. The experimental tests we conducted to
evaluate the performance of our model are reported in section 5. We finally conclude in
section 6 with some remarks and possible future work.

2 Mapping a Database with the Combinatorial Query into a CSP

There are many similarities between the structure of a database and the CSP model.
Each table within the database can be considered as a relation (or a CSP constraint)
where the table attributes correspond to the variables involved by the constraint. The
domain of each variable corresponds to the range of values of the corresponding at-
tribute. The combinatorial query is here an arithmetic constraint of the related CSP. For
instance, the database of example 1 with the combinatorial query can be mapped into
the CSP defined as follows.

– Variables:
• CPU.Price,
• CPU.Frequency,
• CPU.Quality,
• Memory id.Price,
• Memory id.Frequency,
• Memory id.Quality,
• Motherboard id.Price,
• Motherboard id.Frequency
• and Motherboard id.Quality.

– Domains: Domains of the above variables.

• CPU.Price: {200,500,1100,2000}.
• CPU.Frequency: {7,9,10,15}.
• CPU.Quality: {80,90,95}.
• Memory id.Price: {800,900,1000}.
• Memory id.Frequency: {7,9,10,15}.
• Memory id.Quality: {80,90,100}.
• Motherboard id.Price: {100,200,300,400}.
• Motherboard id.Frequency: {6,11,15}.
• Motherboard id.Quality: {100,200,300,400}.
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– Constraints:
• Semantic Constraints:

∗ CPU(CPU id, Price, Frequency, Quality)
∗ Memory(Memory id, Price, Frequency, Quality)
∗ Motherboard(Motherboard id, Price,Quality)

• Arithmetic constraint:
CPU.Price + Memory.Price + Mother.Price < 1500
And CPU.Frequency + Memory.Frequency + Motherboard.Frequency < 30
And CPU.Quality + Memory.Quality + Motherboard.Quality < 250

After this conversion into a CSP, we use CSP search techniques, that we will describe
in the next section, in order to handle the combinatorial query in an efficient manner.

3 Solving Method

As we mentioned earlier, solving a CSP requires a backtrack search algorithm of ex-
ponential time cost. In order to overcome this difficulty in practice, local consistency
techniques have been proposed [7,9,11,10]. The goal of theses techniques is to reduce
the size of the search space before and during the backtrack search. More precisely,
local consistency consists of checking to see if a consistency is satisfied on a subset of
variables. If the local consistency is not successful then the entire CSP is not consistent.
In the other case many values that are locally inconsistent will be removed which will
reduce the size of the search space. Various local consistency techniques have been pro-
posed [7]: node consistency which checks the consistency according to unary constraint
of each variable, arc consistency which checks the consistency between any subset shar-
ing one constraint, path consistency which checks the consistency between any subset
sharing two constraints . . ., etc.

In this paper we use arc consistency in our solving method. More formally, arc con-
sistency [7] works as follows. Given a constraint C(X1, . . . ,Xp) then arc consistency is
enforced through C on the set X1, . . . ,Xp as follows. Each value v ∈ D(Xi) (1 ≤ i ≤ n)
is removed if it does not have a support (value such that C is satisfied) in at least one
domain D(Xj) (1 ≤ j ≤ n and j �= i). D(Xi) and D(Xj) are the domains of Xi and Xj

respectively.

Our method is described as follows.

1. First, arc consistency is applied on all the variables to reduce their domains. If a
given variable domain is empty then the CSP is inconsistent (this will save us the
next phase) which means that the query cannot be satisfied.

2. A backtrack search algorithm using arc consistency [7,9] is then performed as fol-
lows. We select at each time a variable and assign a value to it. Arc consistency is
then performed on the domains of the non assigned variables in order to remove
some inconsistent values and reduce the size of the search space. If one variable
domain becomes empty then assign another value to the current variable or back-
track to the previously assigned variable in order to assign another value to this
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latter. This backtrack search process will continue until all the variables are as-
signed values in which case we obtain a solution (satisfaction of the combinatorial
query) or the entire search space has been explored without success. Note that dur-
ing the backtrack search variables are selected following the most constrained first
policy. This rule consists of picking the variable that appears in the largest number
of constraints.

Before we present the details of the arc consistency algorithm, let us see with the fol-
lowing examples how arc consistency, through arithmetic and semantic constraints, is
used to reduce the domains of the different attributes in both phases of our solving
method.

Example 2. Let us consider the database of example 1. The domain of the variable
CPU.Price is equal to {200,500,1100,2000}. Using arc consistency with the subquery
CPU.Price + Memory.Price + Mother.Price < 1500, we can remove the values
1100 and 2000 from the domain of CPU.price. Indeed there are no values in the domains
of Memory.Price and Mother.Price such that the above arithmetic constraint is satisfied
for 1100 and 2000.

Example 3. Let us now take another example where each attribute has a large number
of values within a given range. For example let us consider the following ranges for the
attributes of the table CPU.

200 <= Price <= 2000.
5 <= Frequency <= 15.
80 <= Quality <=95.

Using the above range for Price and the subquery:

CPU.Price + Memory.Price + Mother.Price < 1500

we can first reduce, the range of the attribute CPU.Price as follows:

200 <= CPU.Price < 1500.

When using the attributes Memory.Price and Motherboard.Price we reduce the upper
bound of the above range as follows.

CPU.Price < 1500 - [Min(Memory.Price) + Min(Motherboard.Price)]
< 1500 - [800 + 100]
< 600

We will finally obtain the following range for CPU.Price:

200 <= CPU.Price < 600.
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During the second phase of our solving method arc consistency is used through arith-
metic and semantic constraints. The following example shows how an assignment of a
value to a variable, during backtrack search, is propagated using arc consistency through
the arithmetic constraint to update the domains (ranges) of the non assigned variables
which will reduce the size of the search space.

Example 4. Let us consider the arithmetic constraint A + B +C < 100, where the do-
mains of A, B and C are respectively: [10, 80], [20, 90] and [20, 70]. Using arc consis-
tency we will reduce the domains of A and B as follows. 10 < A < 100−(20+20)= 60.
20 < B < 100−(10+20)= 70. Suppose now that, during the search, we first assign the
value 50 to A. Through arc consistency and the above arithmetic constraint, the domain
of B will be updated as follows: 20 < B < 100− (50 + 20)= 30.

Example 5. Let us consider the previous example and assume that we have the follow-
ing semantic constraints (corresponding to three tables):
Table1(A, D, . . .),
Table2(B, E , . . .)
and Table3(C, F , . . .).

After assigning the value 50 to A as shown above in example 4, the domain of B will
be reduced to [20,30]. Now through the semantic constraint Table1 all the tuples where
A �= 50 should be removed from Table1. Also, through Table2 all tuples where B /∈
[20,30] will be removed from Table2. This will reduce the domains of D,E and F .

Arc consistency is enforced with an arc consistency algorithm. In the past three decades
several arc consistency algorithms have been developed. However most of these algo-
rithms deal with binary constraints [11,16,17,18,19,20]. In the case of n-ary constraints
there are three types of algorithms [7].

– Generalized Arc Consistency: for general non binary constraints.
– Global constraints: for constraints involving all the variables of a given CSP (such

as the constraint allDi f f erent(X1, . . . ,Xn) which means that the values assigned to
each of the variables X1, . . . ,Xn should be mutually different).

– Bounds-Consistency: which is a weaker (but less expensive) form of arc consis-
tency. It consists of applying arc consistency to the upper and lower bounds of the
variable domains. Examples 3 and 4 above use a form of bounds-consistency which
motivates our choice of this type of algorithm for arithmetic constraints as shown
below.

In our work we use the improved generalized arc consistency (GAC) algorithm [21]
for semantic constraints (since this algorithm is dedicated for positive table constraints)
and the bound consistency algorithm for discrete CSPs [22] in the case of arithmetic
constraints. More precisely, bounds consistency is first used through arithmetic con-
straints to reduce the bounds of the different domains of variables. The improved GAC
[21] is then used through the semantic constraints to reduce the domains of the attributes
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Algorithm GAC
1. Given a constraint network CN = (X ,C)

(X: set of variables, C: set of constraints between variables)
2. Q ←{(i, j) | i ∈C∧ j ∈ vars(C)}
3. (vars(C) is the list of variables involved by C)
4. While Q �= Nil Do
5. Q ← Q−{(i, j)}
6. If REV ISE(i, j) Then
7. If Domain( j) = Nil Then return false
8. Q ← Q�{(k, l) | k ∈C∧ j ∈ vars(k)
9. ∧ l ∈ vars(k)∧ k �= i∧ j �= l}
10. End-If
11. End-While
12. Return true

Function REV ISE(i, j)
(REVISE for bound consistency)
1. domainSize ← |Domain( j)|
2. While |Domain( j)| > 0

∧¬seekSupportArc(i, j,min( j)) Do
3. remove min( j) from Domain( j)
4. End-While
5. While |Domain( j)| > 1

∧¬seekSupportArc(i, j,max( j)) Do
6. remove max( j) from Domain( j)
7. End-While
8. Return domainSize �= |Domain( j)|

Function REV ISE(i, j)
(REVISE for handling semantic constraints)
1. REV ISE ← f alse
2. nbElts ← |Domain( j)|
3. For each value a ∈ Domain( j) Do
4. If ¬seekSupport(i, j,a) Then
5. remove a from Domain( j)
6. REV ISE ← true
7. End-If
8. End-For
9. Return Revise

Fig. 2. GAC algorithm and Revise for bound consistency (bottom left) and for handling semantic
constraints (bottom right).

even more. Let us describe now the details of our method. The basic GAC algorithm
[23,21] is described in figure 2. This algorithm enforces the arc consistency on all vari-
ables domains. GAC starts with all possible pairs (i, j) where j is a variable involved by
the constraint i. Each pair is then processed, through the function REVISE as follows.
Each value v of the domain of j should have a value supporting it (such that the con-
straint j is satisfied) on the domain on every variable involved by i otherwise v will be
removed. If there is a change in the domain of j (after removing values without support)
after calling the function REVISE then this change should be propagated to all the other
variables sharing a constraint with j.

When used with arithmetic constraints (as a bound consistency algorithm) C contains
the list of arithmetic constraints and the REVISE function (the function that does the ac-
tual revision of the domains) is defined as shown in figure 2 [22]. In the other case where
GAC is used with semantic constraints C contains these arithmetic constraints and the
REVISE function is defined as shown in the bottom right of figure 2 [21]. In the function
REVISE (for bound consistency) of figure 2, the function seekSupportArc (respectively
thefunction seekSupport of REVISE for semantic constraints in figure 2) is called to
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find a support for a given variable with a particular value. For instance when called
in line 2 of the function REVISE for bound consistency, the function seekSupportArc
looks, starting from the lower bound of j’s domain, for the first value that has a support
in i’s domain. When doing so, any value not supported will be removed.

4 Structure of the RDBMS with the CSP Module

Figure 3 presents the architecture of the module handling combinatorial queries. In the
CSP module, the CSP converter translates the query and the other information obtained

Fig. 3. Relational database model with the CSP module.
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for the database such as the semantic constraints into a CSP. The solver contains the
solving techniques we described in the previous section.

More precisely, in the traditional RDBMS model the query submitted by the user
through the user interface is first received by the query parser which will transform the
string form of the query into query objects that will be handled by the query processor.
Regularly, the query optimizer will choose the appropriate query solving plan (query
execution order with the least estimated cost) and send the execution request to the
interpreter. The interpreter will then handle the request and implements the input/output
operations by driving storage engine.

We address the function and working process of every component indicated in Fig-
ure 3 as follows.

User Interface. This is the interface being responsible to communicate with ”front
stage” such as website or other applications which have needs for data operations or
retrievals. For instance, RDBMS like Microsoft SQL server provides a common user
interface by setting connection string and corresponding parameters for .Net, PHP or
Java platform.

Query Processor. The query processor is the most significant part in RDBMS that
will handle query construction and optimization once the query is approached from
the User Interface. It has to engender query execution plan sending to the next part
of the system. The traditional model includes query parser, query optimizer and query
execution interpreter. For our improved RDBMS model, the CSP module will be added
into the system to deal with combinational query solving.

Query Parser. The query parser is the component in the query processor which will
create the query to other solvers of RDBMS according to the requirement of query from
User.

Query Optimizer. The query optimizer is one of the key parts in the query processor
that attempts to determine the more efficient query execution plan of the given query.
Usually, the query optimizer is called as cost-based because it mainly considers system
resource like memory and CPU cost as well as I/O operations to estimate the cost for
the query execution and then select the best one to implement. The join algorithm [63]
(pair-wise join, hash join or sorted merge join) will be formed in the query optimizer
supported with indexing.

Query Execution Interpreter. This part takes responsibility of translating the query
plan into the language which can be understood by the Storage Engine. Meanwhile, the
solution returned from the database will be posted back to the application by the query
execution interpreter.

CSP Module. The new module added into RDBMS to solve combinational query has
two sub components: CSP Query Converter and CSP Solver. The CSP Query Converter
will convert the combinational query into the CSP which can be accessed and solved
by the CSP Solver. Since some combinational query still need structural adjustment or
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join order optimization, for some cases the query should be optimized by the query
optimizer before it is sent to the CSP query parser. Moreover, some database technolo-
gies and information will support the CSP query parser to reduce the size of the search
problem such as indexing and semantic constraints.

Storage Engine. The Storage Engine implements related operations with data in
database based on the order submitted by the query processor.

In the case of the RDBMS model integrating the CSP module, once the combinatorial
query is parsed by the query parser, it is sent to the CSP module. The converter will
convert the query (including the arithmetic constraints) and the semantic constraints
obtained from the database into the CSP. The solver will then solve it and send the
solution to the execution interpreter.

4.1 CSP Module Design

The class diagram in Figure 4 gives the details of how the CSP module is designed to
handle combinational queries. The sequence diagram in Figure 5 indicates the working
steps of the CSP module during the search.

The query parser gains the query by using the GetQuery function from the applica-
tion. The system will decide to activate the query optimizer or not. Because sometimes
the order of query can be optimized that will increase the efficiency of search, but
sometimes it cannot. After index and semantic constraints information are obtained by
the Query Converter, the optimized combinational query will be converted into a CSP.
Continuously, the QueryAnalyze function is run to analyze the CSP and decide which
specific consistency checking strategy will be used to prune the domains of the CSP.
The solving method we presented in the previous section will then be applied to find a
solution to the query. The Solver will then call the query interpreter to send request to
the lower component to carry out the compilation.

The sequence diagram in Figure 5 shows how CSP module solves the combinational
query step by step based on the main functions made in the Figure 4. Sometimes the

Fig. 4. Class Diagram for the CSP module.
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Fig. 5. Sequence Diagram for the CSP module.

query optimizer will not be activated during the search process, since it is not a neces-
sary part for solving combinational query. The relations among it and other components
have been described in Figures 4 and 5. In the following we will provide two concrete
examples to show the whole solving process.

4.2 Examples

4.2.1 Computer Components Selection
We take a combinational query as an example to introduce the solving process in the
CSP module as shown in Figure 4. Suppose the data source for the combinational query
in Figure 6 is the one shown in Figure 1.

After optimization by the query optimizer, the second sub query is removed from
the combinational query by using the merge sorted join algorithm [26]. The reason is
although the constraint for the first and second sub query is all about the sum of com-
puter components price, the arithmetic constraint condition of the first one is smaller
than the second, which means the first sub query requires the smaller variable domain
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Select CPU_id, Memory_id, Motherboard_id
From CPU, Memory, Motherboard Where
CPU.Price + Memory.Price + Motherboard.Price <1500 And
CPU.Price + Memory.Price + Motherboard.Price <1600 And
CPU.Frequency + Memory.Frequency + Motherboard.Frequency <32
And CPU.Quality + Memory.Quality + Motherboard.Quality < 250

Fig. 6. A SQL combinational query.

Select CPU_id, Memory_id, Motherboard_id
From CPU, Memory, Motherboard Where
CPU.Price + Memory.Price + Motherboard.Price <1500 And
CPU.Frequency + Memory.Frequency + Motherboard.Frequency <32 And
CPU.Quality + Memory.Quality + Motherboard.Quality < 250

Fig. 7. The optimized SQL combinational query

for solving than the second. As a result, the condition for the combinational query is
optimized as shown in Figure 4.

In the next step, the query converter will implement converting from a combinational
query into a CSP. The optimized SQL combinational query in Figure 5 is converted as
follows.

– Variables:
• CPU id,
• CPU.Price,
• CPU.Frequency,
• CPU.Quality,
• Memory id,
• Memory.Price,
• Memory.Frequency,
• Memory.Quality,
• Motherboard id,
• Motherboard.Price,
• Motherboard.Frequency,
• Motherboard.Quality

– Domains: Domains of the above variables.
• CPU id [1, 4],
• CPU.Price [200, 2000],
• CPU.Frequency [5, 15],
• CPU.Quality [80, 95],
• Memory id [1, 4],
• Memory.Price [800, 1000],
• Memory.Frequency [7, 15],
• Memeory.Quality [80, 100],
• Motherboard id [1, 4],
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• Motherboard.Price [100, 400],
• Motherboard.Frequence [6, 15],
• Motherboard.Quality [50, 80]

– Constraints:
• Semantic Constraints:

∗ CPU(CPU id, Price, Frequency, Quality)
∗ Memory(Memory id, Price, Frequency, Quality)
∗ Motherboard(Motherboard id, Price,Frequency,Quality)

• Arithmetic constraint:
CPU.Price + Memory.Price + Motherboard.Price < 1500
And CPU.Frequency + Memory.Frequency + Motherboard.Frequency < 32
And CPU.Quality + Memory.Quality + Motherboard.Quality < 250

Furthermore, index information (filtering information) needs to be collected for consis-
tency checking of Solver. For example, the filtering information in Figure 1 is:

– CPU.Price [200, 2000],
– CPU.Frequency [5, 15],
– CPU.Quality [80, 95],
– Memory.Price [800, 1000],
– Memory.Frequency [7, 15],
– Memeory.Quality [80, 100],
– Motherboard.Price [100, 400],
– Motherboard.Frequence [6, 15],
– Motherboard.Quality [50, 80],

The above information could be applied for the node or bound consistency checking in
the solving process. The semantic constraints shown above will be used for arc consis-
tency checking.

Once all necessary information has been gained by the system, our solver will look
for a possible solution. Finally, the interpreter will translate the solution found by the
solver into the execution order, which can be understood by the storage engine and will
be carried out by the compilation. One solution to the above example is:

– CPU (1, 200, 5, 80),
– Memory (1, 1000, 7, 80),
– Motherboard (1, 100, 6, 50).

4.2.2 Vehicle Elements Selection
Let us take another example to explain the solving process. Since the solving pro-
cess is similar to the previous example, only the result of each step will be repre-
sented in this example. The data source for the combinational query are shown in
Figure 8.

To look for the available combinations of vehicle elements, the user creates a com-
binational query as follows.
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Engine id Price Usage Rate
1 4000 11 8
2 5000 10 8.5
3 2000 8 9
4 5000 15 9

Clutch id Price Usage Rate
1 2000 5 7
2 1000 7 6
3 1100 8 5.5
4 1500 10 5

Gear id Price Usage Rate
1 1000 3 7
2 500 5 8
3 800 8 7
4 1000 10 6

Fig. 8. Tables of vehicle elements

Select Engine_id, Clutch_id, Gear_id
From Engine, Clutch, Gear Where
Engine.Price + Clutch.Price + Gear.Price >5500 And
Engine.Usage + Clutch.Usage + Gear.Usage <20 And
Engine.Rate + Clutch.Rate + Gear.Rate < 28

Unlike the combinational query in the previous example, there is no sub query that
can be optimized or removed in the Query Optimizer. As a result, the combinational
query is directly converted into a CSP by the query converter as follows.

– Variables
• Engine id,
• Engine.Price,
• Engine.Usage,
• Engine.Rate,
• Clutch id,
• Clutch.Price,
• Clutch.Usage,
• Clutch.Rate,
• Gear id,
• Gear.Price,
• Gear.Usage,
• Gear.Rate

– Domains
• Engine id [1, 4],
• Engine.Price [2000, 5000],
• Engine.Usage [8, 15],
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• Engine.Rate [8, 9],
• Clutch id [1, 4],
• Clutch.Price [1000, 2000],
• Clutch.Usage [5, 10],
• Clutch. Rate [5, 7],
• Gear id [1, 4],
• Gear.Price [500, 1000],
• Gear.Usage [3, 10],
• Gear.Rate [6, 8]

– Constraints
• Semantic Constraints:

∗ Engine(Engine id, Price, Usage, Rate)
∗ Memory(Clutch id, Price, Usage, Rate)
∗ Motherboard(Gear id, Price,Usage,Rate)

• Arithmetic constraint:
Engine.Price + Clutch.Price + Gear.Price < 5500
And Engine.Usage + Clutch.Usage + Gear.Usage < 20
And Engine.Rate + Clutch.Rate + Gear.Rate < 28

The index information is collected by RDBMS: Engine.Price [2000, 5000], Engine.Usage
[8, 15], Engine.Rate [8, 9], Clutch.Price [1000, 2000], Clutch.Usage [5, 10], Clutch. Rate
[5, 7], Gear.Price [500, 1000], Gear.Usage [3, 10], Gear.Rate [6, 8]. This will be applied
in node and bound consistency checking to prune search space in the solving process.
In the final step, the system will run a backtrack search to find the solution using the
algorithm we presented earlier. One solution to this problem is Engine (3, 2000, 8, 9),
Clutch (1, 2000, 8, 9), Gear (1, 1000, 3, 7).

5 Experimentation

In order to compare the time performance of our query processor with one of the most
advanced relational databases (MS SQL server 2005) we run several tests on randomly
generated databases and take the running time in seconds needed (by our method and
MS SQL) to satisfy the query. The tests are conducted on a IBM T42 with a P4 1.7 GHz
processor and 512 MB RAM memory, running Windows XP.

We have built a web-based application to simulate the CSP model and run the exper-
iments. This application has been developed using ASP.NET (C#) connected with SQL
server (See Figure 10). In the tests, we can compare the efficiency of operations from
RDBMS and the simulated CSP model. At first, three tables are set up in the RDBMS,
and the data in the tables are randomly created and input by data access layer of the
application for tests. We create all the data creation, manipulation and solving classes
in this layer, which is responsible to connect with the relational database and imple-
ment all data operations. CSP search algorithms, constraint propagation and heuristic
methods are written in this layer, all of which achieve the functions of the CSP solver as
shown in Figure 3. The size and number of tables, as well as the complexity of combina-
tional queries are changed during the testing for the performance comparison between
the old and new models. Index is added for the first non-primary key column in the
table, in order to offer the acceleration for traditional search and ”filtering” information
for consistency checking of the new CSP module.
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Fig. 9. The user interface of new RDBMS with CSP module.

Fig. 10. The programming environment for the CSP module.
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Fig. 11. Test results when varying the tightness.

Fig. 12. Test results when varying the number of rows.
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Fig. 13. Test results when varying the number of columns.

Figure 9 is the screen shot of the comparative result of the test on the combinational
query of the example in Section 4.1. The three tables are displayed with the correspond-
ing results from the traditional RDBMS model and our model as shown in the right.
Figure 10 is the screen shot of the programming environment for the experiments.

Each database and its corresponding combinatorial query are randomly generated
according to the following parameters: T (the number of tables within the database), R
and C (respectively the number of rows and columns of each table within the database);
and P the constraint tightness. This last parameter defines how easy|hard is the CSP
corresponding to the generated database. More precisely, the constraint tightness P of
a given constraint is defined as ”the fraction of all possible pairs of intervals from
the domains of the variables (involved by the constraint) that are not allowed by the
constraint [24].” According to this definition, the value of P is between 0 and 1. Easy
problems are those where the tightness is small and hard problems correspond to a high
tightness value.

Figure 11 presents tests performed when varying the tightness P. T,R and C are
respectively equal to 3, 800 and 8. Note that the logarithmic scale is used here for the y
coordinates As we notice on the chart, when T is below 0.8 (the case where %80 of the
possibilities are not solutions) the 2 methods have similar running time. However when
T is more than 0.8 (which corresponds to hard problems where only few possibilities
are solutions) we can see the superiority of our method over the traditional model. The
other figures 14, 12, and 13 correspond to the situation where we vary T , R and C
respectively. In all these 3 cases we can easily see that our method outperforms MS
SQL (especially when R or T increases). Note that in the case where T is greater than 3
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Fig. 14. Test results when varying the number of tables.

(in figure 14), the problem becomes inconsistent (the query cannot be satisfied). In this
particular case, our method detects the inconsistency before the backtrack search (see
step 1 of our solving method in Section 3). Since the backtrack search phase is saved in
this case, the total running time is even better than the case where T is equal to 3.

6 Conclusion and Future Work

CSPs are a very powerful framework to deal with discrete combinatorial problems. In
this paper we apply CSPs in order to solve a particular case of combinatorial applica-
tions consisting of satisfying a combinatorial query. More precisely our method trans-
lates the combinatorial query with the database information into a CSP. CSP techniques
including constraint propagation and backtrack search are then used to satisfy the query
by looking for a possible solution to the CSP. In order to demonstrate the efficiency in
practice of our method, we conducted different tests on large databases and compared
the running time needed by our method and the well known SQL server 2000 in order
to satisfy combinatorial queries. The results of the tests demonstrate the superiority of
our method for all the cases.

In the near future, we intend to integrate other search methods such as local search
techniques and genetic algorithms in order to speed up the query search process. In-
deed, we believe that while these approximation algorithms do not guarantee a com-
plete solution they can be very useful in case we want an answer within a short time.
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Another problem we intent to explore is handling several combinatorial queries at the
same time. The obvious way is to process them one by one using the method we have
proposed in this paper. However, this might not be the best idea. May be it is better
to first pre-process the set of queries using arc consistency and then (if the queries are
arc consistent) we can proceed with solving these queries together. An experimental
comparative study of both ways needs to be carried out in order to find out which one
is better in terms of processing time.
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Abstract. Fuzzy cognitive maps (FCMs) represent the decision process
in the form of a graph that is usually easy to interpret and, therefore,
can be applied as a convenient decision-support tool. In the first part of
this chapter, we explain the motivations for the research on FCMs and
provide a review of the research in this area. Then, as stated in the title
of the chapter, we concentrate our attention on the comparative study of
adaptive and evolutionary FCMs. The terms adaptive and evolutionary
refer to the type of learning applied to obtain a particular FCM. Despite
many existing works on FCMs, most of them concentrate on one type
of learning method. The purpose of our research is to learn FCMs using
diverse methods on the basis of the same dataset and apply them to the
same prediction problem. We assume the effectiveness of prediction to
be one of the quality measures used to evaluate the trained FCMs. The
contribution of this chapter is the theoretical and experimental compar-
ison of adaptive and evolutionary FCMs. The final goal of our research
is to determine which of the analyzed learning methods should be rec-
ommended for use with respect to the considered prediction problem. To
illustrate the predictive capabilities of FCMs, we present an example of
their application to the prediction of weather conditions.

1 An Introduction to the Theory of Cognitive Maps

The inspiration for the development of cognitive maps originated from biological
experiments [9,24]. The initial model of a cognitive map, represented by a graph,
was proposed and applied in the social sciences [3]. The nodes within the graph
were annotated in natural language and represented intuitively-understood con-
cepts. The arcs represented a binary relationship labeled with “+” or “-” signs,
denoting intuitively-understood, positive or negative causality (cause-and-effect
relationship), respectively. The example of such dependency is the positive causal
impact of concept ”Number of people in the city” on concept ”Modernization.”
The entire graph was prepared by domain experts. The intuitively-understood
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notions of concepts and the cause-and-effect relationship among them could not
be used for the construction of any computational decision support system, there-
fore were attempts to formalize this idea. For the purpose of this chapter, we
define a cognitive map as an order pair:

CM =< C, W >, (1)

where C is the set of concept labels, and W is the connection matrix representing
the binary relation between concepts. The matrix W stores the weights assigned
to the pairs of concepts. We assume that the nodes are indexed by subscripts
i(cause node) and j(effect node). In simplest case, it is possible to distinguish
binary cognitive maps (BCM) for which the concept labels are mapped to binary
states denoted as ai ∈ {0, 1}, where the value 1 means that the concept is
activated. The weights of BCM are usually mapped to the crisp set, i.e., wij ∈
{−1, 0, 1}. The value 1 represents, positive causality, understood e.g. such way,
that the activation (change from 0 to 1) of concept ci occurs concurrently with
the same activation of concept cj or that deactivation (change from 1 to 0) ci

occurs concurrently with the same deactivation of concept cj . The value −1
represents the opposite situation, in which the activation of ci deactivates the
concepts cj or vice versa. The wij = 0 means that there are no concurrently
occurring changes of the states of the concepts. Some researchers [22,11] assume
that that the elements on the diagonal of matrix W are not considered.

The extension of CM in the form of fuzzy cognitive maps was proposed by
Kosko [8]. In FCM, the concepts are represented by fuzzy sets, and the concepts
labels are mapped to a real-valued activation level from the closed continuous
interval ai ∈ [0, 1], where 0 means no activation and 1 means full activation. The
arcs between concepts are also labeled with real-value weights wij ∈ [−1, 1]. The
state of the FCM at time t is fully described by the state vector A(t).

There have been numerous enhancements to the initial model of FCM. The
addition of memory to the concept nodes within the HO-FCM [19] enables the
representation of high-order dynamics of the modeled decision process. The rule-
based fuzzy cognitive maps RBFCM [4] assigned rules to the arcs of FCMs,
significantly enhancing their reasoning capabilities. There are also the exten-
sions that enable the incorporation of the variable time delays between concept
activation in the FCMs [15]. FCMs can be applied in economics (e.g., stock mar-
ket prediction), medical science (e.g., medical diagnosis) [23], or even intrusion
detection systems [1].

In most known approaches to learning FCMs, the set of concept labels C is
provided a-priori by expert, and only the matrix W is learned from raw data.
Diverse adaptive learning methods [10] have been applied by many authors, and
the most recent proposals involve Hebbian learning [11] and non-linear Heb-
bian learning [14]. Evolutionary learning methods have been also investigated
by many researchers [25]. A successful application of an evolutionary FCM to
the prediction problem is presented in [18]. A survey of research papers on FCMs
can be found in [2].
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2 Problem Formulation

For the comparative analysis of adaptive and evolutionary FCMs, we will con-
sider a prediction problem formulated in the following way. Let T = {t0, t1, . . . , tn}
be an ordered set of time labels, where ∀i.ti − ti−1 = Δt is a constant parameter
that will be referred to as ”base time.” Let C represent the set of symbolic labels
pointing to the subsets of observations (concepts) acquired from the raw, tem-
poral data. Every concept label ci ∈ C is uniquely identified by its subscript. For
every concept label, we define a mapping a : T ×C → [0, 1] that assigns the state
(activation level) of a concept at time t. The state of the ith concept at time step
t will be denoted as ai(t) = a(t, ci). The concepts for which ai(t) > 0 will be re-
ferred to as ”active concepts at time t.” The A(t) denotes the state vector for all
concepts. Let us assume now that the set T is divided into the known historical
sequence (pointing to learning data), TH = {t0, t1, . . . , ts−1}, and the unknown
sequence representing the unknown future, TF = {ts, ts+1, . . . , te} (pointing to
testing data), where card(TH) = card(TF ). The sequence TH constitutes the
time horizon that will be used to learn a model. Let us assume that the state
of concepts at time A(ts) can be observed. We would like to forecast the state
of concepts A(t) at some time te > ts by the reconstruction of the unknown
sequence A(ts), A(ts+1), . . . , A(te), where the length of the prediction horizon
te − ts = tpred is a constant parameter. The prediction will be produced using
a model based on FCM. On the basis of the prediction errors, we will estimate
the quality of the obtained FCMs and, indirectly, the effectiveness of the applied
learning method. For the purposes of this research, we make the simplification
(as is usually done by researchers [25,11] ) of assuming that the concept labels
are simply the identifiers of attributes (columns) within the data table stored in
the relational database.

3 Prediction with the Use of FCM

The standard exploitation form of FCM is usually the same for most applications
and is independent of the applied learning method. The goal is to simulate the
temporal behavior of FCM in order to predict the unknown sequence of the
state vectors A(ts), A(ts+1), . . . , A(te). The exploitation of a given FCM starts
from the acquisition of a new observation of concept activations A(ts) and then
performing a simulation (that can be understood also as a kind of numerical
forward reasoning) of the modeled process.

There are many papers that describe the reasoning process in FCMs, however,
to our knowledge, there is no one that explicitly specifies their diverse variants.
The justification of the applied reasoning method is usually done experimentally.
In almost all cases, the researchers use the scaled summation of factors, each
representing the linear dependency of concept activations. For all computational
experiments described in this chapter, we chose to use for reasoning in FCM the
Equation (2):
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aj(t + 1) = γ(
n∑

i=1,i�=j

wijai(t)), (2)

where γ(x) = 1/(1 + e−cx) is the threshold function that serves to confine
unbounded values to a strict range, c is a constant (we assume c = 5), and
n = card(C). Some of the researchers report the use of Equation (3), involving
a full impact of every concept on itself:

aj(t + 1) = γ(aj(t) +
n∑

i=1,i�=j

wijai(t)). (3)

The other possibility is to use an arbitrarily assumed scaling coefficient, k < 1,
as is done in Equation (4):

aj(t + 1) = γ(kaj(t) +
n∑

i=1,i�=j

wijai(t)), (4)

or use the non-zero diagonal values of matrix W and apply Equation (5):

aj(t + 1) = γ(
n∑

i=1

wijai(t)). (5)

The simulation of the FCM-based reasoning process can lead to three types [17]
of behavior of the state vector A(t):

1. fixed-point attractor, known also as hidden pattern (the state vector becomes
fixed after some simulation steps);

2. limit cycle (the state vector keeps cycling); and
3. chaotic attractor (the state vector changes in a chaotic way).

The type of behavior of state vector depends on the characteristics of the raw
data and on the algorithm applied during the learning phase of the FCM. Due to
the assumed reasoning method Equation 2, the quality of prediction may depend
on the type of data used during learning. One of the goals of this research is to
evaluate whether knowledge of the type of learning data influences the quality
of prediction or the choice of the learning algorithm.

4 Learning FCM

As mentioned before, it is possible to distinguish two general approaches to
learning FCMs, i.e., adaptive and evolutionary.
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4.1 Adaptive Algorithms

The main idea of the most adaptive learning methods of FCMs is to modify its
weights incrementally as the new learning data in TH become available. For the
purposes of this chapter, we recall and use the two best-known adaptive algo-
rithms. Historically, the first approach was inspired by the Hebbian algorithm
used for learning artificial neural networks. It was adapted by Kosko [8] to FCMs
in the form of the differential Hebbian learning (DHL) algorithm. Assuming that
the ith causal concept changes, i.e., Δai �= 0. The DHL algorithm modifies the
weight between concepts i(cause) and j(effect), using the Equation (6):

wij(t + 1) = wij(t) + c(t)[ΔaiΔaj − wij(t)]. (6)

If Δai = 0, then the corresponding weight is not changed, i.e., wij(t + 1) =
wij(t). The coefficient c(t) used in Equation (6) plays a key role during adaptive
learning. It can be assumed that:

c(t) = 0.1[1 − t/1.1q] (7)

changes over time [6]. The constant parameter q ∈ ℵ should ensure that the value
of the weight holds in interval [−1, 1]. Therefore, q = card(TH) can be assigned
to the number of steps of the learning period. Notice that using Equation (6)
updates the weight between two concepts only on the basis of changes in their
activation values. The drawback of such an assumption, i.e., its negative influence
on predictive capabilities of BCM, was shown in [6].

The balanced differential learning algorithm (BDA) [6] takes into account the
changes of activation values of other nodes (not directly connected by the consid-
ered arc). The Equations given in [6] adapted to our notation (with the exchange
of cause and effect indices) look as follows. Let us assume that n = card(TH)
is the number of temporal steps in the training set. The diagonal of matrix W ,
which reflects the self-impact of concepts, is computed as in Equation (8):

wjj(t + 1) = wjj(t) +
aj(t)

n
. (8)

For two different concepts, the update equations look as follows.
For 	ai	aj > 0:

wij (t + 1) = wij (t) + c (t) [
	aj/	ai∑n

k=1,�ai�aj>0 	aj/	ak

− wij (t)]. (9)

For 	ai	aj < 0:

wij (t + 1) = wij (t) + c (t) [
−	aj/	ai∑n

k=1,�ai�aj<0 	aj/	ak

− wij (t)]. (10)

The process of learning is thus extended to the scope of the entire FCM. In
our opinion, one of the other important enhancements of the BDA algorithm is
that it involves the factors in form of division Δaj/Δai instead of multiplication,
ΔaiΔaj , as used in Equation (6). The explanation of this opinion follows later in
this chapter. As opposed to Huerga [6], who used the BDA algorithm for binary
cognitive maps, we decided to try it for learning FCMs.
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4.2 Evolutionary Algorithms

The other branch of computational methods for learning FCMs involves the
application of evolutionary algorithms. For our purposes in this chapter, we
decided to use the real coded genetic algorithm (RCGA) [25] and differential
evolution (DE) [21] algorithms. Both require the transformation of connection
matrix W to the chromosome vector, which can be done by taking the following
rows from W , as shown in Fig. 1. The number of genes in a single genotype can
be calculated in accordance with the formula: Dim(W ) = n · (n−1), where: n is
the number of concepts in FCM. According to the definition of FCM, the values
of each individual gene are limited to the range x ∈ [0, 1].

The RCGA algorithm applies a real-coded genetic algorithm to develop FCM
from the set of historical data. In each iteration of the algorithm, the historical
data are compared with the data generated by the FCM model. In RCGA,
each chromosome is a vector of floating point values that correspond to FCM
weights. The core of this algorithm is the fitness function, which can be assumed
as in Equation (11), given in [25]. This is the sum of the differences between
the activations of concepts generated from the FCM, and the values taken from
historical data:

f =
1

(te − 1) · n ·
te∑

t=ts

n∑
i=1

|ai(t) − a′
i(t)|p, (11)

where:

– ts is the lower bound of the time window and specifies the initial index of
the learning data,

– te is the upper bound of the time window and determines the final index of
the learning data,

– n = card(C) is the number of concepts,
– p is the constant parameter ; for our experiments we assumed p = 1,
– ai(t) is the observed value of the ith concept activation at the time moment

t, and
– a′

i(t) is the acivation value of the ith concept at the time moment t - predicted
by the FCM.

The other evolutionary algorithm investigated in this chapter is the differential
evolution method [20]. The main advantage of it is its ability to designate the
optimal direction and speed of convergence on the basis of the position of individ-
uals in the current population. It is necessary to initialize the initial population
P0, providing an even distribution of individuals in exploration space. Mutation
used in the DE is a much more complex process than is the use of traditional
genetic algorithms, but, thanks to the use of a mechanism known as differential
vectors, it is possible to perform a directed search.

Let us denote Xig as the ith genotype within the population of the gth gen-
eration. Let the constant n represent the number of genotypes, and m is the
number of genes in the genotype. The following algorithm describes the basic
steps of the differential evolution [20] algorithm.
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Fig. 1. Creation of the genotype on the basis of connection matrix

1. Create the initial population of genotypes P0 = {X1,0, X2,0, ..., Xn,0},
2. Set the generation number g = 0
3. When the stop criterion is not met:

(a) Compute the fitness function for every genotype in the population
{f(X1,g), f(X2,g), ..., f(Xn,g)}

(b) Create the population of trail genotypes (algorithm 2)Vg based on Pg

(c) Make crossover of genotypes from the population Pg and Vg to create
population Ug

(d) Choose the genotypes with the highest fitness function from population
Ug and Pg for the next population

(e) If g = g + 1, go to step a.

The subroutine called in step 3b refers to the creation of trial genotypes, and it
is described as follows:

1. Set the β parameter
2. For i to n do

(a) Generate two different random numbers r1, r2 between range (1, ..., n)
(b) for j to m do vij = vij + β · (vr1j − vr2j ).

The parameter β ∈ [0,∞] specifies the strength of impact of the difference
vector (between the two genotypes from the population Pg) on the value of the
newly-created genotype belonging to population Vg, and the numbers r1, and r2

determine the indices of the genotypes; j is the index of the selected gene; and
vij is a new value of the ith gene of the jth genotype.

We would like also to mention here two other approaches to evolutionary
learning of FCMs: the particle swarm optimization algorithm [12,13]. and the
algorithm proposed by Khan and Chong [7].

5 Theoretical Comparison of Adaptive and Evolutionary
FCMs

In this section, we present some discussion of the theoretical aspects of adaptive
and evolutionary FCMs.
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Due to diverse possibilities of modeling causality [16], the interpretation of an
arc within FCM as cause and effect dependency may raise doubts. The compu-
tational interpretation of FCM weights is usually done in two phases:

1. during the exploitation of FCM - the weights substantially influence the
reasoning process,

2. during the learning process - the weights are interpreted differently, depend-
ing on the method applied to automatically obtain the FCM.

Let us notice here a trivial case that can lead to better understanding of equa-
tions (2) through (5). Let us temporarily assume that the scaling function
γ(x) = 1 is trivial and analyze the mutual impact of only two different con-
cepts without self-dependency (i.e., the weights on the diagonal of W are equal
to 0). Thus, independent of whether we apply equations (2), (3), (4), or (5),
we use a simple linear dependency for reasoning between concept activations:
aj(t + 1) = wijai(t). Let assume, we would like to compute the weight wij on
the basis of raw data available in two consecutive time steps, < t1, t2 >. In the
case of linear dependency, we can do this easily by using the Equation (12):

wij =
Δaj

Δai
, (12)

where: Δaj = aj(t2)− aj(t1), Δai = ai(t2)− ai(t1). For the causal concept with
ith subscript, we assume Δai �= 0. This way, we achieve a simple FCM - trivial
but perfect from the point of view of one-step prediction at time step t1. Of
course, the model can be valid for the next time steps t2, t3, . . . , tn only when
assuming the existence of the same linear dependency between the activations
of the two concepts. Another notice is such that, if the activation of ith concept
grows and wij > 0, then the the value of activation of jth concept also increases.
Moreover, the application of scaling function γ(x) = 1

(1+e−cx) does not change
this fact. The conclusion is that, if the effect concept should drop and we want to
achieve this using any one of equations 2 through 5, we need a negative impact
of other concepts (with negative value of corresponding weights). Now, you can
see how the weights of FCM are mutually dependent and that their values can
be difficult to determine considering only two concepts.

5.1 The Temporal Aspects of Adaptive and Evolutioary Types of
Learning

The temporal aspects of adaptive and evolutionary types of learning are briefly
presented in Fig. 2. In evolutionary algorithms, the detection of concept activa-
tion changes is made within two successive time steps. The length of the moving
time-window is constant and equal to 2. In opposite, the evolutionary algorithms
use the fixed time-window of the length te − ts, see Equation (11) to evaluate
every candidate FCM. Moreover, the fitness function that makes the evaluation
of FCMs can be constructed in different ways and adjusted to the considered
application.
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Fig. 2. Successive time-windows: a) adaptive algorithms and b) evolutionary
algorithms

Let us look once more at Equation (6) used in the DHL learning algorithm,
and let us consider another trivial case. If the learning coefficient c(t) = 1,
Equation (6) would assume the form as in Equation (13):

wij(t + 1) = ΔaiΔaj . (13)

The weight wij assumes a value that is dependent only on the last two time
steps from the learning sequence. If we assume that the activation values of
both concepts change equally and quite strongly, e.g., Δai = 0.5 and Δaj = 0.5,
the maximal impact (assuming c(t) = 1 ) of this single change ΔaiΔaj = 0.25 on
wij is only a quarter as high as the theoretical weight computed using Equation
(12), namely Δaj

Δai
= 0.5

0.5 = 1. The application of c(t) < 1 will make this influence
even weaker.

Now, you can see clearly that the intention of using 6 and the value of c(t) < 1
is to perform a gradual modification of the weight wij as the new data are ob-
served. The lower the c(t) coefficient is, the weaker is the influence of a singular
change of concepts’ activation on the weight wij . According to (6), the modifi-
cation of FCM weight always is proportional to the c(t) fraction of the product
of the detected changes.

5.2 The Dynamics of the Learning Process

Due to the changing learning parameter c(t), it can be noticed that, within the
first few steps of the adaptive learning algorithm, large changes in FCM weights
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are more likely to occur. Further iterations are used to gradually stabilize the
values of the weights of FCM. The changes in concept activations that occurred
earlier have greater influence on the FCM weights than the changes in activations
during the final stages of the learning period.

In comparison, evolutionary algorithms use the fitness function to evaluate
the quality of the entire FCM. In the following iterations, the value of the fit-
ness function decreases to zero, which means that the solution approaches the
global optimum. However, a small improvement of the evaluated FCM very often
means large fluctuations of the FCM weights. The evolutionary method allows
the assessment of the quality threshold and makes possible the cessation of the
learning process when the desired threshold is reached. In adaptive methods, the
evaluation of FCM is possible only after the entire process of learning is finished.
This has to do with the fact that, in adaptive methods, there is no function that
is used for the evaluation of the FCM that can examine the difference between
the solution obtained and the expected optimum solution.

While learning large FCMs with only a few concepts changing at some time
step, the adaptive algorithms theoretically have some advantage over the evolu-
tionary technique. The adaptive algorithm modifies the mutual weight for the
arc between two concepts that have changed their values. In contrast, when
evolutionary algorithms are applied, all the weights of the FCM are processed
(even if only one concept value has changed). This is due to the application
of crossover and mutation operators (used in genetic and differential evolution
algorithms), which operate on the entire population of genotypes. As a result of
genetic operators, completely new individuals are produced - each of which may
have different values of genes in the genotype.

5.3 Sensitivity to Incompleteness of Data

For both types of learning methods, the data must be complete. Especially in case
of adaptive algorithms, note that the lack of information on concept activation
value at a particular time step does do not imply that the concept value has not
changed.

One of the simplest possible solutions to this situation is to supplement the
learning data. The concepts that are not observed at a given moment are tran-
scribed from the previous or next time step. The situation is shown in Fig. 3 ,
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Fig. 3. Raw data tables: a) missing data and b) supplemented data.
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and the missing values are denoted by the letter ”X.” However, the intuitively
understood confidence in such ”repair” can be limited and can cause a decrease
in the quality of the obtained FCM.

5.4 Complexity and Scalability

The complexity of learning algorithms can be reduced by providing the values
of some weights in matrix W by an expert. It allows the reduction of the dimen-
sions of the search space. In the case in which we know nothing about FCM, we
must assume that increasing the number of concepts significantly increases the
number of connections between them. the FCM is initially represented by a full
graph. In this case, the number of edges is n2, where n = card(C) is the num-
ber of concepts. The fitness function evaluates the entire FCM; therefore, the
scalability with respect to the number of concepts is the main weakness of evo-
lutionary learning. The adaptive methods are not so sensitive to the amount of
concepts within the FCM. The DHL and BDA iterative algorithms work locally,
modifying only the weights between currently changing concepts. Therefore, the
scalability of adaptive method is quite good. The main drawback of the evolu-
tionary methods is the time required to generate the solution. This is due to the
fact that, in each iteration, the algorithm evaluates m number of FCMs (where
m is the number of genotypes in the population). The total number of cognitive
maps created by the algorithm is m · g (where g is number of generations). The
result of a smaller size population or reducing the size of the time-window is
the learning time is shortened. Unfortunately, this reduces the quality of the
obtained FCM.

Using adaptive methods, only one FCM is generated, and its weights are then
modified in subsequent learning steps. The function used to modify weights as-
signed to the edges is less complicated than the fitness function used in evolution-
ary methods. In addition, there are no operations, such as crossover, mutation,
or selection, that increase the time needed to find the satisfactory solution.

5.5 Intuitive Interpretation of the Relationship between Concepts

Adaptive methods allow much more intuitive understanding of how the process
of learning FCM weights takes place. Recall that a change in the activation of
the cause concept occurs concurrently with a change of the activation value of
the effect concept. These changes are reflected in the value of weight of the edge
between two concepts. In our opinion, the ease of such interpretation is highly
desirable in an FCM-based decision support system. The FCM learned using
adaptive DHL method is easier for a human expert to interpret. Even when the
automatic reasoning process based on FCM (e.g., using Equation (2) ) is not
performed, the learned FCM can be helpful for the expert as the illustration of
the possible changes of concept activations within the concept space.
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6 Experimental Comparison of Adaptive and
Evolutionary FCMs

Due to the specific inductive features of FCMs, we were interested in knowing
whether the predictive capabilities of the obtained FCM-based models depend
on the type of raw data used to learn the model. For the experimental evaluation
of adaptive and evolutionary learning algorithms, we decided to use three classes
of learning data, according to the dynamic features of the FCMs, i.e., 1) fixed
point attractor, 2) limit cycle, and 3) chaotic attractor. The exemplary raw data
will always be shown in the chart before presenting the results of the experiment.

In many practical applications, we have raw data available in the form of
observations stored in a relational database. The construction of complex con-
cepts on the basis of such data is not trivial and usually requires sophisticated
machine-learning techniques, e.g., learning of fuzzy membership functions for
all concepts. The substantial support of a domain expert may also be neces-
sary. Therefore, for the purposes of this chapter, we decided to simplify the
construction of concepts. We assumed that the concept labels correspond to the
attributes of the data table, as is often done by researchers [25,11]. Instead of
the complex construction of fuzzy concepts, we simply normalized the value sets
of the attributes to the [0, 1] range. The minima and maxima of value sets are
computed as a data processing step.

6.1 Experimental Settings

For all experiments described in this section we assume the following settings:

– the base time is Δt = 1;
– card(TH) = card(TF ) = tpred = 10;
– the fitness function (11) is used in all our experiments, the parameter p = 1;
– we use the Equation (2) for reasoning.

We define the prediction error for the ith concept at time step t according to
Equation (14):

err(t) = |ai(t) − a′
i(t)|, (14)

where ai(t) denotes the activation of concept observed from real data, and a′
i(t) is

the predicted activation of concept using the FCM-based model. The cumulative
prediction error for n time steps is defined as in Equation (15):

err(n) =
n∑

t=1

err(t). (15)

In the following experiments we test the ability of FCMs to perform two partic-
ular prediction tasks:

1. reproducing the original learning data assuming: A(ts) = A(t0),
2. predicting the unknown future data assuming: A(ts) �= A(t0).
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6.2 Quality of Data Reproduction

In this section we would like to test experimentally the ability of the FCMs to
mimic the historical data used for learning. In Fig. 4 we show the raw data used
to learn FCM in the first experiment.

The matrix W learned using four different algorithms is shown in Table 1.
Due to the assumed reasoning method (2), the values of weights on the diagonal
of W are equal to 0.

For the fixed-point attractor data, in the case of large fluctuations in the con-
cept activations, the adaptive algorithms are not able to reflect changes within
the full learning sequence. In Fig. 5a and 6a, we can see that the DHL algo-
rithm cannot learn weights properly, and the FCM cannot duplicate historical
data well. The DHL algorithm assumes that, in any given time step, only two
concepts influence each other. Therefore, it is not possible to properly iden-
tify relationships between all concepts. In the subsequent time moments, the
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t=2 0.455 0.524979 0.539915 0.310026

t=3 0.54312 0.464262 0.527132 0.629644

t=4 0.408378 0.439597 0.542621 0.375921

t=5 0.531948 0.479105 0.538987 0.474907

t=6 0.512085 0.474444 0.545696 0.421097

t=7 0.540683 0.481264 0.546106 0.435934

t=8 0.52738 0.479386 0.546894 0.430208

t=9 0.528659 0.479986 0.546892 0.431707

t=10 0.528275 0.479721 0.546911 0.431404

Fig. 4. Learning data of the ”fixed-point attractor” type

Table 1. The weights of the learned FCMs for ”fixed-point attractor” data

DHL BDA RCGA DE
W12 -0.00068 0.075172 -0.02245 -0.34378
W13 -0.00172 -0.12873 0.178 0.647781
W14 0.005257 0.012696 -0.15158 -0.38127
W21 -0.00068 0.113095 0.110021 0.135948
W23 0.013431 -0.10934 -0.12272 -0.08979
W24 0.004659 0.14378 -0.01398 -0.09226
W31 -0.00172 -0.2221 0.06246 0.062624
W32 0.013431 -0.10535 0.027094 0.026622
W34 0.006162 -0.19794 -0.02007 -0.01977
W41 0.005257 0.013787 -0.51977 -0.52
W42 0.004659 0.051657 0.999514 1
W43 0.006162 -0.01206 -0.46926 -0.46932
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Fig. 5. The results of prediction for “fixed-point attractor” data
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Fig. 6. Prediction errors for “fixed-point attractor” data

multiplication of two concept changes with values lower than 1.0 causes the
weight values to gradually approach zero. At the same time, during the predic-
tion, concept values that are close to zero scaled with the sigmoidal function are
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Fig. 7. Learning data of the “limit cycle” type
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Fig. 8. Prediction results for “limit cycle” data

set to the value 0.5. Therefore after a few iterations, almost all concepts reach
steady state.

The BDA adaptive algorithm deals with learning FCMs much better than
DHL. Due to the use of more concepts in each time step, the values of the
weights are not close to zero. In Fig. 5b and 6b it can be seen that, for fixed
data, the value of concepts c1 is predicted quite well and that the prediction of
the activation value of concept c2 contains a relatively small error. Unfortunately,
the other two concepts reach an erroneous steady state.

Another considered algorithm, real coded genetic algorithm RCGA, deals
quite well with the prediction problem as you can see in Fig. 5c and 6c. Only
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Fig. 9. Prediction errors for “limit cycle” data
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Fig. 10. Learning data of the ”chaotic attractor” type

slight errors are seen in earlier iterations. In subsequent time steps, when the
data reach steady state, the error rate becomes very small (lower than 0.01).

The differential evolution algorithm is the second evolutionary method that is
able to give very good results in the process of FCM learning (Fig. 5d and 6d).
The prediction errors are comparable to those achieved using the RCGA algo-
rithm. Initially, the prediction error was about 0.05, and, in the next iterations,
it was reduced to a value of 0.01.

A similar situation occurs in the case of using cycle data for learning. The
DHL and BDA algorithms cannot mimic cycle data (Fig. 8a, Fig. 8b, Fig. 9a
and Fig. 9b). The application of BDA leads to a situation in which concept
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Fig. 11. Prediction results for ”chaotic attractor” data
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Fig. 12. Prediction errors for ”chaotic attractor” data

activations reach steady state in subsequent time steps. The application of the
RCGA algorithm effectively facilitates learning the FCM (Fig. 8c). The sum of
the prediction errors is quite small (Fig. 9c).
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Chaotic data cannot be learned by DHL and BDA either, during the reasoning
phase every concept activation reaches steady state (Fig. 11a, Fig. 11b, Fig. 12a
and Fig. 12b).

It may be seen in Fig. 11c and 12c that, for chaotic data, the application
of the RCGA algorithm during learning also leads to reaching the equilibrium
state during reasoning. In this case, it may be assumed that concept values
can be duplicated with some reasonable approximation, but, at the end of the
reasoning process, the generated data have the tendency to reach steady state.
Chaotic data were also difficult to duplicate by an FCM learned by the DE
algorithm (Fig. 11d), but the prediction errors were much less than those for the
RCGA algorithm (Fig. 12d). Note that the scales on the vertical axes of Fig. 12c
and Fig. 13d differ.

In any case, the evolutionary methods of learning FCMs seem to be much bet-
ter than adaptive. Therefore, we decided to present the cumulative error, defined
in Equation (15), only for the evolutionary learning methods. The cumulative
error err(n) is summed for all three types of data, where the number of time
steps n = 10. Every test, understood as learning-and-testing cycle, was run 10
times. The first column in Table 2 denotes the number of the particular test.

Table 2. Cumulative prediction errors

Test Chaotic Cycle Fixed
DE RCGA DE RCGA DE RCGA

1 0.595297 5.823462 0.173247 0.173247 0.279861 1.682506
2 1.31491 1.924132 0.17417 0.17417 0.279845 4.513751
3 2.110496 1.59704 0.1766 0.1766 0.279843 0.45272
4 1.513919 2.126377 0.166013 0.166013 0.27989 2.382618
5 2.315513 2.918895 0.171755 0.171755 0.279894 2.394499
6 2.213198 1.878982 0.168795 0.168795 0.279847 3.684865
7 1.6112 2.942499 0.17147 0.17147 0.279856 1.019418
8 1.455 3.888239 0.165302 0.165302 0.279871 2.620143
9 1.617157 2.210706 0.167254 0.167254 0.279872 2.227744
10 1.345905 3.923134 0.1708 0.1708 0.279887 4.89989

Evolutionary algorithms allow the learning of FCMs of quite good quality.
Even for cases in which there are large variations in the concept activation values,
problems are not created for the RCGA or the differential evolution algorithms.

6.3 Quality of Data Prediction

In his section we would like to test the behavior of the achieved FCMs assuming
that the initial state vector A(ts) is changed i.e. A(ts) �= A(t0). For the following
experiments we assume: a1(ts) = 0.3, a2(ts) = 0, a3(ts) = 0.1, a4(ts) = 0.3.
We decided to compare the predicted sequence of state vectors with respect to
the original learning data. We show the prediction errors only for ”fixed point
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Fig. 13. Prediction errors for “fixed-point attractor” data
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Fig. 14. Prediction errors for “fixed-point attractor” data - 8 concepts

attractor” data (Fig. 13). Also this time, there were problems with the prediction
of state vector by the adaptive FCMs. In case of using the BDA algorithm the
stability of the state vector was not properly achieved. The activation value
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of concept c3 differs significantly from its original stability value. In case of
evolutionary method you can notice that the large initial error (due to the forced
initial state) is quickly reduced. The values of all concepts in stability state
are also properly achieved. Unfortunately, in case of cyclic and chaotic data
the problems with adaptive algorithms were similar. Also in this case the DE
algorithm was the best.

6.4 Scaling up the Evolutionary Learning Methods

On the basis of our previous experiments we have decided to choose the DE
algorithm as the best for learning small FCMs consisting of only 4 concepts.
It was interesting for us to check experimentally the possibility to scale up the
learning algorithms for larger FCMs. In the next step of the analysis we decided
to use 8 concepts. In this case, the dimension of the optimization problem (the
length of chromosome) is equal to 56. The obtained FCM is of quite good quality.
The prediction errors are shown in Fig 14.

7 Example of Application

The prediction of weather conditions is a good illustration of the application of
FCM to a practical problem. The goal is to predict the weather in the following
days on the basis of current measurements and the available FCM model. The set
of five concepts is as follows: C = {c1 - temperature, c2 - dew point temperature,
c3 - humidity, c4 - wind speed, c5 - atmospheric pressure}. To learn the FCM,

Fig. 15. Prediction errors for weather data - 5 concepts
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we used the short-term meteorological data [5] collected for the central part of
Poland within the period 01-15 January 2008. We used the differential evolution
algorithm and assumed the following constraints and parameters: the cardinality
of the initial population was 100, the number of learning iterations was 10,000.
On the basis of the achieved FCM, we made a one-day prediction of weather
conditions. The prediction results were collected for the next 14 days. The results
were in accordance with our intuitive expectations. Fig. 15 presents the achieved
prediction errors, which show that the FCM can be used quite successfully to
predict weather conditions in a short time horizon.

8 Conclusions and Recommendations

In this chapter, we conducted a comparative analysis of adaptive and evolution-
ary learning methods of FCMs. In our opinion, the main advantage of evolution-
ary methods is the relative high quality of the obtained FCM with respect to
the considered prediction task. This seems to be valid for any considered types
of raw data used for learning. Using the standard prediction method for FCM,
the predictive capabilities of the adaptive FCMs are completely unsatisfactory.
In our opinion, the cumulative and linear features of the standard reasoning
process seem to be inappropriate for use with adaptive learning methods. On
the other hand, the intuitive interpretation of adaptive FCMs by humans seems
to be better. In conclusion, we definitely recommend evolutionary methods for
learning FCMs that are intended for use in making predictions. In some cases in
which the quality of prediction is not crucial, the existing adaptive methods of
learning FCMs can be also useful.
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Abstract. Virtual Engineering (VE) is defined as the integration of geometric 
models and related engineering tools (such as analysis, simulation, optimization 
and decision-making, etc), within a computerized environment that facilitates 
multidisciplinary and collaborative product development [1]. The focus of 
Virtual Engineering is to engage the human capacity for evaluation of complex 
systems and situations [2]. In this article, we present an architecture for the 
Semantic enhancement of Virtual Engineering Applications (VEA) through 
their embedded Virtual Engineering Tools. Our architecture follows a User-
Intention-Domain schema and makes use of state of the art technologies like the 
Set of Experience Knowledge Structure and the Reflexive Ontologies in order 
to offer a better User experience with VEA. The main advantages of using 
Semantics in VEA can be summarized are: (i) an improved information and 
embedded Knowledge management, (ii) Enhancements in the search, 
knowledge and information sharing processes during the use of the VEA, (iii) 
The use of the intrinsic Knowledge embedded in the elements being described 
by the VEA and (iv) the empowerment of the User's knowledge and embedding 
of such knowledge in a structured and explicit conceptualization. 

Keywords: Domain Modeling, Knowledge Based Systems, ontologies. 

1   Introduction 

Virtual Engineering (VE) is defined as the integration of geometric models and 
related engineering tools (such as analysis, simulation, optimization and decision-
making, etc), within a computerized environment that facilitates multidisciplinary and 
collaborative product development [1]. According to McCorkle [2] "a key aim of 
Virtual Engineering is to engage the human capacity for evaluation of complex 
systems and situations". In the scope of this work, we consider a Virtual Engineering 
Application (VEA), any engineering-focused software able to perform the 
aforementioned task. Also, a Virtual Engineering Tool (VET) as any of the 
components of a VEA that offer a user or machine interaction capability. In this 
paper, we will introduce an architecture for the semantic enhancement of VEA 
through their embedded VET. This paper is presented as follows: In section 2, we 
present some relevant concepts for this paper. In section 3 we introduce a concept 
model for VEA, discussing some of its properties. In section 4, we present our 
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architecture for the semantic enhancement of VEA. In section 5 we introduce an 
example case where our methodology was successfully applied and lastly in section 6 
we present some conclusions and future work. 

2   Relevant Concepts 

In his section, we introduce some of the core concepts that will be used along the 
paper. We do not intend to give an extensive overview of such concepts as any of 
them could easily cover extensive reviews. We propose instead brief descriptions and 
relevant works from which an interested reader could extend this content. 

2.1   Knowledge Engineering 

Knowledge is considered an invaluable resource of great benefit for most purposes in 
life. For this reason, mankind has always attempted to make it part of their assets. 
Knowledge itself seems to be an attribute of human beings; it may be defined [3] as: 
(i) the expertise and skills acquired by a person through experience or education via a 
theoretical or practical understanding of a subject, (ii) what is known in a particular 
field or in total related to facts and information or (iii) the awareness or familiarity 
gained by experience of a fact or situation. The acquisition of Knowledge involves 
complex cognitive processes such as: perception, learning, communication, 
association and reasoning. The processes involved are the result of the development 
of the person and closely related with his intelligence. The word Knowledge is also 
used to mean the confident understanding of a subject with the ability to use it for a 
specific purpose if appropriate. Philosophical debates in general start with Plato's 
formulation of Knowledge as "justified true belief". There appears however, that no 
single agreed definition of Knowledge has been reached at the present, and one of the 
main reasons for this is the fact that continuously new competing theories are 
presented by the scientific community. There are theories that come from the medical, 
the psychological and even the sociological points of view. However in this paper we 
will address a very specific application of the term for the fields of Engineering and 
Computer Science. According to Feigenbaum [4]: "Knowledge Engineering (KE) is 
an engineering discipline that involves integrating Knowledge into computer systems 
in order to solve complex problems normally requiring a high level of human 
expertise". [4] Knowledge Engineering, hence, relies on instructional methodologies 
and Computer Science in general, trying to mimic Knowledge and behaviors that are 
intrinsically human in a certain Domain and within the scope of an artificial system. 
This broad definition implies not only the need of specific technologies, but also the 
need to overcome related implementation issues. Recent developments in ontology 
theory have been introduced to the engineering world through Computer Science. 
Specifically the Knowledge Engineering community is giving a lot of attention to 
ontologies, thanks to the fact that this theory offers an interesting tool to describe 
objects and the relations amongst them within the scope of a given Domain. In 
Computer Science, and hence within the scope of this paper, ontologies are used as an 
information support schema for Knowledge representation of a Domain. They provide 
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a vocabulary for representing and communicating Knowledge about some topic and a 
set of relations holding amongst the terms in that vocabulary. 

2.2   Ontologies 

There are many possible definitions to describe what ontology is. In the Computer 
Science domain, the widely accepted definition states that “an ontology, is the explicit 
specification of a conceptualization” [5], or in other words an ontology is the 
description of the concepts and relationships in a domain of study. Some of the 
motivations to model a domain with ontologies are (i) to share common 
understanding of the structure of information among people or software agents, (ii) to 
enable reuse of domain knowledge, to make domain assumptions explicit, (iii) to 
separate domain knowledge from the operational knowledge, and (iv) to analyze the 
domain’s modelled knowledge. Ontologies can be modelled using different 
languages, for instance, RDF, RDFS and OWL, the later is a new standard from the 
W3C consortium available in three flavours, OWL-Lite, OWL-DL and OWL-Full, 
depending on the desired level of semantic load [6]. The main characteristic of an 
ontology-based solution is its capacity to semantically infer newly derived 
information. The user does not explicitly specify such information and in order to 
obtain it modern inference engines and reasoners, like Racer or Pellet [7], are used. 

2.3   The Reflexive Ontologies (RO) 

RO are a computational methodology for the enhancement of the ontology query 
process introduced by Toro et.al in [8]. A RO is a description of the concepts and 
relations of such concepts with a set of self-contained queries over instances in the 
domain of study. RO can be used whenever an ontology query is needed. The 
aforementioned technique enhances a Knowledge Base (KB) by (i) the speeding up of 
the query process (ii) giving to the ontology the possibility of adding new queries on 
individuals with the corresponding answers to such queries (a feature that adds 
knowledge about the domain); and (iii) the self containment of the Knowledge 
Structure in a single file; including the model, the relations between the elements of 
the model, the individuals (instances) and queries over such individuals. Fig 1 depicts 
the RO concept. 

2.4   The Set of Experience Knowledge Structure (SOEKS) 

The Set of Experience Knowledge Structure is an experience tool able to collect and 
manage explicit knowledge of different forms of formal decision events [9].  The 
SOEKS has been developed as part of a platform for transforming information into 
knowledge named Knowledge Supply Chain System. In this methodology, there are 
four basic components: variables, functions, constraints and rules associated and 
stored in a combined dynamic structure. The combination of the four components of 
the SOEKS offers distinctiveness due to the elements of the structure that are 
connected among themselves, imitating part of a long strand of DNA. A SOEKS 
produces a value of decision, called efficiency. Besides, it is possible to group sets of 
experience by category, that is, by objectives. These groups could be store a 
“strategy” for such category of decisions.  
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Fig. 1. Reflexive Ontology concept 

2.5   Toward Semantically Enabled Virtual Engineering Applications 

The ideas and technologies that support the Semantic Web provide an interesting 
platform to support the Virtual Engineering Applications. This can aid in the 
development, use and re-use of knowledge from a networked environment in which 
the information is meaningfully distributed. According to McCorkle the underlying 
question that must be answered today is:  “How will information be integrated in a 
manner that will allow commercial and proprietary software tools to remain separate 
while also being integrated so that the end user can control and query these tools with 
little to no knowledge of the tools implementation or inner-working details?” [10] The 
answer to this question will depend largely on the ability to implement open interfaces 
and schemes that can evolve over time as well as open source toolkits that enable 
development teams to collaborate at a high level. The enhancement of VEA by 
Knowledge-oriented (or Knowledge-supported) technologies has been arguably 
tangentially reached by some independent efforts. In [11], a discussion about potential 
applications of the Semantic Web to explore the above question is given, presenting 
some specific capabilities that should be fulfilled by Semantically oriented Virtual 
Engineering Tools. Huang [12] presents a decision support platform for the 
interactive design that integrates mathematical optimizations with human interactions 
based on VET. In this approach, the designer's interaction causes the optimization 
process to dynamically change by adding, deleting, and modifying objectives, 
constraints, and other parameters that govern processes.  

As an illustration, a coal pipe design case was used to demonstrate the platform's 
capabilities. Huang's case study demonstrated that adding user interaction into the 
design process has the potential to improve design efficiency and quality. Kuntz's [13] 
research was focused on the application of computational simulation models used in 
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other branches of engineering to project planning, the authors propose a model, called 
the Virtual Design Team (VDT), that represents the structure and capabilities of 
organizational entities, such as teams (called actors in the model), activities, and both 
direct and coordination work.  

The model links the organization chart and the activity diagram of projects, and 
can be used to predict the effect of different organizational structures or of the use of 
different project constraints. In this respect, the proposed method outperforms 
planning tools based on the Critical Path Method, as it explicitly incorporates the 
necessary communication and coordination among the actors assigned to different 
project activities. As mentioned previously, some research into the topic has been 
carried out, however, at the present time, the scientific community has not reached 
consensus in how to extend Virtual Engineering Tools with Semantics. An 
architecture to solve the mentioned scenario is an open problem. 

3   Conceptual Model of a Virtual Engineering Application 

We model a VEA in terms of the different components depicted in Fig 2. The 
question that we want to address is: How can Semantic Technologies work with the 
Virtual Engineering Application components? To find answers to such a question, we 
need first to describe the VEA elements: (i) characteristics, (ii) requirements and (iii) 
interaction. 

 

 

Fig. 2. Components of a VEA 
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Set of Characteristics  
 
Usually the set of characteristics describes the expected benefits of the VEA in terms 
of capabilities, features, compatibility, accepted formats for input/output interactions 
and the overall benefits of using the VEA. The set of characteristics defines a general 
overview of the competences of the VEA, and the comparison of such competences 
against the requirements, is in most of the cases the main reason to use the VEA. 
However, characteristics are usually presented with a marketing focus. For the 
aforementioned reason, it is wise to perform an evaluation of the VEA before the 
making the purchase decision. Aware of such a scenario, some VEA providers offer 
the possibility to test before buying. Fig 3 presents a typical set of characteristics 
extracted from an advertising pamphlet 
 
Set of Requirements  
 
The set of requisites are the minimum requirements by the computer system where the 
VEA will be used. Usually the requisites are given as the specification of a minimal 
configuration. The requirements are a good way to balance the VEA needs as they relate 
to hardware and software requisites. Fig 4 depicts a typical requisite sheet excerpt. 
 

Set of Interaction Paradigms  
 
The set of interaction paradigms, include different GUI’s, and input/output device 
characteristics and requirements e.g. a mouse, an output screen, etc. The interaction 

 

 

Fig. 3. VEA characterization and advertising 
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Fig. 4. VEA System Requirements 

paradigms are the places where the user executes the input and output interface 
actions. Some example interaction paradigms possible are: (i) the use of multiple 
views in the same display, (ii) the capability to accept not traditional GUI interactions 
e.g. voice commands, and (iii) the use of alternative input devices. In Friedell’s work 
[14], input devices and display devices for the CAD Domain are presented. Friedell’s 
focuses on the question of what is the fundamental nature of the interaction between a 
human and a computer in the design process supported by the CAD system, and 
presents a discussion on the best approaches.  
 
Set of Virtual Engineering Tools 
 
The set of VET provided is arguably the most important argument to use the VEA. 
We base our approach to Semantically enhancing a VEA in the fact that a given VET 
belonging to the set of Virtual Engineering Tools can be Semantically enhanced by 
means of considering a User-Domain-Intention approach. Fig 5 depicts an excerpt 
that characterizes a VET from a VEA intended for Steel Detailing. The set of Virtual 
Engineering Tools can be composed of complementary tools that are used in 
conjunction with other tool or isolated tools that can be used upon necessity. When 
we introduced the GOMS methodology for User Modeling, we described the 
Operators, the Set of available VET are equivalent to such Operators in the sense that 
they represent the means for accomplishing a goal or sub-goal. 
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Fig. 5. VEA Tools (excerpt from Prosteel 3D manual) 

Extension Capabilities  
 
We propose our VET enhancements by means of using the programming capabilities 
of the VEA. Such programming capabilities allow the extension of the functionality 
of the VEA and its VET. Generally, the capability to extend a VEA is provided via an 
Application Programming Interface (API) or by means of scripting languages. As a 
general rule, the more open the API, the easier it is to enhance it. The most common 
computer languages used for API interfaces are C/C++, Java and Visual Basic. The 
extension capabilities of the VEA, also allow the ease of repetitive actions. Fig 6 
depicts a sample code excerpt from the AutoCAD C++ extension API (called 
ObjectARX). Undoubtedly the two ways of User-VEA interaction are (i) the direct 
manipulation of the component Virtual Engineering Tools that belong to the VEA via 
the GUI and Devices and (ii) the use of the extension capabilities of such VEA. As we 
are interested in semi-automatic features, our approach focuses on the second 
interaction method, being the Extension Capabilities of the VEA a fundamental 
stepping-stone for their Semantic enhancement. Of course we do not categorically say 
that a VEA without extension capabilities cannot be semantically enhanced. However 
such scenario is not considered in our approach and it would be a possible extension 
to our work as a future development. 
 

 
 

Fig. 6. Extending a VEA using an API 
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4   Methodology for the Semantic Enhancement of VEA 

In this section we will present a methodology for the Semantic Enhancement of 
Virtual Engineering Applications. Our methodology uses the recommendations 
previously introduced in previous papers [15] e.g. User Modeling, Domain Modeling  
 

 

 
 

Fig. 7. Architecture for the Semantic Enhancement of VEA 
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and Interaction Modeling. We consider a simple, yet efficient procedure to enhance 
any API extensible VEA by dividing our methodology in three layers: (i) the 
Conceptualization layer, (ii) the Semantic Abstraction layer and (iii) the Virtual 
Engineering Application layer. In our methodology, different modules and sub-
modules compose the layers following a bottom-up approach where the sub-modules 
are bottom concepts to be modeled and the layers are the top level of 
conceptualization. Our approach makes strong use of ontology modeling for diverse 
reasons pointed by research works in the filed [15] the most important being the 
benefits related to the subsumption relations that allow us to take advantage of 
implicit Semantics. Sub-modules are able to share information between each other 
when they belong to the same module and the connections between the different 
layers are made through module-to-module bidirectional connections. In the 
following sections we give a detailed description of the different elements of our 
methodology. A general view of the architecture is depicted in Fig 7. 

4.1   The Conceptualization Layer 

The general idea of this layer is to provide a conceptual model of the User goals, his 
expertise, how the user interacts with the VEA and the scenario where the interaction 
is taking place. The conceptualization layer comprises three modules: The domain 
Module, the User Module and in the Interaction Module. The importance of 
conceptualizing the characteristics of the User and the Domain recommendations 
were discussed in [15]. In this part we will briefly describe the overall characteristics 
of such modules. To help the reader to follow our explanations, Figure 8 depicts only 
the Conceptualization Layer components. 

 

 
 

Fig. 8. The Conceptualization Layer 

 
The User Module 
 
The user is modeled from a Goals-Experience and Knowledge-Role points of view, 
following the recommendations presented in [15] for User Modeling. Each 
consideration is modeled as a sub-module featuring Knowledge Bases or each one 
using an ontology approach. The component sub-modules are:  
 

• Role sub-module: Defining the different Roles. The user role sub-module 
can be modeled as a sub-ontology or as a full ontology.  
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• Goals sub-module: This sub-module considers high and low level goals, 
being the over-all describing what a user wants to accomplish (or is needed 
to accomplish). User goals are lists of requirements on the domain.  

• Experience sub-module: This sub-module is very important in order to 
determine recommendations based on previous users experiences. This User 
Experience sub-module has been modeled in various presented approaches 
using the Set of Experience Knowledge (SOEKS), described by Sanin et. al 
in [9]. 

• Knowledge sub-module: This sub-module is equivalent to the definition of 
a User Type. It contains the Knowledge about the Domain that defines the 
basic differences between Users. We intentionally make User Knowledge 
and the User Type synonymous because our approach is oriented towards the 
functional aspect of the User. If the User “has a particular Knowledge of the 
Domain” which means that such a User can be categorized in the Domain. 
The User Role sub-module described before will help tighten such User 
Type categorization by extending the Knowledge model in the sub-module. 
Another tightening factor is the Experience, that enriches the Knowledge 
sub-module with previous experiences that are not necessary from the User 
being modeled, but from sets of Users in similar Domain restricted 
situations. 
 

The Interaction Module 
 
This module is in charge of conceptualization of the user-VEA interface handling. 
Two sub-modules compose it, the device sub-module that is a list of hardware 
interaction features and the GUI that contains Graphical User Interface paradigms 
(software). The main function of the interaction module is to serve as interface 
between the conceptualized model of the interaction and the VET, which is where the 
interaction finally takes place. The different action-reaction situations between the 
user (programmer or final user) with the rest of the model and the VEA through its 
VET are modeled from a User Perspective in terms of usability and applicability.  

 
• Device sub-module: As already mentioned previously, this sub-module 

handles the modeling of different hardware that is capable of offer User-VET 
interactions. Not only typical interaction devices are considered (e.g. screen, 
mice, etc.) but also the device as a whole is modeled here (e.g. PDA, sub-
laptop, etc).  

• GUI sub-module: This sub-module contains the modeling of the GUI 
paradigms that allow a better recommendation of a VET from the set of 
VEA, or an enhancement to the VEA GUI itself by means of enhancements 
of its embedded VET GUI.  

• The Domain module: This module was discussed in depth in  [15] where we 
used Engineering Standards as the base for our Domain Modeling. As can be 
seen in Fig 7, this module has two sub-modules, the Domain Model sub-
module and the Domain Interaction sub-module. The Domain module relates 
to the remaining of the architecture trough the User Module. The reason why 
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we do this is because in our approach we consider a User Oriented concept 
for the VEA interaction. 

• Domain model sub-module: In this sub-module, an identification of the 
purpose and requirements of the Domain is made. Such identification and 
purpose tasks are modeled based on a suitable Engineering Standard that 
complies with such requirements.  

• Domain interaction sub-module: This sub-module contains the model of 
the different interactions with the Domain. Such interactions are important 
for the User Roles correct determination and use. 

4.2   The Semantic Abstraction Layer 

The general idea of this layer is to use all the models gathered at the conceptualization 
layer and performs a reasoning process over them in order to enhance the VEA using 
the knowledge obtained directly, or by means of semantic reasoning from the 
modeling of the User, the Domain and the Interaction. Fig 9 depicts the Semantic 
Abstraction Layer components. The Semantic Abstraction module is the place where 
the Semantic Enhancement takes place. This layer has two modules: The Reasoning 
Module and the VEA Semantics module.  

 

 
 

Fig. 9. The Semantic Abstraction Layer 

The Reasoning Module 
 
This module is in charge of performing the Semantic Reasoning of the gathered 
Knowledge from the Conceptualization Layer and also from the VEA semantics sub-
module. The reasoning process is performed by a third party reasoner tool handled by 
the reasoner sub-module and a query engine, implemented using Reflexive 
Ontologies, which is needed to maintain the Knowledge reasoning in a sort of cyclic 
status. As can bee seen the Knowledge is gathered also from the Virtual Engineering 
Layer through the VEA semantics sub-module in order to feed such Knowledge from 
the VEA being enhanced.  
 

• Reasoner sub-module: As explained before, reasoners allow the discovery 
of non-direct patterns (e.g subsumptions), in other words, this module is in 
charge of the indirect queries and their handling. The reasoner module can be 
implemented using the ontology editor API if the reasoning is not complex, 
but it is advisable to use more complex tools such as those already 
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mentioned in the introduction (e.g. Pellet, FaCT++) as they cover more 
complex semantic scenarios. 

• Reflexive ontologies sub-module: This uses the Reflexive Ontologies (RO) 
concept as a way to perform better and faster query processes to the KB. The 
generation of the RO idea was directly related to the fact that we needed a 
fast response tactic in order to maintain the cyclic nature of our architecture. 
As can be seen, it is quite important to have a good flow of information 
between all the modules and sub-modules of our architecture and since all 
the KBs are modeled as ontologies, the most natural approach in order to 
enhance the massive use of queries over such KB was to develop a technique 
that provides us with a mechanism that save time by accessing the KB only 
when needed. The RO concept was introduced in [8] and the concept was 
also used by Cobos et.al in [16]. 

 
The VEA Semantics Module 
 
This module serves as a logical link between the conceptual modeling and the real 
world actions in the VEA. The module is composed by three sub-modules each one 
capable of handling the semantic information reasoned in the Reasoner module and 
the real world feeds provided by the VEA. The three components handle the three 
different aspects we consider in our Semantic Enhancement: User, Domain and 
Interaction. 

4.3   The Virtual Engineering Layer 

This layer contains the Virtual Engineering Application as described earlier in this 
section. Fig 10 depicts the Virtual Engineering Layer components.  

 

 
 

Fig. 10. The Virtual Engineering Layer 

 
The Virtual Engineering Application Module  
 
This module is divided in four sub-modules, those being the Extension and the 
Interaction sub-modules in a cyclic schema that allows enhancements from the 
programmatic point of view provided by the Extension sub-module, reachable by 
parts of the interaction sub-module whose main function is to communicate the 
interactions to the VET closing the logic chain between the first conceptual layer and 
the VEA. Interactions are not only considered at a VET level, however, in most cases, 
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the interactions happen here and not in a VEA. Three sub-modules compose this 
layer: (i) The Extension, (ii) The interaction, (iii) the requirements and (iv) the 
Characteristics. 

5   Test Case – Semantic Enhancement of Industrial Maintenance 
(IM) Tasks 

In a previous work [17] we presented a system that considering some detected 
challenges in the Industrial Maintenance field, proposes an architecture and its 
correspondent implementation for the enhancement of the Industrial Maintenance 
management using Knowledge Based techniques. 

In the aforementioned system we used Virtual and Augmented Reality in portable 
devices that in conjunction provided an enhanced experience for the user who is 
performing the maintenance tasks. The architecture and system implementation 
presented, fulfilled the following characteristics:  
 

• It is centered in Plant Management and Industrial Maintenance Domain. 
• It uses the Standard Ontology for Ubiquitous and Pervasive Applications 

(SOUPA) [citeulike:1282356] for the Ambient Intelligence modeling and the 
Set of Experience Knowledge Structure (SOEKS) [9] as the underlying 
Knowledge Structure for the User Experience modeling.  

• We presented an architecture that we call UDKE, which uses Augmented 
Reality technologies in order to provide a better user interaction and is 
designed with portable devices in mind. 
 

In this section we will review briefly the presented system in [17] showing in fact that 
such development although older than this work, follows the same directives and 
recommendations while at the same time proves that the conceptualization proposed 
here is applicable even to legacy architectures. 

We will perform a comparison between the original proposed architecture and the 
more conceptual approach introduced in this paper. 

5.1   Some Challenges in IM That Could Be Benefited from Semantics 

From an application point of view, many different research initiatives have been 
presented by the scientific community, ranging from seminal work presented in 1929 
by Wilson [18] and up to IM techniques (predictive, TPM, etc) [19] and the use of 
modern computer-based technologies such as AR/VR [arvika-paper].  

To our knowledge, most of these approaches however, miss out on the potential of 
using domain specific knowledge-based theories that might enhance the user’s 
experience. This user, in our case, is the maintenance worker in a typical industrial 
facility whose special needs include mobility, fast response and immediate access to 
the relevant data, like specifications, historical records, etc. We show in this VET that 
the use of Semantics and AR techniques provides additional support to maintenance 
tasks, by improving the user understanding of the elements under maintenance.  
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The enhancement is realized when the knowledge and the user experience related 
to the maintenance system is embedded in the AR environment as an important aid 
for the user, providing him with a sense of immersion. Some of the identified 
challenges in IM are: 
 
Challenge 1: Domain Modeling 
 
Since IM takes place in many differing environments and for diverse elements, the 
modeling of the domain represents a difficult task to accomplish. The set of actions 
needed to perform IM in a Chemical Plant and the actions needed in a Nuclear Plant, 
although similar, are at the end different (the later requires even more careful 
inspection). For this reason, we believe that the environment itself should provide the 
information for IM. Moreover, the domain modeling must be consistent and easily 
adaptable and extensible for new requirements (reasons that strengthen the use of 
ontology modeling using available maintenance databases as data providers). To our 
acquaintance, there is no agreement reached on the modeling of the IM domain, 
specially taking into account Ambient Intelligence scenarios to model Knowledge 
Bases for industrial Plant maintenance. In our approach we use Ambient Intelligence 
modeling for our Knowledge Base.  
 
Challenge 2: User Immersion and Use of Portable Devices 
 
This challenge has been previously addressed by various R&D projects. There have 
been difficulties reported with RFID tags and further difficulties in employing optical 
devices. The former relate to interference and the need for close proximity to a tag, 
and the later due to certain characteristics of the environment where the IM is taking 
place (darkness, contrast, etc). We do not intend to solve any of these issues; instead 
we concentrate on a simple VR/AR output that can be easily and cheaply integrated 
into any facility. We deem the benefits of portable devices in this specific VET. For 
this reason we intentionally included their use within our architecture. However we 
believe strongly that some technical problems must be solved in order to make their 
use beneficial.  
 
Challenge 3: User Expertise 
 
This challenge is related to the fact that the user experience is not typically taken 
directly into account with the IM tasks. At times the IM databases consider some 
statistical measurements for a given element lifespan, but the reasons why the element 
was changed before the end of the cycle are not stored anywhere. We believe that 
these factors are as important as the fact that the element was changed (or 
maintained). The possibility to store and handle User expertise is therefore desirable. 

5.2   The UDKE Architecture as Presented in [17] 

UDKE (User, Device, Knowledge and Experience) architecture was introduced in our 
paper “Knowledge based Industrial Maintenance using portable devices and 
Augmented Reality”. Our approach takes into consideration the four challenges found  
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Fig. 11. Overview of the UDKE architecture 

in the IM supporting problem that we discussed in the introduction of this section. It 
can be said that UDKE provides a possible conceptual model for a Maintenance 
System that combines Knowledge, User experience and AR/VR techniques and with 
the capability of running in portable devices like PDA’s or sub-laptops, and in general 
in a vast majority of devices with Java support. As can be seen in Fig 11, UDKE is 
divided into four layers, each one describing a fundamental view from which the 
Maintenance task accomplishment could acquire an advantage. 

In our scenario, the user during his maintenance patrol uses a portable device 
(PDA, UMPC or Tablet PC) with a camera connected. For every object to be 
maintained exists a VR marker (following the sensor concept in ambient intelligence).  

Every marker is an unequivocal gray-scale pattern that can be easily printed on 
white paper by a regular PC printer. When the camera recognizes a marker, a 
matching element to be maintained is identified according to the context (user, task, 
priority) and a set of information is extracted from the repositories.  

The output video stream of the camera is mixed with 3D objects and other relevant 
information and is displayed to the user in his portable device screen. As can be seen 
in Fig 12, when the user is in front of an element (in this case a fire extinguisher) the 
system recognizes the matching marker. The user receives on the device's display 
(shown in figure), information such as the name of the element, the next programmed 
change, the maintenance procedure etc. All information is obtained from the 
repositories in the Knowledge layer and is maintained by the Experience layer.  
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Fig. 12. AR Enhanced user view (UDKE Platform) 

 
The system was tested using different portable devices, our implementation uses 

JAVA as the core language for the prototype implementation. The AR engine used 
was the JAR Toolkit library. All the ontology modeling was done in Protégé and the 
API used was the Protégé OWL API.  

The agent platform used in our implementation was JADE, and for reasoning over 
the ontologies we used RACER. When a marker is detected, the system calculates the 
matrices necessary to place the augmented information via JARToolkit calls. 
Following the application flow, the Agent platform begins its work starting a 
majordomo service whose main function is to serve as an intermediary between the 
user and the rest of the architecture.  

The majordomo handles the events in the knowledge layer databases through 
reasoning over the SOUPA ontologies. The majordomo also handles the Experience 
layer through reasoning over the SOE (Set of experience Knowledge Structure) 
ontology in order to obtain knowledge from past experiences or similar devices being 
maintained. Once all of the information is obtained/inferred and possible experiences 
are acquired from the SOE using the reasoning system, a final step is performed by 
returning the information to the device (UMPC, Pocket PC, etc) and displayed 
(streamed) in its graphical output. 

5.3   Generalization of the UDKE Architecture  

As pointed before, UDKE architecture was an application of Semantics to a specific 
VET intended for Industrial Maintenance. Fig 13 depicts a comparison between the 
aforementioned approach and the contribution presented in this paper. 
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Fig. 13. UDKE and General Architecture relation 

As can be seen, matching of both approaches at a concept level is quite similar, 
however the following highlights deserve to be mentioned: 
 

• The Architecture presented in this article follows a more generalized 
approach where its component layers and modules do not necessary have to 
be implemented in a one-to-one matching module, meaning that an 
implementation could cover diverse parts of the general architecture. 

• It can be argued that the UDKE architecture was an implementation of the 
more generalized approach presented here, showing that even generalization 
efforts evolve. 

• When we implemented UDKE for the first time, we encountered that the 
Knowledge layer was above the Experience layer. By examining the 
outcome of the mentioned implementation on a real world test case, we 
found that experience should be placed above knowledge in order to filter 
such Knowledge for producing the best recommendation for the situation. 
We learnt from that observation and reflected it in the generalization shown 
in this paper. 

• Another interesting conclusion of the comparison of both architectures is the 
fact that technologies (SOE/SOEKS, Reflexive Ontologies, etc) have been 
differentiated from conceptual models in the generalized architecture. The 
reason why we propose such separation is merely implementation, as with  
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this new point of view. The Knowledge Engineer who is designing a system 
that follows our recommendation can choose freely the tools for his 
implementation.  

• We intentionally stick to the ontologies approach when comes to Knowledge 
Modeling for many different reasons, between those reasons a very 
important one to mention is the easiness of ontology modeling for 
overhauling. The above idea directs in other words to the fact that is a simple 
task to take a legacy ontology and evolve it when new concepts arise (which 
in fact happened when we overhauled UDKE redesigning it from the 
generalized perspective shown in this paper). 

6   Conclusions and Future Work 

Semantic technologies can indeed improve the current state of the art of Virtual 
Engineering Applications from diverse perspectives. In particular in this work we 
proposed a theoretical framework with specific recommendations, methodologies and 
practical tools that allows the integration of Semantics in VEA trough the Semantic 
enhancement of their embedded VET.  

A novel modular architecture has been proposed which allows the implementation 
of the different conceptual steps in the methodological part as connected modules. 
Each module helps in having a more explicit representation of the semantics inherent 
to the model, but also to the user and the domain. Thus, the methodology starts from a 
Conceptualization Layer and passes the gathered Knowledge about the User, the 
Domain and the requirements to a Semantic abstraction Layer that performs the 
Reasoning processes that reflect the Semantic enhancement in the VEA. This 
architecture will served as the base for a test case implementation, proving its value as 
a generic and extensible way to semantically enhance a VEA through the 
enhancement of VET.  

In the presented example, our proposed architecture enhanced the maintenance 
process as the knowledge coming from the user and his experience can be re-used. 
The aforementioned fact is one of the most important issues when one is involved in 
maintenance tasks as  no matter how clear is the process, it must be taken into account 
that form a mere mechanical point of view, two elements of the same kind do not 
behave identically. Sometimes a fire extinguisher (for example) is changed before 
reaching its end-of-life due to environmental factors as humidity or excessive heat 
that may produce inconvenient fractures in the seals that little by little could lower the 
pressure of the extinguishing fluid. 

An experienced maintainer could take the choice to change the extinguisher and a 
system like the one we present will be aware of the reasons why the change was made 
and eventually could advice another maintainer in a similar situation to change the 
extinguishers that share similar environments.  

The aforementioned situation clearly produces a better and safer environment for 
the industrial plant and its workers. 

We believe that the involvement of semantic enhanced environments will be a 
stepping stone in the plant of the future concept. A greener industry which at the same 
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time holds a safe-for-the-users production will be possible if the industries involved 
include technologies as the ones presented in this work. 

The benefits of using a semantically enhanced VET for Industrial Maintenance 
tasks are evident; however we believe that some challenges are still open. One of such 
challenges is that the discussed approach depends on the full capability of viewing all 
the regions on the marker (for identification purposes and calculation of the camera 
parameters). The problem arises when such marker cannot be seen partially or in total, 
as the information that relates such marker to the actual Maintenance Data-sets and 
hence with the Domain embedded Knowledge will not be reached. Such problem is 
due to poor light quality or deterioration of the marker and even because of the quality 
of the camera's CMOS sensor. We believe that a logical next step in our methodology 
would be to consider marker-less approaches such as projects like ARVIKA [20] or in 
the work presented by Comport [21]. 
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Abstract. Most previous research on ontology integration has focused
on similarity measurements between ontological entities, e.g., lexicons,
instances, schemas and taxonomies, resulting in high computational costs
due to the need to consider all possible pairs between two given on-
tologies. In this chapter, we present a novel approach to reduce com-
putational complexity in ontology integration. Thereby, we present an
enriched ontology model for a formal ontological analysis that enables us
to build ontologies with a clean and untangled taxonomic structure. The
importance and types of concepts, for priority matching and direct match-
ing between concepts, respectively are proposed. Identity-based similar-
ity is computed, which enables us to avoid comparisons of all properties
related to each concept, while matching between concepts. The prob-
lem of conflict in ontology integration has initially been explored on the
instance-level and concept-level. This is useful to avoid many cases of
mismatching.

Keywords: Ontology integration, Importance concepts, Types of
concepts, Conflict, Identity-based similarity.

1 Introduction

Ontology has been important not only in the semantic web and semantic data
processing, but also in various research fields and application areas, e.g., knowl-
edge engineering, database design and integration. So these types of ontologies
play a central role in facilitating knowledge exchange between several heteroge-
neous sources. To make this process efficient, distributed ontologies have to be
integrated.

In general, the problem of ontology integration can be described as follows:
Given a set of ontologies {O1, ..., On}, a unified ontology O capable of replacing
them must be found [15,30]. The ontology reflects the creator’s own understand-
ing of knowledge- this is similar to the relation of a literary work to its author.
The best explanation of the phenomenon of human consciousness is William
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James’ famous stream of consciousness theory. He observed that human con-
sciousness has a composite structure including substantive parts (thought or
idea) and transitive parts (fringe or penumbra), and drifts from thought-to-
thought. Thus, ontology integration is a complex task, since the ontologies have
heterogeneous characteristics and forms, e.g., languages, structures, etc. There-
fore, [20] suggested an ontology architecture providing a solid basis for studies
about the task of ontology integration and [30] identified the activities that
must be performed in ontology integration. Various tools supporting ontology
integration based on different techniques have been introduced:

Schema-based Similarity. Cupid [23] implements an algorithm comprising
linguistic and structural schema matching techniques, and computation of sim-
ilarity coefficients using domain-specific thesauri. OntoMerge [4] is a system for
ontology translation of the semantic web. Ontology translation refers to such
tasks as (i) dataset translation, that is, translating a set of facts expressed in
one ontology to those in another; (ii) generating ontology extensions, that is,
given two ontologies o and o′ and an extension (sub- ontology) os of the former,
build the corresponding extension o′s, and (iii) query answering from multiple
ontologies. The main principle of this approach is ontology translation via on-
tology merging and automated reasoning. H-Match [2] is an automated ontology
matching system. H- Match inputs two ontologies and outputs (one-to-one or
one-to-many) the correspondences between their concepts with the same or clos-
est intended meaning. The approach is based on a similarity analysis via affinity
metrics, e.g., term-to-term affinity, data type compatibility, and thresholds. H-
Match computes two types of affinities (in the [0,1] range), viz., linguistic and
contextual. These are then combined via weighting schemas, thus yielding a final
measure, viz., semantic affinity. Linguistic affinity builds on the thesaurus-based
approach of the Artemis system.

Instance-based Similarity. FCA-Merge is a method for merging ontologies,
which is a bottom-up approach supporting a global structural description of the
merging process. For the source ontologies, it extracts instances from a given
set of domain-specific text documents by applying natural language process-
ing techniques. Based on the extracted instances, mathematical techniques from
formal concept analysis are applied. The output is explored and transformed
into the merged ontology by the ontology engineer. GLUE [5,6,7,8] is a system
that employs a multi-strategy machine learning technique with joint probability
distributions. This tool can identify the similarities of instances. Also, it can
compare the relations between ontologies based on the similarities between in-
stances. .GLUE uses two types of base learners: a name learner and a number
of content learners.

Schema-based and Instance-based Similarity. RiMOM (Risk Minimisa-
tion based Ontology Mapping) [32] is an approach inspired by Bayesian decision
theory, which formalizes ontology matching as a decision making problem. Given
two ontologies, it aims for the optimal and automatic discovery of alignments,
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which can be complex (including concatenation operators). The approach first
searches for concept-to-concept correspondences, and then searches for property-
to-property correspondences.

Lexical-based and Schema-based Similarity. MAFRA [25] is an ontology
mapping frame-work using Semantic Bridge Ontology (SBO). In MAFRA, The
similarity between two concepts is mainly based on lexical analysis via WordNet,
domain glossaries, bilingual dictionaries, and corpuses. Madhavan et al. [24] pro-
posed an approach to schema matching; besides the input information available
from the schemas under consideration, it also exploits some do- main specific
knowledge via an external corpus of schemas and mappings.

Taxonomy-based and Mixed Similarity. The hybrid method [11] involves
integrating multiple ontologies on several levels, such as the element level, inter-
nal structure, and relational structure. OnConceptSNet is a semantic network
serving to reconcile multiple ontologies. The relations between the concepts of
OnConceptSNet are derived from a semantic support environment combining
special domain (e.g. Wordnet) and text corpus. OnConceptSNet is enhanced by
the taxonomy-based rules, where the similarity between two concepts is deter-
mined by analyzing not only their subsumption relationships such as general-
ization, specialization, and siblings, but also their binary relations (properties).
Hybrid-based matching is a heuristic that is advantageous due to the initial re-
duction of the complexity based on direct matching between the same types of
concepts.

Most of the aforementioned works merely involve blind or exhaustive match-
ing among all concepts in different ontologies and all properties belonging to
each concept. Therefore, the computational complexity increases rapidly during
the integration of large ontologies. Additionally, they have not yet explored the
conflicts between ontologies on different levels such as the instance level (e.g. the
same instance but different concepts) and the concept level (e.g. multiple forms
of the same concept, overlapping but different concepts, the same concepts but
different names.). Thus, our work focused on reducing complexity during ontol-
ogy integration. The term complexity has two senses: First, complexity means
the heterogeneous characteristics and forms of ontologies, e.g., languages, struc-
tures, etc. This may cause semantic conflicts during ontology integration. Second,
complexity means the time of matching between concepts belonging to different
ontologies. In this chapter, we focused on these problems, and an outline of our
main contribution is as follows:

– Enriched Ontology Model presents an extended ontology model that enriches
the standard conceptual model with semantic information which precisely
characterises the conceptfs properties such as key identity, local identity,. . .
and types of concepts including defined concept, partition concept, inherited
concept, primitive concept and individual concept. The identities that hold
for a concept and the type of concept are considered the main tools used for
a formal ontological analysis that enables us to build ontologies with a clean
and untangled taxonomic structure.
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– Similarity Measure Techniques During ontology integration, it is important
to find relations between entities belonging to different ontologies. Normally,
the relations are equivalence relations that are discovered via similarity mea-
sure techniques. In this section, we present simple similarity techniques such
as string-based, language-based and linguistic-based similarity and show how
to combine these techniques. The methods of wordnet-based similarity mea-
sure are analyzed and a novel method of synset-based similarity measure
is proposed. Moreover, the lexico-syntactic patterns methodis applied to
discover relationships between entities from a text corpus. A collaborative
method of combining a text corpus and WordNet to prove the semantic
relations used for ontology integration tasks is proposed.

– Importance Concept-based Similarity the importance of concepts has been
proposed for priority matching between concepts. The importance measure-
ment of a concept takes into account the contributions from all the other
concepts in the ontology, based on all types of relations, including not only
sub- sumption and non-subsumption, but also concepts with associated at-
tributes exhibiting a mutually reinforcing relationship. We can identify a
concept’s possible position in the hierarchy via its importance measurement.
Thus, we agree that assuming two ontologies Oi and Oj must be integrated,
the concept ci belonging to ontology Oi should be priority matched to the
concept cj or neighbors of cj belonging to ontology Oj, where the distance
between ci’s importance measurement and cj’s is minimal.

– Identity-based Similarity the types of concepts have been expanded from
[11] and combined with the importance concepts in this proposal, for di-
rect matching between concepts of the same type, instead of using blind or
exhaustive matching among all concepts. This proposal involves the follow-
ing steps: First, we classify all concepts belonging to different ontologies into
five disjoint groups based on their identities. Each group consists of the same
type of concept. Only concepts in the same disjoint groups can be directly
matched. Second, we assign a weight (importance vector) to each disjoint
group in ascending order of the importance weight. Each pair of the same
disjoint groups belonging to different ontologies must be directly matched.
Moreover, while calculating similarities between concepts, we simply focus
on the identity of the concept, instead of comparing all properties related to
each concept.

– Conflict in Ontology Integration the problem of conflict in ontology integra-
tion has been explored on the instance-level and concept-level. It is useful
for avoiding many cases of mismatching.

– In the experiment, we have applied the aforementioned methods to design
an effective algorithm for ontology matching. We have also compared our
method with the previous studies.

2 Enriched Ontology Model

We assume a real world (A,V) where A is a finite set of attributes and V is
the domain of A. Also, V can be expressed as a set of attribute values, and
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V =
⋃

a∈A Va where Va is the domain of attribute a. In this chapter, we make
the following assumptions:

Definition 1 (Ontology). An ontology is a quadruple:

O = (C,
∑

, R, Z) (1)

where,

– C: set of concepts (the classes);
– R: set of binary relations between the concepts from C, or between the con-

cepts from C and the values defined in a standard or user-defined data type;
– Z: set of axioms, which can be interpreted as integrity constraints or rela-

tionships between instances and concepts. This means that Z is a set of re-
strictions or conditions (necessary & sufficient) to define the concepts in C;

– < C,
∑

>: is the taxonomic structure of the concepts from C where
∑

is the
collection of subsumption relationship (�) between any two concepts from C.
For two concepts c1 and c2 ∈ C, c2 � c1 if and only if any instances that are
members of concept c2 are also members of concept c1, and the converse is
not true.

R is known as the set of properties. For every p ∈ R, there is a specific domain
D and range R such that p : D → R, where D ⊂ C and if R ⊂ C then p
is called an object property, otherwise if R is a set of standard or user-defined
data types then p is called a data type property. We assume that concepts c and
c′correspond to the domain and range of property p respectively, where p is also
known as an attribute of concept c. There are two given instances v and v′ that
belong to the corresponding concepts c and c′ respectively. We denote vRpv′ as
the relation from instance v to v′ based on the property (attribute) p and the
relation from instance v′ to v based on the property p is denoted as vR−pv′.

Definition 2 (Concept). A concept c of an (A, V)-based ontology is defined
as a quadruple:

c = (zc, A
c, V c) (2)

where c is the unique identifier for instances of the concept. Ac ⊆ A is a set of
attributes describing the concept and V c ⊆ V is the attributes’ domain: V c =⋃

a∈Ac Va. The zc ⊂ Z is the set of restrictions or conditions (necessary &
sufficient) to define the concept c. The zc can be represented as a constraint
function zc : Ac → Z such that zc(a) ∈ Z for all a ∈ Ac.

Pair (Ac, V c) is called the possible world of concept c and Ac is called the struc-
ture of the concept c. Notice that within an ontology there may be two or more
concepts with the same structure. If this is the case, the constraint function zc is
useful for expressing the associated relationships. For example, two concepts
RedWine and WhiteWine have the same structure {hasMaker, hasColor}.
But zRedWine(hasColor) = {∃hasColor = red} and zWhiteWine(hasColor) =
{∃hasColor = white}.
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Definition 3 (Instance). An instance of a concept c is described by the at-
tributes from set Ac with the values from set V c. Thus an instance of a concept
c is defined as a pair:

instance = (id, v) (3)

where id is the unique identifier of the instance in world (A, V ) and v is the value
of the instance, which is a tuple of type Ac and can be expressed as a function:

v : Ac → V c (4)

such that v(a) ∈ Va for a Ac.

Value v is also called a description of the instance within a concept. A concept
may be interpreted as a set of all instances described by its structure. We can
then write i ∈ c to express the fact that i is an instance of concept c.

We denote Ins(O, c) as the set of instances belonging to concept c in ontology
O and an instance of a ontology as I =

⋃
(c∈C) Ins(O, c). Notice that a knowledge

base can be represented by an ontology and its instances.

Definition 4 (Key Identity). The Key Identity (KI) of a concept is an at-
tribute from set Ac which provides a unique value to each individual of the concept
in the real world (A,V). Formally, if ki is a KI of the concept c, it satisfies the
following conditions:
- ki ∈ Ac,
- x ∈ Ins(O, c), ∀v1, v2 ∈ V, xRkiv1 ∧ xRkiv2 → v1 = v2, and
- x ∈ Ins(O, c), ∀v1, v2 ∈ V, xR−kiv1 ∧ xR−kiv2 → v1 = v2.

The first two conditions mean that the KI of a concept must necessarily provide
the same KI value for the same instance of it. The third condition means that
it must be sufficient to recognize that two actual instances with the same KI
value are the same. The three conditions imply that the KI of a concept should
be globally identifiable for instances in the real world (A,V ). The KI is also
known as the rigid property [16] that is essential to all its instances.

Definition 5 (Local Identity). The Local Identity (LI) of a concept is an
attribute from set Ac, which provides a unique value to each individual of the
concept in the possible world (Ac, V c). Formally, if li is an LI of concept c, it
satisfies the following conditions.
- li ∈ Ac,
- x ∈ Ins(O, c), ∀v1, v2 ∈ V c, xRliv1 ∧ xRliv2 → v1 = v2, and
- x ∈ Ins(O, c), ∀v1, v2 ∈ V c, xR−liv1 ∧ xR−liv2 → v1 = v2.

The difference between KI and LI is that the LI of a concept is only locally
identifiable for instances in the possible world (Ac, V c).

Example 1. We consider the concept Person owning the hasF ingerprint, which
is KI. The instance Jean has hasF ingerprint of 000155BDC, and the instance
Peggy has hasF ingerprint of 000155BDC. Because hasF ingerprint is a KI, we
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can deduce that Jean and Peggy must be the same instance. Note that because
hasF ingerprint is a KI, there is always an inverse relation isF ingerprintOf . If
two instances 000155BDC and 000155BEF are isF ingerprintOf of the instance
Jean, 000155BDC and 000155BEF must be the same. However, notice that if
000155BDC and 000155BEF were explicitly stated to be two different instances,
these statements would lead to an inconsistency.

Definition 6 (Inheritance Identity). The Inheritance Identity (II) of a con-
cept is a set of identified attributes which is inherited from its super-concepts,
which provides a unique II value to each instance of the concept.

Definition 7 (Constant Property). The Constant Property of the concept c
is a property within Ac which provides a common attribute value for all individ-
uals belonging to the concept.

Example 2. We consider the concept MalePerson with its structure {Person
∧ has − Gender = Male}. The MalePerson is defined as the concept Person
which satisfies zMalePerson(hasGender) = {∀hasGender = Male}. The prop-
erty of hasGender has the constant value of Male for all individuas belonging
to the concept MalePerson. Therefore, the hasGender is a constant property.

We found that the same concept has certain fixed roles in similar ontologies.
Thus the concept’s position lies in a fixed interval of the ontologies’ hierarchy.
Moreover, the role of a concept is determined by its attributes with the associ-
ated restrictions. Based on the concept’s characteristics, we can classify concepts
belonging to an ontology into five disjoint groups as follows:

Definition 8 (Defined Concept). The Defined Concept (DC) is a concept
which has at least one KI. Formally, if c is a DC, its constraint function zc

satisfies the following conditions:
- ∃a ∈ Ac, zc(a) is a necessary and sufficient condition, and
- the attribute a is a KI.

Example 3. Consider Example 1 in which the concept Person is an example of
the DC. The DC is also known as a rigid sort [16] that supplies a principle of
identity for its individuals.

Definition 9 (Partition Concept). The Partition Concept (PC) is part of a
DC. Formally, if c is a PC, it satisfies the following conditions:

- ∃a ∈ Ac, ∀x ∈ vc : x(a) is a constant value, and
- the concept c is a defined concept satisfying zc( a).

Example 4. We consider two concepts MalePerson and FemalePerson with
the same structure {Person, hasGender}. The MalePerson is defined as the
concept Person that satisfies zMalePerson(hasGender) = {∀hasGender = Male}.
The FemalePerson is defined as the concept Person that satisfies zFemalePerson−
(hasGender) ={∀hasGender = Female}. Thus the concepts MalePerson and
FemalePerson are PCs.
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Definition 10 (Inherited Concept). The Inherited Concept (IC) is a sub-
concept of either a defined concept or a partition concept, or another inherited
concept. It has at least one LI. Formally, if c is a IC, then its constraint function
zc satisfies the following conditions:

- ∃a ∈ Ac, zc(a) is the necessary and sufficient condition , and
- the attribute a is a LI.

Example 5. If two concepts Student with KI hasIdStudent and Employee with
hasIdEmployee are sub-concepts of the concept Person, we can infer that Student
and Employee must be ICs.

Definition 11 (Primitive Concept). The Primitive Concept (PvC) is a con-
cept which has neither KI nor LI and is defined from other concepts. Formally,
if a concept is PvC, its constraint function zc does not have any set of necessary
& sufficient conditions and no concept is used as a sub-concept of PvC.

Example 6. We consider the UndergraduateStudent, MasterStudent, and Doctor-
alStudent defined from the concept Student. Since they have no set of necessary
& sufficient conditions, we can infer that these concepts must be PvC. Notice
that the concepts are never used as sub-concepts of PvC.

Definition 12 (Individual Concept). The Individual Concept (IvC) is a
concept with no object properties and is not defined from other concepts.

Example 7. Based on Figure 3, the concept Subject is an individual concept. An
Individual concept can be considered as a set of instances or data types defined
by the ontology creator.

Proposition 1 (Types of Concepts). For a given ontology O belonging to
the real world (A, V ), we denote the five different sets of DCs, PCs, ICs, PvCs
and IvCs as CDC , CPC , CIC , CPvC and CIvC respectively.

1. CDC ∪ CPC ∪ CIC ∪ CPvC ∪ CIvC= C
2. CDC ∩ CPC ∩ CIC ∩ CPvC ∩ CIvC= ∅
3. In ascending order, the levels of concepts are IvC, PvC, IC, PC and DC

respectively.

Proposition 1 shows that concepts belonging to an ontology can be classified
into five disjoint groups.

3 Similarity Measure Techniques

The importance matter of ontology integration is finding the relations between
entities expressed in different ontologies. Very often, these relations are equiv-
alence relations that are discovered via the similarity measure between the on-
tological entities. According to the aforementioned studies, the techniques of
similarity analysis that have been explored for ontology integration can be clas-
sified into following four groups:
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– Instance-based similarity: The similarity between two concepts is based on
common instances.

– Lexical-based similarity: The similarity between two concepts is based on
analysis of the linguistic meanings of associated names.

– Schema-based similarity: The similarity between two concepts is based on
analysis of the similarity between associated properties.

– Taxonomy-based similarity: The similarity between two concepts is based on
analysis of their structural relationships, such as subsumption.

However, the above techniques are generated from the word similarity measure.
A formal definition of the similarity method is as follows: let x, y, z denote
words, and sim (x, y ) represent the semantic similarity between x and y.

– sim(x, y) ∈ [0, 1]
– if sim(x, y) = 1 then y = x or x is semantically equivalent to y.
– sim(x, y) = 0: two words are disjoint, i.e., no common characteristics.
– sim(x, y) = sim(y, x): similarity is symmetric
– sim(x, x) ≥ sim(y, x): similarity is maximality

In this section we present some methods to measure the similar degree between
two words and two strings (names/labels/comments) which are often used to
name or describe the entities of an ontology.

3.1 Basic Techniques

String-based techniques. String-based techniques are often used in order to
match names and name descriptions of ontological entities. These techniques
consider strings as sequences of letters in an alphabet. They are typically based
on the following intuition: the more similar the strings, the more likely that they
denote the same concepts.

Entity’s name coreference determines when identified names in the text refer
to the same entity. Most entities’ names exist in documents that have different
forms. An entity’s name coreference isbased on the following criteria:

– Suffix takes as input two strings and checks whether the first string ends
with the second one (e.g., Compact Disc = CD).

– Prefix takes as input two strings and checks whether the first string starts
with the second one (e.g., Net = Network).

– Aliases within the document that are indicated by parentheticals (e.g., KFOR
= Kosovo Force)

– Variants of a name (e.g., W. Bush = George W. Bush)

A prefix or suffix pre-similarity can be defined from the prefix and suffix tests,
which test whether one string is the prefix or suffix of another. Prefixes, suffixes
or aliases can be recognized from a text corpus via lexico-syntax patterns such
as parentheticals. Very often, this model is examined under learning approaches.
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Edit distances similarity The edit distance, e(x, y), from a string x to a string y is
the minimum number of simple edit operations (insert, delete, replace, transpose)
required to transform one string into the other. Edit distances were designed to
measure the similarity between strings that may contain spelling mistakes. The
edit distance similarity can be computed as follows:

sim(x, y) = 1 − e(x, y)
max(size(x), size(y))

(5)

Common substring similarity denoting z is the longest common substring be-
tween x and y starting from the first character of both and containing at least
three characters. The common substring similarity is defined as follows:

sim(x, y) =
2.length(z)

length(x) + length(y)
(6)

It is easy to see that this measure is indeed a similarity. One could also consider a
subsequence similarity as well. This definition can be used for building functions
based on the longest common prefix or longest common suffix.

Language-based techniques. consider names or express names (label or com-
ment) as words in some natural language, e.g., English. They are based on nat-
ural language processing techniques exploiting morphological properties of the
input words. They are applied to the names of entities before running string-
based or linguistics-based techniques in order to improve their results. This ap-
proach is called pre-processing, which is shown in Fig. 1:

– Tokenization The concept labels are segmented into sequences of tokens by a
tokeniser which recognises punctuation, cases, blank characters, digits, etc.
For example, has Hands Free Kits becomes tokens{has, Hands, Free, Kits}.

– Stemming The strings underlying tokens are morphologically analyzed in or-
der to reduce them to normalised basic forms. For example, tokens {has, Ha−
nds, Free, Kits} becomes root form {have, hand, free, kit}.

Fig. 1. Pre-Processing.



Effective Backbone Techniques for Ontology Integration 207

– Stop word is a word which is irrelevant to the content of the text, such as
a pronoun, conjunction, preposition, article, and auxiliary verb. Removing
stop words ensures more efficient processing by downsizing and the remaining
words are relevant to the content. For example, after removing the stop words
of the set {have, hand, free, kit}, it becomes {hand, free, kit}.

Linguistic resources such as lexicons or domain specific thesauri are used in
order to match words based on their linguistic relations 1 , e.g., synonyms, hy-
ponyms as several works [9,10]. A lexical resource such as the lexical database
WordNet is particularly well suited for similarity measures, since it organizes
nouns and verbs into hierarchies of is-a relations, and concepts can be re- lated
based on the path lengths between them such as in Lch [21] and Wup [35].
In addition, WordNet has extremely fine-grained notions of word sense, which
precisely capture even minor distinctions between different possible word senses,
thus the similarity measures can based on the information content of the concepts
[31]. Moreover, concepts can be related in many ways beyond mere similarity to
each other. For example, a wheel is a part of a car, night is the opposite of day,
snow is made up of water, a knife is used to cut bread, ect. As such WordNet pro-
vides additional (nonhierarchical) relations such as has–part, is–made–of, is–an–
attribute–of , etc.

Basic Techniques for Element-level Similarity. Element-level similarity
considers ontological entities independently of their relations with other entities
or their instances. The similarity between entities is determined by the similarity
between their names or labels. In this section, a rich semantic algorithm for
the element-level is proposed, which combines the above simple techniques to
measure the similarity between entities on the element-level. The algorithm is
shown in Algorithm 1.

3.2 Wordnet-Based Similarity Measure

The lexical database WordNet is particularly well suited to similarity measures,
since it organizes nouns and verbs into hierarchies of is-a relations. In version
2.0, there are nine noun hierarchies comprising 80,000 concepts, and 554 verb
hierarchies comprising 13,500 concepts [29].

Many previous works focusing on finding the similarity between words have
been WordNet-based. However, we can distinguish two basic approaches: (1)
The similarity measures are based on the path lengths between concepts such
as in Lch [21] and Wup [35]. Most of these similarity measures are subject to
the is-a hierarchy containing the concepts. But is-a relations in WordNet do not
cross part-of-speech boundaries, so these WordNet-based similarity measures are
limited to distinguishing between noun pairs (e.g., cat and dog) and verb pairs
(e.g., run and walk). While included in WordNet, the adjectives and adverbs
1 In this case the names of ontology entities are considered as words of a natural

language.
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input : two concepts c and c′

output: The similarity between the concepts

L = {l1, l2, . . . , ln} is tokens of labels/comments of concepts c;1

L′ = {l′1, l′2, . . . , l′m} is tokens of labels/comments of concepts c′;2

Removing stopped words and root form of tokens in L and L′;3

Ai = {a1, a2, . . . , ak} is a synset of li where li ∈ L, i = 1 . . . n;4

A′
j = {a′

1, a
′
2, . . . , a

′
h} is a synset of l′i where l′i ∈ L′, i′ = 1 . . . m;5

repeat6

foreach pair Ai, A
′
j do7

if Ai ∩ A′
j 	≡ ∅ or sSim(a, b) = 1 or R(a, equivalent , b) | a ∈ Ai8

and b ∈ A′
j then

count=count+1;9

removing Ai;10

removing A′
j ;11

end12

end13

foreach Ai, A
′
j do14

foreach a ∈ Ai do Ai = Ai ∪ synset(a);15

foreach a′ ∈ A′
j do A′

j = A′
j ∪ synset(a′);16

end17

until threshold ;18

return (2*count/(size(L)+size(L′)));19

Algorithm 1. A Rich Semantic Algorithm for the Element-Level

are not organized into is-a hierarchies. (2) The similarity measures are based
on information content, which is a corpus-based measure of the specificity of
a concept. These measures include Res [31], Lin [22], and Jcn [19]. Intrinsic
to the calculation of information content is the use of tagged corpora. It is
expected that the more often a concept appears in a corpus, the less specific it
is, so the methods depend on tagged corpora. Such a strategy is not without a
downside; there are two well known deep problems. Manually tagging corpora is
monotonous and very time consuming; It is very difficult to obtain a statistically
valid and reliable corpus that accurately reflects the word usage; many relatively
common words may not appear, even in a very large corpora. This problem is
usually referred to as the sparse data problem.

However, concepts can be related in many ways beyond mere similarity. For
example, the words that occur together in a synset have the synonym relation.
For example, the words learner occurs in two noun synsets {learner, scholar, ass-
imilator} and {apprentice, learner, prentice}; student occurs in two noun synsets
{student, pupil, educate } and {scholar, s-cholarly person, bookman, student}.
Thus, scholar is a common word of a student ’s and learner ’s synset, so student
and learner have a relation. If we continue finding synonyms of words in student ’s
and learner ’s synsets, the number of similar words that occurs together with
student and learner may be much larger. Thus the similarity degree between
student and learner is much larger. Moreover, each word can occur in many
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synsets that cross-part-of-speech. For example, the word base occurs in seven
adjective synsets, three verb synsets, and 19 noun synsets, thus the similarity
crosses-part-of-speech. Thus, we proposed the following formula for measuring
the semantic similarity of words:

sim(w1, w2) = max
level=1,...,n

(
	 +

∑
wi∈Syn1∩E(

∑
wj∈Syn2∩E Inc(wi, wj))

min(size(Syn1), size(Syn2)) + size(E)
) (7)

where

Inc = { 0 if wi �= wj

1 if wi = wj

If Inc(w1, w2) = 1 then E = E ∪ {w1}.
	 is the total return value of Inc at level=1..k -1, k is the current level.
When the level is increased from 1 to n, each iteration then,
Syn1 =

⋃
w∈Syn1∩E Synonym(w) and Syn2 =

⋃
w∈Syn2∩E Synonym(w).

We experimented with the method to determine the similarities between 100
pairs of words with different similarity degree and crossing-part-of-speech. When
we choose a level of three, and the limit of the size of array Syn is 1000, most of
the similarities between words are determined. The higher the level, the greater
the similarities between words. For example, the similarity between learner and
student at level 1, 2, 3 is 0.24, 0.65, 0.84, respectively.

3.3 Lexico-Syntactic Patterns-Based Similarity

Lexico-Syntactic Patterns for Hypernym. Three syntactic phenomena
commonly encode the hypernymic proposition: verbs, appositive structures, and
nominal modifications. Here, we consider appositive structures [17,18,26] in which
two noun phrases must be contiguous. Three types of appositive cues can then
mark the second noun phrase: commas, parentheses, or lexical items (including,
such as, particularly, and especially). For instance, consider a sentence (*) We
identified the activities involving students such as seminars, discussion, confer-
ences., where activity is the hypernym of seminar, discussion, conference. The
sentence is then transformed into the following lexico-syntactic expression:

(1a) NP0 such as NP1 ,NP2. . . , (and ‖ or) NPi i ≥ 1, where NPi is phrase
noun i, are such that they imply

(1b) for all NPi, i ≥ 1, hypernym(head(NP0), head(NPi)) where head(NPi)
is head noun of NPi.

In [17,18,26] the authors presented most of the lexico-syntactic patterns for
hyponymy. However, they had not analyzed NP to identify its head noun, so
mistakes are common when finding the hypernym relation between concepts.
For instance, student is the hypermyn of seminar, discussion, conference often
acquired from sentences as (*). Therefore, in this section we analyze the gram-
matical noun phrase to identify its head noun, which is useful to avoid wrong
relations as in the aforementioned instance.
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Noun Phrase Analysis. Noun phrases normally consist of one or more in
functional positions: HEAD (H:), DETERMINER (D:), POST DETERMINER
(POD:), MODIFIER (M:), and POST MODIFIER (PM:), where

(1) HEAD: the noun, the personal pronoun, the demonstrative pronoun, and
the possessive pronoun.

(2) DETERMINER: the definite article, indefinite articles, demonstrative ar-
ticles, and possessive articles.

(3) POST DETERMINER: the cardinal numerals, ordinal numerals, and gen-
eral ordinals.

(4) MODIFIER: adjective and noun.
(5) POST MODIFIER: the post modifier is a prepositional phrase which has

two functional positions within it, the RELATER (R:) position and the OBJECT
OF A PREPOSITION (OP:) position. The RELATER position is occupied by
a preposition, for example, from in from the library, and the OBJECT OF A
PREPOSITION position is typically occupied by a noun phrase, for example the
library in from the library.

It must be noted that only HEAD (H:) appears in all of the 16 pat- terns (see
table 1.) thus a head must appear in a noun phrase. However, all of the other
functional labels appear in some patterns but not in others. This means that
those functional positions are optional in the noun phrase. We showed this in (**)
by placing the abbreviations for those functional positions in parentheses. Any
functional position in parentheses may or may not occur in a given noun phrase.
If it does occur, it must be in the order indicated by the pattern. For example,
DETERMINERS are always first and POST MODIFIERS are always last; POST

Table 1. 16 patterns of noun phrase

H: D: + POD: + M: + H: + PM:
books the three large books from the

library

D: + H: POD: + M: + H: + PM:
the books three large books from the

library

POD: + H: D: + M: + H: + PM:
three books the large books from the library

M: + H: D: + POD: + H: + PM:
large books the three books from the library

D: + M: + H: M: + H: + PM:
the large books large books from the library

D: + POD: + H: POD: + H: + PM:
the three books three books from the library

POD: + M: + H: D: + H: + PM:
three large books the books from the library

D: + POD: + M: + H: H: + PM:
the three large books books from the library
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DETERMINERS follow any co-occurring DETERMINERS and precede any co-
occurring MODIFIERS.

(**) noun phrase form: (D:) + (POD:) + (M:) + H: + (PM:)
(the) (three) (large) books (from the library)

Here is a grammatical analysis of the noun phrase the three large books from the
library based on (**):
The noun phrase (the three large books from the library)
DETERMINER definite article (the)
POST DETERMINER cardinal numeral (three)
MODIFIER adjective (large)
HEAD noun (books)
POST MODIFIER prepositional phrase (from the library)

Lexico-Syntactic Patterns for Similarity Measure. Most instances of a
concept are the set of hyponyms of the concept. For example, when the concept
Country has instances as Vietnam, Korea, Poland, it is considered as the hyper-
nym of Vietnam, Korea, and Poland. Thus, a method to compute the similarity
between two concepts via their instances has been proposed as follows:
Lc = {l1, l2, . . . , ln}, is the name/label of the instances of concept c.
Ai = {a1, a2, . . . , ak}, aj is the set of tokens resulting from two processes: demar-
cating and possible classification of sections of each string li ∈ Lc and determin-
ing the root form of each token. For example, parsing the name Hands Free Kits
into tokens {hand, free, kit}.
Gi = {g1, g2, . . . , gm} is the set of more general words of aj ∈ Ai, j = 1, 2, . . . , k.
Each of the words belonging to Gi are generated from the lexico-syntac patterns.

H = (h1, h2, . . . , hk) =
n⋃

i=1

(G′
i) (8)

where G′
i ⊆ Gi and if hj ∈ G′

i, hj exists at least 1
2n sets Gi, i = 1, 2, . . . ,n

The feature vector of H is denoted as follows:

−→
SH = (w1, w2, . . . , wk) (9)

where
wi =

fi∑k
j=1 fj

(10)

fi is number of occurrences of hi in the sets Gi, i=1..n.
We define the similarity between two concepts c and c′ as follows:

sim(c, c′) = sim(−→SH ,
−→
S′

H) =

∑
(hi,h′

i)∈K(wi ∗ w′
i)√∑n

i=1(wi)2 ∗
√∑n

i=1(w
′
i)2

(11)

where K = {(hi, h
′
i)|sim(hi, h

′
i) = 1}
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3.4 Collaborative Acquisition Algorithm

While comparing a result of a relation between two concepts c1 and c2 denoting
R(c1, c2) for WordNet, there are three possibilities:

1. Both concepts c1 and c2 are in WordNet, and their relation R(c1, c2) is
already in the database of WordNet; we suggest updating ontology integration
tasks [10].

2. Both concepts c1 and c2 are in WordNet, and the relation R(c1, c2) is not;
we suggest updating WordNet.

3. The concepts c1 and c2 are not present; we suggest adding these concepts
and the corresponding R(c1, c2) relation to the Knowledge of Assistant WordNet.

Here we sketch the collaborative acquisition algorithm which combines Word-
Net and text corpus to discover new relations between ontological entities for
ontology integration tasks as follows (see Figure 1.):

- Knowledge of Assistance WordNet is a Concept Net based on the ontology
with the following relations: is kind of, is equivalent of. It receives messages
from the Feedback component, then updates the relations between the entities of
ontologies which are not WordNet-based.

- Mining from Text Corpus is the procedure that is mentioned in the above sec-
tion. It discovers new relations between ontological entities via the text
corpus.

- Ontology Integration Task is presented in our previous work [10]. It receives
the relation R(c1, c2) and updates OnConceptSNet.

Fig. 2. The Acquisition Process.



Effective Backbone Techniques for Ontology Integration 213

- Feedback is a cache of the new relation and mark (mark is used to identify
the new relation which should be updated in Knowledge of Assistance WordNet
or WordNet-based.

4 Identity-Based Similarity

In this section, we present our ideas [12] on how to reduce the search space
for matching between concepts belonging to different ontologies. After many
experiments, we found that it is useful to classify all concepts belonging to
different ontologies into more disjoint groups. We assume that two ontologies
must be integrated. Only two concepts belonging to the same disjoint groups of the
ontologies can match. It is easy to see that the assumption is a self-evident truth,
because of the criteria for classifying concepts based on their attributes with
associated restrictions. Naturally, two concepts that differ from their attributes
should be disjoint. In Figure 3, we show a example of five disjoint concept groups
belonging to the ontology E1.

Fig. 3. A classification of concepts of Ontology E1.

Definition 13 (Possible Similarity Set (PSS)). For two given ontologies
O1 and O2, a concept c belongs to the ontology O2. If the ontologies must be
integrated, the possible similarity set of the concept c is defined as the set of
concepts belong to ontology O1 and the concepts are the same type as concept c.

Example 8. We consider the following ontology E2 written in OWL:
Individual{hasF ingerprint, name}
FemalePerson{Individual ∧ hasGender = Female}
MalePerson{Individual ∧ hasGender = Male}
Teacher{Individual, IdT eacher, T eachTo}
Learner{FemalePerson, IdLearner}
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PreSchool{Learner ∧ Level = 1, LearnTo}
Subject{Name, Credit}

The attributes hasFingerprint, IdTeacher, IdLearner are owl:DatatypeProperty
with three restrictions: owl:FunctionalProperty, owl:InverseFuncti-onalProperty,
and owl:ca-rdinality = 1. So they are identities. Based on the above definitions
and the position of the concepts in the hierarchy of the ontology, we can classify
them into the following five groups:

CDC
E2

= {Individual}
CPC

E2
= {FemalePerson, MalePerson}

CIC
E2

= {Learner, T eacher}
CPvC

E2
= {PreSchool}

CIvC
E2

= {Subject}
Similar to the ontology E1 (see figure 3), it follows that:
CDC

E1
= {Person}

CPC
E1

= {Female, Male}
CIC

E1
= {Student, T eacher}

CPvC
E1

= {Primary}
CIvC

E1
= {Subject}

If two ontologies must be integrated, only two concepts belonging to the same
disjoint groups of ontologies can match. This is direct matching between the
same types of concepts. It is shown in Figure 4.

We consider Inha University library (InhaLib) and Wroclaw University library
(WrocLib). We are assuming that the libraries have the same concept of Book
owning the unique identification of BookID. We refer to an instance of Book
called the Artificial Intelligence book:{

In the InhaLib, the Artificial Intelligence has the BookID of IH-00012-AI ;
In the WrocLib, the Artificial Intelligence has the BookID of WL-003334.

Based on the above we know that the BookID is a local identity in each
library. This means that it is possible for the BookID of the same instance Arti-
ficial Intelligence to differ from the InhaLib to the WrocLib. However, while we
refer to the instance as two concepts Information (Paperback, Publisher, Lan-
guage, ISBN, Product Dimensions, Shipping Weight, Average Customer Review)
belonging to the InhaLib and PublishedInf(NumberPage, PublisherName, Lan-
guage, ISBN, Dimensions, Weight) belonging to the WrocLib, they represent
the super-concept of Book, thus:{

In the InhaLib, the Artificial Intelligence has the ISBN of 978-0070522633 ;
In the WrocLib, the Artificial Intelligence has the ISBN of 978-0070522633.

Based on this we can specify that the ISBN is a key identity in each library.
This means that the ISBN is identifiable in the real world.
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Fig. 4. Direct matching between the same type of concepts.

While calculating the similarity between the two concepts Information and
PublishedInf, although we compare all associated attributes, the degree of simi-
larity is low and the number of comparisons is high (7 x 6= 42). This is because
they have many different attribute names and the number of properties belong-
ing to each concept is high. According to the characteristics of the identities
of concepts, instead of using blind or exhaustive comparisons among all prop-
erties of concepts, we simply focus on those properties that identify them. For
example, we only compare the associated key identity of ISBN while computing
the similarity between the two concepts Information and PublishedInf . The
degree of similarity is high (one), and the number of comparisons is one and is
independent of the number of properties belonging to each concept. Similarly,
for the concept Book case, we simply compare associated identities BookID
and ISBN .

Thus we have a heuristic matching method that differs from previous the
studies as follows:

Proposition 2 (Identity-based Similarity). For two given concepts (zc1, A
c1 ,

V c1) belong to ontology O1, and (zc2 , A
c2 , V c2) belong to ontology O2.

1. For any two concepts c1, c2 ∈ CDC , if c1’s key identity is equivalent to c2’s
then c1 is equivalent to c2,

2. For any two concepts c1, c2 ∈ CHC , if c1’s (Local & Inheritance) identities
are equivalent to c2’s then c1 is equivalent to c2,

3. For any two concepts c1, c2 ∈ CPvC or c1, c2 ∈ CPC , if c1’s inheritance
identity is equivalent to c2’s and c1’s constant attribute is equivalent to c2’s
then c1 is equivalent to c2,

5 Importance Concept-Based Similarity

Cognitive support for ontology integration emphasizing importance concepts has
not been explored. However, importance concepts have been considered for on-
tology understanding in several early studies e.g. [14]. They suggest that the
importance measurement of a concept must take into account the contributions
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from all the other concepts in the ontology via characterization of four features
of potentially important concepts and relations, which drive the drifting stream
of consciousness:

– A concept is more important if there are more relations originating from it.
– A concept is more important if there is a relation originating from this con-

cept to a more important one.
– A concept is more important if it has a higher relation weight with respect

to any other concept.
– A relation weight is higher if it originates from a more important concept.

Here, the term has in three senses. First, it explains what is important (or in-
teresting). The term importance is used as a metric for measuring the extent to
which the ontology creator suggests a concept or relation to users. Second, a con-
cept is regarded as a source that owns a set of relations related to other concepts.
Finally, concepts and relations exhibit a mutually reinforcing relationship.

Our work [12] differs from the above approach, because our aim is to design
a method of reducing the computational complexity in ontology integration.
First, we agree that the importance measurement of a concept must take into
account the contributions from all the other concepts in the ontology based on
all types of relations, including subsumption and non-subsumption. However for
our purposes, the term importance of concepts is used to identify the concept’s
position in the hierarchy. It provides the importance level of the concept with
respect to the same type of concepts. Therefore, the importance concepts can be
used for priority matching between the same types of concepts. Here, we address
four more features of potentially important concepts and relations as follows:

– A concept is more important if there are more relations originating from
other concepts to it.

– A concept is more important if there are more important concepts which are
partitions of it.

– A concept is more important if there are more important concepts which are
inherited from it.

– A concept is more important if there are more important concepts which are
defined from it.

Definition 14 (Imported Concepts). The imported concepts of the concept
c (Ic) are the set of concepts defined from the concept c.

– If c is a DC, the imported concepts of c include the partition concepts of c,
the inherited concepts of c and the primitive concepts defined from c.

– If c is a PC, the imported concepts of c consist of the inherited concepts of
c and the primitive concepts defined from c.

– If c is a IC, the imported concepts of c consist of the inherited concepts of c
and the primitive concepts defined from c.

– If c is a PvC, the imported concepts of c comprise the primitive concepts
defined from c.
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Definition 15 (Forward concepts). The forward concepts of the concept c
(Fc) are the set of concepts of the Range of properties belonging to the concept c.

Definition 16 ((Backward concepts)). The backward concepts of the con-
cept c (Bc) are the set of concepts that have relations/properties to the concept c.

Let r(ci) be a function of an importance weight of concept ci, ri=r(ci) be an
importance weight of the concept ci, w(ci, cj) be a relation weight function, and
wi,j=w(ci, cj) be the weight of all relations from ci to cj . It is possible that
there exists more than one relation from concept ci to concept cj . For example,
the concept Student may have two relations study and learn with the concept
Subject. Some students may have a part time relation with an assistant professor,
so instead of mere study they may also teach a given subject. Therefore, rjwi,j

is the total importance of all the relations from concept ci to concept cj .
According to the last hypothesis in [14], we present a similar recursive formula

which computes the weight of the relations from concept ci to concept cj at the
(k+1 )th iteration. The weight is proportional to the importance of ci and is the
inverse ratio of the sum of all the importance values of cj ’s backward concepts
at the kth iteration.

wk+1(ci, cj) =
rk(ci)∑

ti∈Bi
rk(ti)

(12)

Based on our four hypotheses combined with the first three hypotheses in [14],
we present recursive formulae which calculate the importance of concept ci at
the (k+1 )th iteration. The importance consists of two parts; all the importance
values of ci’s imported concepts with probability α, and the weight of relations
from ci to the forward concepts with probability λ. However it is only applied if
the concept ci ∈ C\CIvC . The importance weight of the concept ci is as follows:

rk+1(ci) = α
∑

cj∈Ii

rk(cj) + λ
∑

cj∈Fi

wk+1(ci, cj)rk(cj), α + λ = 1 (13)

If the concept ci ∈ CIvC , the importance weight of the concept is computed
by the weight of relations from the backward concepts to ci:

rk+1(ci) =
∑

cj∈Bi

wk+1(cj , ci)rk(j) (14)

Definition 17 (Prior Matching Set (PMS)). The Priority matching set of
concept c is the possible similarity set of c in ascending order of the distance
between the importance weight of each concept belonging to the PSS and the
importance weight of concept c.

Proposition 3. Assuming two ontologies Oi and Oj must be integrated, the
concept ci belonging to ontology Oi should be priority matched to the concept
cj or neighbors of cj belonging to PMP of ci, where the distance between ci’s
importance weight and cj’s is minimal.
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In this paper, the term importance is a measurement used for priority match-
ing between concepts of the same type. The measurement is based on the fol-
lowing consideration: First, a concept is regarded as a source owning a set of
relations with other concepts. For example, the concept Teacher of ontology
E1 owns the relation teach to the concept Subject. Second, a concept has a
set of attributes with associated restrictions. It is useful to identify the type
of concepts. For example, the concept Person with the attribute hasFinger-
Print has associated retrictions: owl:DatatypeProperty, owl:FunctionalProperty,
owl:InverseFunctionalProperty, and owl:cardinality = 1. So concept Person may
be a DC. Finally, concepts with associated attributes and relations exhibit
a mutually reinforcing relationship used to identify the concept’s importance
weight (measurement). In our ongoing example, two ontologies E1 and E2 must
be integrated. First, we classify all concepts belonging to each ontology into
five disjoint groups, as shown in Example 8. Then we compute the impor-
tance weight of each concept based on formulas 3-5. We consider that if the
set of CPC

E2
= {FemalePerson, MalePerson} and CPC

E1
= {Female, Male},

they should be matched. According to the above measurement of the impor-
tance of concepts, it is clear that the distance between the Female′s impor-
tance weight and FemalePerson′s is less than the distance between Male′s and
FemalePerson′s. This is because FemalePerson′s position in E2 is more sim-
ilar to Female′s than Male′s in ontology E1. This is similar to the case of the
two concepts Male and MalePerson. So priority matching between the two
sets of CE1 and CE2 is as follows: The two concepts Male and Female must be
matched to those of MalePerson and MalePerson respectively.

6 Conflict in Ontology Integration

6.1 Conflicts on Instance-Level

On this level we assume that two ontologies differ only in the values of their
instances. This means that they may have the same concepts and relations.

Definition 18. Let O1 and O2 be (A, V)-based ontologies. Let concept (zc, Ac,
V c) belong to both ontologies and let the same instance i belong to concept c
in each ontology, that is (i, v1) ∈ Ins(O1, c) and (i, v2) ∈ Ins(O2, c). There is a
conflict if v1 �= v2.

From Definition 20 it follows that referring to instance i the instance integration
condition is not satisfied. Lets consider an example.

Example 9. As an example lets consider the ontologies of two information sys-
tems; those of a university and company. Consider the concept Student belong-
ing to the university system ontology, which has the following structure, ({St–id,
Name, Age, Address, Specialization, Results}, V Student) and the concept Em-
ployee belonging to the company system ontology, which has the following struc-
ture, ({Emp–id, Name, Address, Position, Salary}, V Employee). Assume that
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Table 2. An instance of the concept Student

St–id Name Age Address Specialization

1000 Nowak 20 Wroclaw Information Systems

Table 3. An instance of the concept Employee

Emp–id Name Address Position Salary

1000 Nowak Warsaw Designer 15.000

there is an instance i which belongs to both concepts (i.e., somebody is both a
student of the university and an employee of the company). The value of this
instance referring concept Student is given by Table 2 and the value of this
instance referencing concept Employee is given by Table 3:

Thus there is an inconsistency on the instance level, because the instance in
the university ontology referencing attribute Address has value Wroclaw and
that in the company ontology referring to the same attribute has value Warsaw.

To solve conflicts of ontologies on the instance level, consensus methods seem
to be very useful. Different criteria, data structures and algorithms have been
determined [27]. In our conflict profile we have to deal with a set of versions
of the same instance. A version of an instance (i, x) can be represented by the
value x. The task is to determine a version (value) which best represents those
given. To achieve this kind of consistency, the consensus problem can be defined
as follows.

Given a set of values X = {v1, . . . , vn} where vi is a tuple of type Ac, that is:

vi : Ac → V c (15)

for i = 1, . . . , n; Ac ⊆ A and V =
⋃

a∈Ac Va we must find the tuple v of type A,
such that one or more selected postulates consensus are satisfied [27].

One popular postulate requires minimizing the following sum.

n∑
i=1

d(v, vi) = min
v′∈T (Ac)

n∑
i=1

(.v
′, vi) (16)

where T (Ac) is the set of all tuples of type Ac.

6.2 Conflict on Concept-Level

On this level, Nguyen [27] assumes that two ontologies differ in terms of the
structure of the same concept. This means that they contain the same concept
but its structure differs according to the ontology. The definition of a concept
on the concept-level is as follows:
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Definition 19. Let O1 and O2 be (A, V)-based ontologies. Let concept (zc1 ,
Ac1 , V c1) belong to O1 and concept (zc2 , A

c2 , V c2) belong to O2. There is a
conflict on the concept level if c1 = c2 but Ac1 �= Ac2 or V c1 �= V c2 .

Example 10. Concept Person in one ontology may be defined by the following
attributes: {Name, Age, Address, Sex, Job} whereas in the other it is defined
by attributes: {Id, Name, Address, Date–of–birth, TIN,1 Occupation}. Another
example refers to the situation in which the sets of attributes are identical, but
their domains vary. We consider the attribute Age: for the concept Person one
ontology assigns domain V Age = [1, 17] and the other assigns domain V Age =
[18 - 65]. In this case there is an inconsistency.

Here we have considered conflict on the concept level in the following cases:

1. Multiple forms of the same concept means ontologies define the same concept
in different ways. For example, the concept Person in one ontology may
be defined by attributes: Name, Age, Address, Sex, Job, while in another
it is defined by attributes: Id, Name, Address, Date of birth, Taxpayer
identification number, Occupation.
The problem: For a given set of pairs X ={(Ai, V i) : (Ai, V i) is the struc-
ture of concept c belonging to the ontology Oi for i = 1, . . . , n}, we need to
determine the pair (A∗, V ∗) which best represents those given.
Algorithm 2 is an overview of the solution.

input : C∗ =
⋃

ci, i = 1.. . . . n is the set of concepts that are recognized as
the same concept, but the associated structures
{(Ai, V i), i = 1 . . . n} are different.

output: Pair (A∗, V ∗) which is the integration of the given pairs {(Ai, V i),
i = 1 . . . n}.

A∗ =
⋃

Ai, i = 1.. . . . n where Ai is the set of attributes of the concept1

ci ∈ C∗;
foreach pair a1, a2 ∈ A∗ do2

if R(a1,⇔, a2) then A∗ \ {a2} ; /* eg., job ⇔ occupation */3

if R(a1,
, a2) then A∗ \ {a1} ; /* eg., age 
 birthday */4

if R(a1,�, a2) then A∗ \ {a2} ; /* eg., sex � female */5

if R(a1,⊥, a2) then A∗ \ {a1} ; /* eg., single ⊥ married */6

end7

foreach attribute a from set A∗ do8

if the number of occurrences of a in pairs (Ai, V i) is smaller than n/29

then set A∗ := A∗ \ {a};
end10

foreach attribute a from set A∗ do11

determine its domain Va as the sum of its domains in pairs (Ai, V i);12

end13

Return((A∗, V ∗));14

Algorithm 2. Multiple forms of the same concept
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2. Overlapping but different concepts means that ontologies define different con-
cepts with the same name and structure. As an example, we consider two
concepts with the same name and structure which both contain knowledge
about student. The first the concept structures its knowledge of female stu-
dent, whereas the second one structures its knowledge of male student.
The problem: For a given set of concepts for which the names and structures
are equivalent T = {c1, . . . cn} where ci in ontology Oi, we need to determine
the set tuple C∗ = {(ci r cj): the concept ci is relation r to cj where r is one
of the following relations: more general, equivalent, and disjoint}.
Algorithm 3 is an overview of the solution.

input : T =
⋃

ci, i = 1.. . . . n is the set of concepts for which the names
and structures are equivalent.

output: C∗ = {(circj): the concept ci is relation r to cj where r is one of
the following relations: more general, equivalent, and disjoint}

foreach pair ci, cj ∈ T do1

if ∃ a ∈ Aci ∩ Acj and zci(a) ⊥ zcj (a) then C∗ =
⋃{(ci ⊥ cj)};2

else if ∃ a ∈ Aci ∩ Acj and zci(a) � zcj (a) then3

C∗ =
⋃{(ci � cj)};4

else if ∃ a ∈ Aci ∩ Acj and zci(a) 
 zcj (a) then5

C∗ =
⋃{(cj � ci)};6

else if ∃ c and c′ ∈ C ∩ C′ where c and c′ are a super-concept7

corresponding to c1 and c2, and c ⊥ c′ then
C∗ =

⋃{(ci ⊥ cj)};8

else9

C∗ =
⋃{(ci ⇔ cj)};10

end11

return (C∗);12

Algorithm 3. Overlapping but different concepts

Apart from the aforementioned conflict problems, we also point out the following
three other cases of conflicts on the concept-level:

– The same concept but different names means that ontologies define the same
concept with different names. For example, for the concept Person, one on-
tology defines the concept name of Individual but another defines the concept
name of Homo.

– The same name but different concepts means that ontologies define different
concepts with the same name. For example, for the same name of Master
Course, one ontology considers the concept of subjects for a master student,
while another considers the concept of a master student.

– The Multiple concepts of the same form means that ontologies define different
concepts with the same structure.
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input : Given two ontologies O1 and O2

output: Pairs of concepts are equvalent

dJ ←− clfConcepts(O2);1

wC ←− wConcepts(dJ);2

foreach concept c belonging to ontology O1 do3

PSS ←− getPSS(c, dJ);4

PMS ←− getPMS(c,wC, PSS);5

for i ← 1 to size(PMS) do6

match ← Matching (c,PMS [i]);7

if match ≥ threshold then8

smatch ←− ∪ (c, PMS [i]);9

break;10

end11

end12

end13

cConflict(smatch);14

Return(smatch);15

Algorithm 4. Direct Matching Algorithm (DMA)

The first two problems can be solved by combining the text corpus and
WordNet-based method, which is presented in [9]. The third problem can be
solved by using the same multiple concepts for the same form method.

7 Effective Algorithm for Ontology Integration

In this section, we apply the aforementioned methods to design an effective
algorithm for ontology matching. An overview of the algorithm as follows:

1. Function clfConcepts(O2) is used to classify all concepts belonging to the on-
tology O2 into disjoint groups (dJ). We apply the knowledge from section 3.1
to clfConcepts(O2). The main problem here is how to identify the concept’s
identities. We assume the ontologies were written in the OWL language.
Identities are distinguished via the following two steps:
(1) collecting the necessary and sufficient properties of each concept.
(2) considering an identity as a property of the concept and distinguishing it

from other properties based on the characteristics of the one-to-one func-
tion between its domain and range. The identities can be written in OWL
based on owl:Data-typeProperty with three restrictions: owl:Functional-
Property, owl:InverseFuncti-onalProperty, and owl:cardinality = 1.

Notice that we use the following heuristic to distinguish a DC: If a concept
is a top-most taxonomy in a given ontology and it contains at least one
identity, it must be a DC.

2. Function wConcepts(dJ) is used to compute the importance weights of each
concept belonging to each group in the set dJ . It returns an importance
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weight of vectors (wC) set corresponding to dJ . The algorithm is similar
to [14].

3. Function getPSS(c, dJ)is used to generate a set of possible similarities of
concept c from dJ .

4. Function getPMS(c, wC, PSS) is used to obtain a set of priority matching
of concept c from its PSS.

5. Function Matching(c, PMS[i]) is used to find the degree of similarity be-
tween the concept c and concept PMS[i]. Here we apply the content-based
similarity and identity-based similarity techniques.

6. Function cConflict is used to deal with the aforementioned problem of conflict
in ontology integration and to solve the problem of conflict on the concept-
level.

8 Experiments

In Table 2, we compare the techniques of similarity analysis used in existing
mapping tools with our approach based on the novel Identity-based similarity
method. Note that to find similarities between concepts, most existing mapping
methods compare all properties belonging to each concept, while the identity-
based similarity method simply focuses on those identities belonging to each
concept.

Table 4. Comparative techniques of similarity analysis

Matching Instance Lexical Schema Taxonomy Identity
Methods -based -based -based -based -based

PROMPT Y Y Y Y N
MAFRA Y Y Y Y N
RiMOM Y Y Y Y N
GLUE Y Y Y Y N
Our Y Y Y Y Y

According to our studies of ontology integration, methods of reducing the
complexity of ontology integration have not yet been explored. Therefore we
simply present the comparative complexity between our method of matching
equality and the content-based matching approach as follows: Suppose that Nc,
Np, and Niare the maximum numbers of nodes, properties (attributes), and in-
stances. Let us assume that the complexity of comparing two attribute values
between two instances is O(1). Then, the complexity of calculating the similar-
ity between two instances is O(N2

p ). The complexity of calculating the similarity
between two nodes is O(N2

p x Ni). Finally, matching between two ontologies
costs O(Nc x N2

p x Ni). In order to compare the content-based method with
our matching method, we substitute N for every parameter. Then the cost of
the content-based method is O(N4), using the direct matching algorithm for the
content-based method, DMAContent-based, whereas our matching method costs
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Fig. 5. Complexity comparison between Identity-based and Content-based method.

Fig. 6. Possible conflict on concept-level.

O(N3 x logN), because the method involves direct matching between concepts
of the same type. If we apply identity-based similarity for matching between
concepts of the same type, the cost is O(N2 x logN), because it does not require
a comparison of all properties belonging to each concept. Figure 5 illustrates
the complexity difference between our methods of matching and content-based
matching in a line chart. The chart shows that the complexity differs according
to the number of properties, assuming that the number of concepts and in-
stances are equal in each case. The number of properties belonging to concepts
is proportional to the complexity difference.

Moreover, our method avoidsmany cases of conflict between concepts. Figure 6
shows the top-level view of source ontologies in PROMPT [28]. Most of the above
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Fig. 7. Comparison of our system and content-based system.

matchingmethods produce incorrectmatching from O1:BS, O1:MS,O1:PhD and
O1:Student to O2:BS, O2:MS, O2:PhD and O2:Student, respectively. However,
Our approach recognizes that these are cases of conflict between the labels and
contents of concepts.

We collected many ontologies from the Internet (URL: http://www.aifb.uni-
karlsruhe.de/W- BS/meh/foam/ontologies.htm) and composed their correspond-
ing ontologies. We also modified the ontologies to create cases of conflict. Each
sample included at least three ontologies. Ntotal denotes the total number of pairs
used for matching concepts between the candidate ontologies by experts, Ncorrect

and Nincorrect correspond to the number of correct and incorrect pairs for match-
ing concepts sought by our system, respectively. Precision (= Ncorrect

Ncorrect+Nincorrect
)

is used to evaluate the ratio of incorrectly extracted relationships. Recall (=
Ncorrect

Ntotal
) is used to evaluate the ratio of correct matching sought by the system.

Figure 7 illustrates the comparative experimental results between the Identity-
based and Content- based and DMSContent-based methods.

9 Conclusion

The direct matching algorithm is a smart approach to ontology integration.
It combines the types of concepts and importance of concepts in order to di-
rectly match concepts of the same type, instead of using blind or exhaustive
matching among all concepts. The Identity-based similarity method is a novel
method of heuristic matching. Its advantage is that the complexity is initially
reduced by comparing only those properties which identify each concept, instead
of matching all properties belonging to each concept. The proposed solutions to
the problem of conflicts prevent many cases of conflicts in ontology integration.
In future work, we will meticulously explore the idea of complexity in ontology
integration.
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Abstract. Personalized e-learning system should be tailored into stu-
dent needs, which usually differ even among learners, who attend the
same course and have similar technical skills. In the chapter, it is pro-
posed the system architecture, in which teaching paths as well as proper
layouts are adjusted to groups of students with similar preferences, cre-
ated by application of clustering techniques. Learner models are based
on dominant learning style dimensions, according to which students fo-
cus on different types of information and show different performances in
educational process. Extension of the model by including usability prefer-
ences is investigated. There are examined different clustering techniques
to obtain groups of the best quality. It is presented the algorithm that
will fulfill tutor requirements especially concerning the choice of param-
eters. Some experimental results for real groups of students and different
algorithms are described and discussed.

1 Introduction

Performance of an e-learning system, depends significantly on its adaptation
possibilities. Educational software designers should take into account different
student needs and preferences, even while considering learners, who study the
same subject at the same university and who have similar technical skills. Ap-
plication of intelligent methods allows to equip the system with personalization
features, as well as to tailor it into student requirements. If preferences of each
user were taken into consideration, multiple versions of teaching paths and ma-
terials should have been created. Dividing learners into groups of similar pref-
erences will allow to limit the recommendations to the certain numbers without
loosing personalization features.

The aim of the chapter is to investigate application of clustering techniques
to find groups of students with similar preferences. Individual models are based
on preferred learning style dimensions as well as usability preferences, according
to which students focus on different types of information and show different per-
formances in an educational process. It is proposed the system architecture, in
which teaching paths as well as proper layouts are adjusted to groups of students
according to their learning styles and usability preferences. Considered student
models are built on the basis of Felder and Silverman learning style dimensions,
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together with student color choices. In the chapter, there are examined different
well-known clustering techniques to obtain groups of the best quality. It is pre-
sented the algorithm that will fulfill tutors’ requirements especially concerning
the choice of parameters. Some experimental results for real groups of students
and different algorithms are described and discussed.

The chapter is organized as follows. In the next section, literature review con-
cerning intelligent e-learning systems as well as application of clustering meth-
ods in educational software are presented. Then, student models, and attributes
such as dominant learning styles or usability preferences, which decide on learner
needs, are depicted. The aim of the following two sections is an investigation of
application of cluster analysis for student grouping; in Section 4 well known
algorithms and their main features are considered, while in Section 5, it is de-
scribed the algorithm that fulfils tutor needs and may be applied for learning
style attributes as well as for the characteristics connected with usability. Eval-
uation of considered methods is done in the next section, where results obtained
for real students’ data, for different algorithms as well as choice of parameters are
compared and discussed. Finally some concluding remarks and future research
are presented.

2 Related Work

The importance of personalization features of Web-based systems was empha-
sized by many researchers in recent years. The overview of technologies support-
ing adaptivity in educational systems was presented by Brusilovsky & Peylo [1],
who analyzed their variety and provided software samples. Different authors con-
sidered student characteristics that decide on their requirements and preferences,
and there exist several papers concerning students’ modeling for the purpose of
adaptive intelligent educational systems (see for example [2,3]).However there
is still no agreement which features can and should be used. Brusilovsky [4]
defined user individual traits as a group name for user features, such as cogni-
tive factors, or simply learning styles, which are stable and usually extracted by
specially designed psychological tests. Santally & Alain [2] considered student
model components such as learning styles, cognitive styles and cognitive controls
for the purpose of Web-based learning environments’ personalization. They built
the adaptation framework and observed the importance of different components
in the instructional design process.

Personal learning styles were considered, by many authors, as factors that
should be taken into account during adaptation of teaching process into indi-
vidual needs, as they may influence learners’ individual attitudes towards using
the educational software (see [5,6]). Lu et al. [5] identified the impact of learning
styles, learning patterns and other selected factors on students’ learning perfor-
mance in a Web Course Tools (WebCT) MIS graduate course. Lee [6] showed
that student styles influence their academic achievement and should be taken
into account to improve the quality of Web-based education. The study was
based on the tests provided at 11 Korean universities. Beaudoin [7] examined,
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if the preferred learning styles of students influence their online behavior. He
concluded that establishing a learning environment that depends on student
profiles is the necessary condition for a good performance of online courses. Li et
al.[8], in their intelligent tutoring system, considered tailoring into learner needs
both: user environment and pedagogical environment . The authors presented a
formal model of a system, which constructs the user environment based on cog-
nitive abilities, knowledge levels, learning styles and psychology characteristics.
They showed practical significance of the model. Cha et al. [9] investigated inter-
face customization to students’ preferences while building an intelligent learning
environment. The authors examined efficiency of a development of an intelli-
gent learning system by providing effective user interfaces and learning contents,
which depend on the learner’s preferences. They diagnosed individual learning
styles by learner behavior patterns using Decision Tree and Hidden Markov
Model methods.

An overview of the research concerning building adaptive systems by taking
into consideration learning styles can be found in [3]. In their study, Stash et al.
incorporated also different learning styles in two systems: an adaptive hyperme-
dia and a high-level adaptive authoring tool [3]. They emphasized the importance
of providing users with different teaching strategies while using applications. In
many systems, adaptivity according to learning styles consisted in static assign-
ments into groups of different needs. As the most representative systems in that
area there should be mentioned: Arthur [10], 3DE [11] or AES-CS [12]. Gilbert
& Han [10] developed Arthur as a Web-based system that provides adaptive in-
struction, where each instructor represented different teaching method and each
course was divided into small units called concepts. Such approach allowed to use
a many-to-one instructor/learner relationship to accommodate individual learn-
ing styles. The 3DE system, in turn, was enhanced in the tool [11], which was to
choose the most suitable for learners course packages depending on their individ-
ual learning styles. Triantafillou et al. [12] based adaptivity of their AES-CS on
instructional strategies, which supported students according to their cognitive
styles.

In [13], it was stated, that the creation of multiple versions of an educational
system, especially regarding its interface, can be extremely costly and it was pro-
posed, to divide students into groups of similar characteristic features. For the
purpose of web-based educational systems, students were grouped according to
learning actions to discover their sequential patterns [14]. Talavera & Gaudioso
clustered students according to their behaviors in unstructured collaboration
spaces [15], defining attributes on the basis of the most often interactions with the
system, such as number of messages, sessions, posts etc. They built descriptive
group models and compared them with external features. Tang et al. considered
student clustering according to the sequence and the contents of the pages they
visited [16]. In [17], authors proposed using fuzzy clustering algorithm for both
course materials’ difficulty and learners’ ability. The first parameter was deter-
mined by experts, while the second one included such factors as: time spent on
each material, questionnaire feedback, quiz feedback, times clicking and random
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mouse move and click. After reevaluating learners’ abilities and recalculating the
course materials’ difficulty levels, the system recommended appropriate materi-
als to learners. Merceron & Yacef, in turn, clustered students according to the
mistakes they made, for identifying different types of learners [18]. The authors
reported the experiment, in which students were grouping using their mistakes
made with the web-based tutoring tool, the Logic-ITA. Perera et al. [19] used
clustering technique to identify different features of groups in the context of
senior software development project. The aim of the research was to find out
measures, which can help in group advising at the start and early identification
of effective and poor practices. Clustering was applied to find both groups of
similar teams and similar individual members. Broad review of application of
clustering techniques in e-learning systems was presented in [20].

3 Student Models

In [21], it was proposed the architecture of intelligent e-learning system, where
students were clustered according to their learning style preferences, what al-
lowed to assign appropriate teaching paths for groups of students with similar
preferences. Adding usability needs to the model enabled to include also interface
adaptivity into the personalization features [22].

3.1 Dominant Learning Styles

The relationship of individual learning styles and distance education was in-
vestigated by different authors, who indicated that learning styles are valuable
features characterized learners in a teaching process (see for example [23]). Graf
& Kinshuk [24] showed that students with different learning styles have differ-
ent needs and preferences. Rovai [25] stated that teaching methods should vary
according to learning styles of learners, the significant impact of which, on Web
based courses performances, was identified by Lu et al. [5] and Lee [6]. Authors
examined different techniques for students’ learning styles investigations. Alfon-
seca et al. [26] used descriptive statistics for student grouping in collaborative
learning. Garćıa et al. [27] applied Bayesian networks for detecting students’
learning styles on the basis of their behaviors. Xu et al. [28] built fuzzy models
on the basis of learning activities and interaction history. Viola et al. [29], in
turn, showed the effectiveness of data-driven methods for pattern extractions.

There exist different models of learning styles, as the most frequently used,
there should be mentioned the ones defined by: Kolb [30], Honey & Mumford
[31], Dunn & Dunn [32] and Felder & Silverman [33]. The last model, which is
considered in our investigations, was very often applied for providing adaptivity
regarding learning styles in e-learning environments [29]. It is based on Index of
Learning Style (ILS) questionnaire, developed by Felder & Soloman [34].

The results of ILS questionnaire indicate preferences for 4 dimensions of the
Felder & Silverman model, from among excluding pairs: active vs. reflective,



Cluster Analysis in Personalized E-Learning Systems 233

sensing vs. intuitive, visual vs. verbal, and sequential vs. global. The index ob-
tained by each student has the form of an odd integer from the interval [-11,11],
assigned for all of the four dimensions.

Each student, who filled ILS questionnaire, can be modeled by a vector SL of
4 integer attributes:

SL = (sl1, sl2, sl3, sl4) = (lar, lsi, lvv, lsg) , (1)

where lar means scoring for active (if it has negative value) or reflective (if it is
positive ) learning style, and respectively lsi, lvv, lsg are points for all the other
dimensions, with negative values in cases of sensing, visual or sequential learning
styles, and positive values in cases of intuitive, verbal or global learning styles.

Score from the interval [-3,3] means that the student is fairly well balanced
on the two dimensions of that scale. Values -5,-7 or 5,7 mean that student learns
more easily in a teaching environment which favors the considered dimension;
values -9,-11 or 9,11 mean that learner has a very strong preference for one
dimension of the scale and may have real difficulty learning in an environment
which does not support that preference [34].

3.2 Usability Preferences

Experiment results, described in [35], showed that students with different domi-
nant learning style dimensions indicated as important different usability features.
Color preferences are strictly connected with usability needs and are important
factors in interface designing. Suitable usage of colors can make interfaces easier
to understand and use [36]. On the other hand colors used in layouts, usually
do not address users’ requirements and only few authors consider user oriented
color models [37]. In the paper [35], there were examined student models based
on both factors: dominant learning styles and preferable colors.

In our investigations, we will focus on color choices as usability preferences and
it will be considered extended student model SM represented by two elements:
learning styles and color preferences.

SM = (SL, SC) , (2)

where SL is defined by ( 1) and

SC = (sc1, sc2) . (3)

SC represents numbers of the first (sc1) and the second (sc2) choices of preferable
colors of each student. Both of the attributes are of categorical type. To obtain
the attribute values, students should be asked to choose two the most preferable
colors’ compositions, from among all that may be used in the system layout, and
to indicate the rank for each.
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4 Cluster Analysis for Student Grouping

4.1 System Architecture

In the current study, the aim of the use of unsupervised classification is finding
groups of students of similar preferences for the purpose of courses’ adaptation
according to learner needs. The proposed system allows to adjust learning paths
together with layouts into individual preferences of students, taking into account
their dominant learning styles and usability requirements. In the pre-processed
phase, the database of learning styles and usability preferences of the sample
group of students is created. On the basis of that data set, by using unsuper-
vised classification, students are divided into groups, each of which characterized
by different preferences. Now, teaching materials as well as information content
may be adjusted to needs of every group and different learning paths may be
created. Each new student fills the questionnaire to determine his (her) learning
style together with usability choices, and according to them, the proper group
is chosen and personalized learning materials and contents are assigned. The
proposed personalized approach allows to build individual paths and to make
changes in teaching materials as well as to determine the ways of their pre-
sentations for students groups with different preferences. However, the personal
content is static for each student during the course, it may change while starting
the new one.

The system is based on three main data sets containing students individual
features, teaching materials and layouts. The last two should be created for
different courses separately, as students attending different classes, may be char-
acterized by different features. The application is equipped in modules of learner
profiling by determining their learning styles and usability preferences as well as
the cluster analysis tool for building student groups and assigning new students
into them. In the presented system, it is possible to limit considered personal-
ized features only to dominant learning styles. Then, only teaching paths will be
adjusted to student needs.

According to the main rule of the system, each new student, after filling the
questionnaires should be assigned to the proper group. However there may exist
students (outliers), who do not fit to any clusters, they should be considered
individually. The overview of the simplified system architecture (without out-
liers) is presented on Fig. 1. In further considerations we will use color choices
as examples of usability preferences.

The performance of the proposed system, which may be measured by the
effectiveness in achievement of learning outcomes, depends on the quality of
obtained clusters, which means similarity of group members.

4.2 Problem Statement

The problem statement, which consists in finding good quality groups of students
with similar learning styles and usability preferences by unsupervised classifica-
tion, imposes requirements for characteristic features of a clustering algorithm.
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Fig. 1. System architecture [22]

The applied grouping technique should be fully self-generating and order in-
dependent with possibilities of changing similarity threshold value as well as
determining the significance of each attribute value (each learning style dimen-
sion or usability preference may be of different importance for disparate courses).
There should be no requirements for determining, the final number of clusters,
in advance (the amount of learners’ groups may change for different data), how-
ever it cannot exceed the maximal value, determined by a tutor. What is more,
there should be included the possibility of clustering according to attributes rep-
resented by variables of different types (dominant learning styles are numeric,
while color preferences are categorical for example), The last feature may be
fulfilled by using similarity measures for mixed type data. Finally, dealing with
outliers, which may signify outstanding students, will be an advantage of an
applied method.

4.3 Clustering Algorithms

Once we have defined the preferable features of the clustering algorithm, we may
consider finding the method that will satisfy tutors. In spite of the most often
required features concerning the power and flexibility of data mining methods,
in e-learning the emphasis is done on their simplicity. As the main goal of data
mining, and in particular of clustering, is the improvement of courses. Educators
need to understand the methods they apply. Most of the current data mining
tools are too complex for teachers to use and their features do not meet their
needs [38]. Consequently, in further considerations we will limit into the simplest
approaches and check if they fulfill the requirements defined in the Section 4.2.

Partitioning Approach. K-means is one of the most known technique from
among partitioning methods [39]. Algorithm consists in assigning data into the
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given number of clusters. At the beginning, clusters are randomly selected. In
each iteration, observations are reassigned by moving them into the nearest clus-
ter. New cluster centers are recalculated. The process is continued until all the
observations are situated in the closest cluster. The method is simple and effec-
tive on large data sets, but its results depend significantly on initial assignments.
The performance of K-means was investigated in [40] on students learning styles
dimensions data sets and in [35] for all the students’ attributes (including color
choices).

The main parameters that influence significantly clustering effects by K-
means, are initial assignments for cluster centers and the number of desired
clusters. The algorithm is noisy sensitive and even a presence of one outlier may
result in deformation of obtained clusters, what will take place in case of an
outstanding student or if mistakes were made while filling questionnaires.

In [41], it was presented the modified method, where cluster centers are cal-
culated after every object’s allocation, what effects in outlier detection ability.
Further improvement of the method by combining with agglomerative hierar-
chical clustering gave better results for real student learning style data [40].
However the combined method still required the input parameters: number of
clusters and initial cluster centroid assignments, which influence the final re-
sults. That feature should be mentioned as the main disadvantage of K-means
and its modifications, especially from the point of view of tutors who will have
to determine at least the number of clusters in advance.

Statistical Approach. The goal of statistical models is to find the most likely
set of clusters on the basis of training data and prior expectations. Expecta-
tion - Maximization algorithm (EM) uses the finite Gaussian mixtures model to
generate probabilistic descriptions of clusters in terms of means and standard
deviations [39]. The big advantage of EM algorithm is possibility of the selec-
tion of number of clusters by cross validation techniques, what allows to obtain
their optimal value [42]. That feature allows not to determine the number of
clusters at the beginning. Similarly to K-means method, parameters are recom-
puted until the desired convergence value is achieved. Experiments, described in
[40], showed also noise sensitiveness of EM for student learning style data, the
presence of outliers completely changed obtained effects: the number of clusters
decreased, what resulted in building groups of lower quality.

Density Based Approach. Density-based methods discover clusters as dense
regions of objects that are separated by regions of low density. Density-Based
Spatial Clustering of Applications with Noise (DBSCAN) algorithm defines a
cluster as a maximal set of so called density-connected points [43]. It allows to
find clusters, for large spatial databases, of arbitrary shape and detect outliers.
As the additional advantage of DBSCAN, it should be mentioned law number
of required input parameters. However, on the other hand, the ones, which are
necessary, are strictly connected with the density of considered objects, they
should be chosen for every data set separately and they are difficult to determine.
Even in the case of learning style data, where the range of the attribute values
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is limited, what may facilitate the choice of parameters, it is not easy to find out
the parameters that guarantee clusters of good qualities. Experiments, presented
in [40], have shown that DBSCAN did not give acceptable results as it performed
the tendency to divide data into big clusters and to indicate many outliers.

Hierarchical Techniques. From among hierarchical algorithms, in spite of
the agglomerative approach used so far (see [44]), it has been chosen Farthest
First Traversal Algorithm, based on the strategy introduced in [45].This divisive
approach guarantees very good performance in comparison with agglomerative
methods [46]. Similarly to K-means, it is very simple and requires the desired
number of clusters as an input parameter. Hierarchical algorithms are also noise
sensitive even in the case of the farthest first traversal strategy, which secures
the best effectiveness in the hierarchical approach.

Dealing with outliers. From among the considered algorithms, only DBSCAN
has the ability to find outliers, however bad choice of input parameters may entail
in indicating wrong objects as outliers. The other techniques, in the presence of
noise changed their performance [40]. The one possible solution of withdrawing
the difficulties consists in including preprocess phase to find out and remove
outliers, by using one of the techniques for detecting outliers. The broad review
of such methods was presented in [47]. Such approach was proposed in [21], where
it was considered application of Farthest First Traversal Algorithm, for data
previously cleaned out from outliers by COF technique [48], to find out groups
of students with similar learning style dimensions. That method occurred to be
effective [21], however tutors had to determine the required number of learners’
groups in advance. Good effects in case of data containing noise are obtained
by combining modified K-means with the agglomerative hierarchical algorithm,
proposed in [41]. Such approach allows not only to indicate instances containing
noise but also objects that outstand from the others [40]. However the number
of clusters is still required as input data.

Comparison of Methods. Performance of the techniques considered in the
previous paragraphs, as well as some of their features were concluded on the
basis of the experiments described in [40] and their characteristics. Table 1 shows
all the algorithm features, which are important from tutors’ point of view and
clustering techniques fulfilling them.

The content of the Table 1 shows that none of the algorithms fulfill all the
requirements. The most effective are combinations of two algorithms, however
even if they deal with outliers, the final number of clusters is required as in-
put data. Some more experimental results concerning presented methods, which
confirmed information contained in the table will be described in Section 6.

In the present study, it is proposed to apply two-phase hierarchical algorithm,
which deals with outliers and allows for determining weights for different learning
styles dimensions, with number of clusters depending on a required threshold.
The detailed algorithm will be presented in Section 5.
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Table 1. Required features and clustering techniques

Feature Technique

Final number of clusters not EM
required DBSCAN

Limits for maximal number of Only as final number of clusters:
clusters K-means

Hierarchical Approach

Dealing with outliers DBSCAN
modif. K-means combined with
hierarch. agglomerative

Attributes of mixed type all, depending on distance function
difficult choice of parameters for
DBSCAN

Different significance of each all except of DBSCAN, by including
attribute weights into distance function

Self generating all except DBSCAN

Order independent all

5 Two Phase Hierarchical Clustering

In [49], it was considered building special clustering algorithm that will fulfill all
the requirements of tutors for student grouping according to learning styles and
usability features, and will be not too complex for educators to use.

5.1 Algorithm and Its Parameters

The aim of the proposed two-phase hierarchical algorithm was to obtain clusters
of good qualities and fulfill tutors’ requirements, defined in Section 4.2, at the
same time. The review of clustering algorithms done in Section 4.3 showed that
combinations of two algorithms performed better than each of them indepen-
dently. The idea of proposed solution consists in dividing the process into two
stages: the first one aims finding groups of students of big similarity and detect-
ing the ones suspected to be outliers; during the second stage groups are merged
into bigger ones if it is necessary and outliers are indicated. The first stage con-
sists of a single layer clustering, during the second phase clusters are formed into
hierarchical structure. The algorithm may be used for both of student models:
SL defined by ( 1) or SM determined by ( 2).

The following parameters are necessary for the algorithm:

– Clustering threshold T
– Minimal clustering threshold MINT
– Maximal number of clusters KMAX.
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T indicates minimal similarity of two students, who belong to the same group.
MINT should be determined by taking into account the requirements connected
with the considered courses and should guarantee that students grouped into the
same clusters are of sufficiently similar characteristics. MINT value decides, how
far from any of groups student should be to be qualified as the outlier. KMAX is
connected with number of teaching paths, which together with different versions
of layouts, a tutor is able to prepare for the educational process. All the outliers
require individual paths as it always takes place with outstanding students.

The steps of the algorithm may be described as follows:

Phase I: Single Layer Clustering
Input: A set of N SM data, threshold T, maximal number of clusters KMAX,
minimal clustering threshold MINT.
Output: Set of clusters SCM
Steps:

1. Assign SM1 as the first cluster
2. Calculate the similarity between i-th student’s SM

and the centroid of each existing cluster,
3. Assign the student into the closest cluster, that

the similarity is greater than T,
calculate the new centroid of the cluster
otherwise SMi initiates a new cluster

4. Repeat 2 and 3 for each student SMi, i = 2, ...N
5. If there exist clusters containing one element,

repeat 2 and 3 until all clusters stabilize.

Phase II: Hierarchical Agglomerative Clustering
Output: The set of clusters SCM and the set of outliers.
Steps:

1. Remove all 1-element clusters from SCM,
let they consist the set SCM1

2. If number of clusters in SCM less equal KMAX
go to 4,

3. Repeat: merge the closest clusters
until KMAX is achieved

4. For each cluster in SCM1, find the closest in SCM
if similarity of the centroids, greater than MINT
merge them otherwise
indicate 1-element clusters as outliers.

Instead of using required number of clusters, the algorithm is based on the
clustering thresholds, which are easy to determine in advance, in the case of data
of limited range and differences between their values. The hierarchical clustering
algorithm of this kind was presented in [50] for web page clustering, with divisive
hierarchical approach in the second phase. Wang proved [51] that this kind of
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hierarchical clustering algorithm is independent of the order of the input data,
if they are well normalized. Normalization of data is guaranteed by the properly
defined similarity measure, which should also allow for using weights and for
application to data of mixed types, as it was stated at the beginning of this
section. In the algorithm, there is applied similarity function, introduced by
Gower [52], that may be used for both types of data: numerical and categorical,
at the same time determined as follows:

Definition 1. Let SMi, SMj denote two d-dimensional objects. Then the gen-
eral similarity coefficient simg is defined as:

simg(SMi, SMj) =
1∑d

k=1 wk

d∑
k=1

wksk , (4)

where sk is the similarity of the k-th attribute of SMi, SMj and wk is either one
or zero depending on whether or not a comparison is valid for the k-th attribute
of the two objects. For numerical attributes sk is defined as

sk = 1 − | slik
− sljk

|
Rk

, (5)

where Rk is the range of k-th attribute. For categorical values sk has the form:

sk =
{

1 if both attributes have the same value,
0 otherwise.

(6)

Using of wk enables assigning weights for different attributes, the ones not valid
in the classification process should be equal to 0. Such defined similarity function
imposes the way of calculating attribute values for the centroid of each cluster.
The required values should be calculated differently for the attributes of numer-
ical type and for the ones, which are categorical. For the first 4 attributes of SM
model, their values for a cluster centroid are just the averages of the respective
attribute values of all the cluster members. The last two attributes of SM model,
of the cluster centroid, should represent values of the majority of cluster objects
and will be defined by using frequency vectors [53].

Definition 2. Let SLM denote the cluster of d-dimensional objects of mixed:
numerical and categorical types. Let o means the number of all possible categorical
values for attributes of SM ( 2). Then, as cluster frequency vector for each cat-
egorical attribute, we will consider o-dimensional vector cf = [cf1, cf2, ..., cfo],
containing the number of occurrences of each categorical value ck, k = 1, 2, ..o of
the considered categorical attribute in the cluster SCM . Then the cluster cen-
troid SCMC will be the d-dimensional object, which elements of numerical types
are the average value of respective elements of all the cluster members. Centroid
attribute values for variables of categorical type are equal to the categorical values
of the maximal frequency for the respective attribute.
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Let the considered cluster contains M objects, then i − th element of the cen-
troid SCMC may be defined as:

SCMCi =
1
M

M∑
k=1

slik
, (7)

for i = 1, ..., 4 and

SCMCi = ciK where Kis such that cfiK = max {cfik
, 1 ≤ k ≤ o} , (8)

where
o∑

k=1

cfik
= M, (9)

for i = 5, 6.

In case of the application of the proposed technique into the model limited to
SL attributes, the similarity function will take the form of ( 4), and centroid
attribute values will be calculated as the averages for all the cluster objects.

5.2 Algorithm Modification

As the algorithm, presented in the previous section, consists of two stages and
the vector SM is built of two models: SL and SC, it may be considered different
approaches for application of the technique. The first one consists in using all of
the components of SM model in both of the phases, while in the second approach
elements SL and SC are separated, to use independently in each phase of the
algorithm. In that case single layer clustering is applied for components of SL,
and then output clusters are merged according to SC components. In that case
the parameters, may change their form and have the following meanings:

– Clustering threshold T depends on considered courses and is connected with
sufficiently similar learning styles,

– Minimal clustering threshold MINT concerns color preferences,
– Maximal number of clusters KMAX is still connected with number of teach-

ing materials combined with different layouts, which tutors are able to pre-
pare together for the educational process.

That version of proposed algorithm takes the following form:

Phase I: Single Layer Clustering
Input: A set of N students’ SL and SC data, threshold T, maximal number of
clusters KMAX, minimal clustering threshold MINT.
Output: Set of clusters SCM
Steps:

1. Assign SL1 as the first cluster and its centroid,
2. Calculate the similarity to SLi( 4),( 5),

and the centroid of each existing cluster,
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3. Assign the student into the closest cluster, for which
the similarity is greater than T
otherwise SLi initiates a new cluster

4. Repeat 2 and 3 for each student SLi, i = 2, ...N
5. If there exist 1-element clusters,

repeat 2 and 3 until all clusters stabilize.

Phase II: Hierarchical Agglomerative Clustering
Output: The set of clusters SCM and the set of outliers.
Steps:

1. Remove all 1-element clusters from SCM,
let they consist the set SCM1

2. If number of clusters in SCM less equal KMAX
go to 4,

3. Repeat: merge the closest clusters
until KMAX is achieved

4. For each cluster from SCM1, find the closest one in SCM
if similarity of the centroids, is greater than MINT
merge them otherwise
indicate 1-element clusters as outliers.

The first phase and the proper choice of T should guarantee sufficient simi-
larity of students’ learning styles in each cluster. The second stage together with
suitable MINT value should fulfill the requirements of the same color choices
among the most possible number of students with similar dominant learning
style preferences. Similarly to the previous version the measure defined by ( 4)
ensures good data normalization and independence of the algorithm of input
data order [51]. Using wk enables to assign weights for attributes, the ones not
valid in the classification process should be equal to 0. Weights may be also used
while taking into account color ranks in student choices.

6 Experimental Results and Discussion

The aim of the experiments was to examine the performance of the proposed
clustering technique for different student data sets depending on the choice of
parameters. The investigations were done in two stages, in each of which, con-
sidering different models. The first one, in which students are represented by
their learning style dimensions and the second one with attributes based on
both: learning style preferences and color choices. The aim of the first stage
was to check the effectiveness of the technique and to compare the results with
the ones obtained by the other algorithms, for the simple model, represented
by numerical attributes. The goal of the second stage was to examine the usage
of the technique for the data of mixed type, taking also into account algorithm
modification.

To obtain the most representative the possible test results, the special em-
phasis was done on the differentiation of student groups that took part in the
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experiments. Students were chosen from among those, who took part in collab-
oration online and used educational environment based on Moodle. Data were
collected during three academic years from students attending different courses
of engineering and master levels, different years of studies, including also part-
time and evening courses. However all of the test participants studied Computer
Science, but the ones from the second cycle of studies especially those who stud-
ied during weekends were graduated also in the other programmes.

6.1 Learning Style Model

During the experiments, student model SL, described by ( 1) was considered.
There were taken into account two data sets of 125 and 71 instances, from
among all of the real students’ data. The second set consisted of volunteers who
partcipated also in the tests concerning color preferences. The performance of
the algorithm was checked, depending on the choice of parameters. The results
were compared with the ones obtained by using well known K-means and hier-
archical Farthest First Traversal algorithm, both from the Open Source Weka
software [42].

Test results showed, for both of data sets that the threshold value has the
big influence on the quality of results and the number of clusters obtained; for
T = 0.9, the algorithm assigned all the students, except outliers, into one cluster
after the first phase; if T = 0.92 the number of clusters created was equal to
two, and all the assignments were also done during the first phase. In the case
of the high value of T , parameter KMAX may decide of the final number of
clusters. Table 2 presents the final number of clusters, depending on the assumed
threshold value, for both considered data sets: A of 71 instances and B of 123
instances. As it may be easily noticed for both of the cases, obtained effects
are similar, however greater number of instances entails in greater number of
clusters.

Threshold value depends on the required similarity of the attributes and, in
fact, in the case of learning style dimensions may be easily calculated. If we
assume that the average difference between student learning style attributes,
should be less than 4 , after summing up, it will give 16 for all the attributes,
then taking into account equations (4) and (5) we will obtain that the similarity

Table 2. Number of clusters depending on the threshold value

Threshold Data set Number of clusters

0.92 Set A (71) 1
Set B (123) 2

0.94 Set A 2
Set B 3

0.96 Set A 5
Set B 5
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Table 3. Number of instances for different cluster numbers(data set A)

Number of clusters Algorithm Instances

2 Two-phase 48,23
FFT 67,4
K-means 36,35

5 Two-phase 31,15,19,3,3
FFT 49,3,8,7,4
K-means 20,13,12,21,5

(threshold) cannot be less then 0.96. If our similarity requirements are not so
strict, the assumed threshold may be less, for example threshold of 0.9 is con-
nected with the attribute differences not greater than 8. Tutors can easily de-
termine that value in advance, depending on their requirements. The number of
obtained clusters cannot be easily determined as they are connected not only
with the threshold, but also with the data structure.

Examination of the technique, using different values of weights, showed the big
influence of each dimension on the final effects. Setting any of weights equal to
zero, completely changed the structure of obtained groups. It means that in ane
e-learning system, there should be taken into account only these dimensions that
are expected to have an influence on students’ perception and activity during
the course.

The algorithm expressed also the big ability for finding outliers, comparing
with the performance of Connectivity Outlier Factor algorithm considered in
[21], especially taking into account difficulties with the choice of parameters,
that will guarantee the success. In the presented approach MINT value, which
decides on the final indications of outliers, may be easily calculated similarly to
the threshold T .

The structure of the groups received (clusters of different sizes), was similar
to the ones obtained by hierarchical Farthest First Traversal, while K-means
divided students into almost equal clusters, what is presented in Table 3 and
Table 4.

6.2 Extended Student Model

The experiments were done for two data sets: the one of Computer Science
students’ data and the other artificially generated; their goal was to compare
the performance of two versions of the two-phase approach. In the first version
all the attributes were used in both phases, while in the second one, they were
separated, for applying two-phase algorithm modification.

As the first data set, the sample group of 71 students was considered. Students
examined color compositions of the portal layout, where their activities took
place. They were asked to choose 2 from 9 colors as preferable and indicate
ranks for them. They filled also ILS questionnaire. The second data set, of 73
instances, was generated artificially.
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Table 4. Number of instances for different cluster numbers(data set B)

Number of clusters Algorithm Instances

2 Two-phase 116,5
FFT 108,15
K-means 68,55

3 Two-phase 67,23,33
FFT 88,12,23
K-means 43,40,40

5 Two-phase 63,33,19,5,3
FFT 83,9,22,5,4
K-means 27,21,30,18,27

The performance of the proposed method was examined by evaluation of the
quality of obtained clusters, taking into account two points of view: color choices
and learning styles. In the first case, it is measured by number of instances
with different color preferences assigned into the same clusters, while in the
second one the quality is measured by differences among dominant learning
styles dimensions inside clusters. Research was done for different number of
clusters as well as depending on inclusion of color rank into weight coefficients
wk. Thresholds T and MINT were experimentally chosen (in case of the model
including categorical attributes calculating the threshold value is not so obvious
as it was for numerical attributes) and constant during all experiments: T equal
to 0.92 in the first version and 0.96 in the second one, for the first data set,
and respectively 0.78 and 0.93 for artificially generated data; MINT was equal
to 0.75 in all the cases.

Table 5 presents percentage of students, whose color preferences differ from
the majority of the cluster, for two versions of the algorithm, various number
of clusters, taking or not taking into account color ranks. Result analysis shows
that the best quality of clusters, from the point of view of color preferences, was
obtained by the first version of the algorithm, what means using all the attributes
during the whole clustering process; and for different number of clusters, in
case of usage of color ranks. Though on the other hand distinguishing the first
color choice may have bad influence on cluster quality connected with the other
attributes. Comparison of percentage values for both considered versions, and
both data sets, shows that using of color preferences attributes in the first phase
of the algorithm definitely improves the quality of obtained clusters.

Quality of clusters, from the point of view of learning style dimensions, presents
completely disparate image. Detailed analysis of obtained groups, for both of the
data sets, shows that, in some of them, assigned objects are characterized by learn-
ing style dimensions of significantly different score values. For example, in case
of the first version of the algorithm with number of obtained clusters equal to 5,
and including ranks, in one of the cluster of 13 students, the strongly active ones
together with strongly reflective as well as sequential together with global were
placed. It may mean that the second version gives better results from the point
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Table 5. Percentage of cluster objects with different color preferences

Algorithm Rank Number of clusters Real data Artificial data

VER.1 No 3 25.35% 30.14%
4 12.68% 30.14%
5 14.08% 24.66%

Yes 3 28.17% 31.51%
4 19.72% 30.14%
5 11.27% 26.03%

VER.2 No 3 28.17% 36.99%
4 26.76% 34.25%
5 40.84% 34.25%

Yes 3 28.17% 32.88%
4 28.17% 32.88%
5 40.84% 32.88%

of view of learning styles, while the first one, if focus is done on color preferences,
however, to obtain general conclusions further investigations may be necessary.

7 Conclusion and Future Research

In the chapter, it was considered application of cluster analysis for student
grouping according to their dominant learning styles and usability preferences.
In the examined student model, as usability preferences, there were considered
color choices. It was proposed intelligent e-learning system, in which person-
alized teaching paths as well as information content organization are adjusted
to student groups of different requirements. Using of unsupervised classifica-
tion enables to create student groups dynamically, depending on the courses
they attend. Presented investigations focused on finding clustering technique,
which guarantee clusters of good quality and fulfils tutor requirements at the
same time. The review of well known algorithms enabled to indicate their main
disadvantages, regarding an application in e-learning system as well as tutors
requirements. It may be concluded that the new approach is necessary.

To fulfill the presented conditions, it was proposed to apply the two-phase
hierarchical algorithm for students’ grouping. That specially constructed tech-
nique enables to find student groups according to their individual learning style
and usability preferences, what is more, all the students who differ significantly
from their colleagues (outliers) are indicated. Tutors do not need to determine
the exact number of students’ groups in advance. The technique is based on the
clustering thresholds, which decide on cluster qualities. The maximal number of
required clusters, is only the upper limit depending on the number of possible
teaching paths or personalized layouts, which may be created. For the purpose
of the tests there were taken rather small values, but in reality the parameter
may be not limited, if there are such possibilities. The proposed similarity func-
tion allows not only to differentiate the importance of every attribute, by using
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weights or even not taking into account certain dimensions, but it is also adapted
for the usage of the data of mixed type.

In the chapter, it was also considered usage of the modified version of the two-
phase hierarchical clustering algorithm, in which, in each of the phases different
attributes are taken into account. In the first stage clusters are built according
to learning style preferences, while in the second one similarity on the basis of
usability preferences is considered. Investigations showed that different versions
of the algorithm should be chosen depending on which part of students’ model
the emphasis is done, however further research concerning the role of weights
may be also useful.

Experiments, showed the good performance of the algorithm, for student group-
ing according to their preferences, taking into account also the data sets containing
outliers. Experiments done for real and artificial data allowed to indicate param-
eters, which guarantee the best results, but some modifications of the algorithm
and further research concerning choice of parameters may be necessary.

Proposed student model, depends on color preferences as usability needs. In
the next step development of models by taking into account other preferences,
like navigational paths may be considered. The future research should also con-
sist of further investigations of the examined algorithm and its possible modifi-
cations, with the emphasis on the choice of parameters, application of different
similarity functions, for different data sets, as well as of comparing its effective-
ness with other algorithms. Obtaining students’ clusters of good quality is the
first stage. Then there should be investigated defining representative features for
each group, what will enable tutors to personalize the system. However, many
research needs to be done also in that area.
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Abstract. A modern Air Traffic Organisation (ATO) represents a complex 
organisation that involves many parties with diverse goals performing for a 
wide range of tasks. Due to the structural and behavioural complexity of ATOs, 
mistakes and performance problems are not rare in such organisations. Some of 
these faults may seriously affect safety, causing incidents. Therefore, the 
possibility to perform detailed and reliable analysis is of primary importance  
for ATOs. To this end, this chapter introduces an automated approach for 
modelling and analysis of complex ATOs. The developed model incorporates 
all important structural and behavioural aspects of an ATO. The approach is 
illustrated by a case study in which ATO’s tasks related to movement of aircraft 
on the ground and to safety occurrence reporting are considered. 

1   Introduction 

An Air Traffic Organisation (ATO) ensures a safe and efficient flow of aircraft both 
at airports and in the air. An ATO represents a complex organisation that involves 
many parties with diverse goals performing a wide range of tasks. Among the ATO’s 
participants are airports, air navigation service providers (ANSP), airlines, regulators, 
and the government. Due to the high complexity, inconsistencies and performance 
bottlenecks often occur in ATOs. Some of these faults may result into performance 
issues, whereas others can seriously affect safety, causing incidents. Therefore, the 
possibility to perform detailed and reliable automated analysis aiming at detecting 
safety hazards in ATOs is of primary importance in the air traffic domain. Currently, 
formal risk assessment approaches [6, 11] are based predominantly on fault/event 
trees used for sequential cause-effect reasoning for accident causation. However, such 
trees do not encounter for complex, non-linear dependencies and dynamics inherent in 
ATOs. Advantages of agent-based organisation modelling that allows investigating 
complex emergent dynamics of a system are increasingly recognized in the domain. 
In particular, agent-based modelling has been proposed as a means to assess safety 
risk of complex emergent dynamics of air traffic operations [15, 16]. These studies 
focus on the risk of air traffic operations and use a plain society of agents, without 
considering the organisational layer. Several approaches [8, 11] consider an influence 
of different organisational aspects on safety, however, without providing precise 
details. This chapter presents the first attempt to create a formal agent-based 
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organisational model of an ATO using the developed previously organisation 
modelling and analysis framework [13] and the methodology from [16]. On the one 
hand, the framework allows specifying the prescriptive structural and behavioural 
dependencies of an organisation. On the other hand, it provides means to describe 
autonomous behaviour of the organisational actors. In contrast to many existing 
enterprise modelling approaches (CIMOSA [4]; ARIS [12]) this framework has a 
formal basis, which enables reliable analysis of models. More specifically, to express 
structural relations, sorted predicate logic-based languages are used, whereas the 
Temporal Trace Language (TTL) [2] is used for specifying dynamic aspects of 
organisations.  

Also, more limited languages dedicated for automated modelling and analysis of 
particular aspects of organisations have been developed: process-oriented modelling 
techniques [18], organisational performance evaluation techniques [17]. However, 
modelling of particular organisational aspects does not allow defining 
interdependencies between different perspectives on organisations and to investigate a 
combined influence of factors from different perspectives on the organisational 
behavior. By considering multiple perspectives of organisations the designer is 
equipped with more rigorous and manifold analysis possibilities than by using 
analysis techniques dedicated to a particular view only.  

In [5] an integrated framework for process and performance modelling is described 
that incorporates accounting/business parameters into a formal process modelling 
approach based on Petri-nets. However, key aspects as authority and power relations, 
organisational and individual goals, individual behavior are not considered. Another 
formal framework for business process modelling is described in [7] focusing on the 
formal goal-oriented modelling using situation calculus. Modelling and analysis of 
processes and other organisational concepts are not properly addressed in this 
framework. A formal framework for verifying models specified in Unified Enterprise 
Modelling Language (UEML) is proposed in [3]. It identifies a general idea to use 
conceptual graphs for verifying enterprise models; however, neither technical nor 
experimental results are provided to support this idea. 

In the framework used in this chapter four interrelated views are distinguished: the 
performance-oriented view describes organisational goal structures, performance 
indicators structures, and relations between them; the process-oriented view describes 
organisational functions, processes, resources and relations between them; the 
organisation-oriented view describes organisational roles, their authority, 
responsibility and interraction relations; the agent-oriented view describes agents' 
types with their capabilities, and principles of allocating agents to roles.  

The framework proposes a number of analysis techniques, the application of some 
of which is demonstrated in this chapter. Specifically, the constructed specification of 
the ATO is verified for correctness by applying the general and specific for particular 
views consistency verification techniques from [2, 13]. Further, the consequences of 
different types of agent behaviour that diverges from the prescriptive (formal) 
organisational specification are simulated. 

The chapter is organized as follows. Section 2 introduces the description of the 
ATO under consideration. In Section 3 the developed model for the formal 
organisation is presented. A specification of the organisational agents is described in 
Section 4. The results of the correctness verification of the designed ATO 
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specification are presented in Section 5. The results of the analysis by simulation are 
considered in Section 6. Section 7 concludes the chapter. 

2   Case Study 

The ATO performs a variety of tasks: development and evaluation of new air traffic 
operations (e.g., introduction of a new runway on an aerodrome), movement of 
aircraft on the ground, safety occurrence reporting and investigation, etc. In this paper 
we focus particularly on the ATO tasks related to movement of aircraft on the ground 
and safety occurrence reporting. More specifically, the taxiing of an aircraft to a 
designated runway and the subsequent take off from this runway are considered using 
input from [14, 15]. Furthermore, reporting of safety occurrences during taxiing 
operations near an active runway are investigated. 

During the taxiing, an aircraft moves from one sector of the airport to another, until 
it reaches the runway designated for take off. The crew of an aircraft consists of the 
pilot-in-command and the second pilot. The monitoring and control over the traffic in 
a sector is performed by a dedicated ground controller. Also, the control over aircraft 
on a runway and in its surroundings is performed by a dedicated runway controller. 
During the taxiing control over an aircraft is handed over from one controller to 
another, depending on the physical position of the aircraft. Before crossing a runway 
on its way, the crew of a taxiing aircraft should request the controller responsible for 
the runway for clearance. Only when the clearance is provided, the aircraft is allowed 
to cross. The same holds for the take off operation. Controllers may be situated in the 
same or in different towers at the airdrome, each of which is guided by a Tower 
Controllers Supervisor.  

In this operational context, safety-relevant events may occur, e.g. taxiing aircraft 
initiates to cross due to misunderstanding in communication. To support safety 
management, such events should be reported by the involved pilots and controllers. In 
this case we consider reporting that occurs either via formal organisational lines or via 
informal coordination. The formal organisation considers safety occurrence reporting 
at the air navigation service provider (ANSP) and at airlines, the informal path 
considers coordination between air traffic controllers. 

The formal occurrence reporting at the ANSP starts by the creation of a 
notification report by the involved controller(s). This notification report is examined 
and possibly improved by the supervisor. The notification report is processed by the 
safety investigation unit (SIU) of the ANSP. The severity of the occurrence is 
assessed and a description of the event is stored in a safety occurrences database. In 
the case of single severe occurrences or in the case of a consistent series of less severe 
occurrences, the SIU may initiate an investigation for possible causes. The 
investigation results are reported to the operation management team at the ANSP.  

The organisation of the safety occurrences processing at the airline starts with a 
notification report created by the pilots. This notification report may be provided to 
the airline’s safety management unit or it may be directly provided to the regulator (a 
governmental organisation). The airline’s safety management unit examines and 
potentially improves the report and it informs the regulator about safety occurrences 
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at the airline. The regulator may decide on further investigation of safety occurrences 
by itself or by a facilitated external party.  

The informal safety occurrence reporting path at the ANSP considers that 
controllers discuss during breaks the occurrences that happened in their shifts. If they 
identify potential important safety issues they inform the head of controllers, who is a 
member of the operation management team. This team may decide on further 
investigation of the issue. 

3   Modelling the Formal Air Traffic Organisation 

To perform analysis of the ATO’s structures and processes both the specification of 
the formal organisation and the specifications of agents and the principles of their 
allocation to the roles should be developed. To design such specifications a sequence 
of design steps is identified in [16]. The formal organisational specification is built by 
executing the steps 1-9 described below. Agents that cause performance variability in 
the ATO are specified in the next section.  

In general, organisation modelling is a challenging task that requires a close 
investigation of organisational documents (e.g., policies, job prescriptions), 
interaction with organisational actors (e.g., by organising interviews and formulating 
questionnaires). 
 
Step 1. The identification of the organisational roles 
In this step organisational roles are identified, both simple and composite ones and 
subrole-relations are established. A role represents a set of functionalities of (part of) 
an organisation abstracted from specific actors who fulfil them. Each role can be 
composed by several other roles. A role composed of subroles is called a composite 
role. In the considered organisation roles can be represented at three aggregation levels 
(see Fig. 1-3). For example, at the aggregation level 1 the Air Navigation Service 
Provider is considered as one composite role interacting with other roles. The subroles 
of the Air Navigation Service Provider (e.g., the Control Unit) are described at the 
aggregation level 2, and so forth. Note that based on the introduced generic roles role 
instances may be defined for particular applications (e.g., in simulations). Each role has 
an input and an output interface facilitating in interaction with other roles.  

A special role type is the environment (env). The environment for the case study 
consists of two sectors of an airdrome, each of which is controlled by the 
corresponding ground controller role. The sectors adjoin a runway that is in control of 
the runway controller role. 

Step 2. The specification of the interactions between the roles 
In this step, interaction relations between roles, roles and the environment are 
identified. To specify interaction relations, the interfaces of the roles and the 
environment are formalised by interaction ontologies. For a role, input and output 
ontologies are specified referred to as interface ontologies, which are used to describe 
interactions with other roles. Generally speaking, an input ontology determines what 
types of information are allowed to be transferred to the input of a role (or of the 
environment), and an output ontology predefines what kinds of information can be 
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generated at the output of a role (or of the environment). For specifying 
communications the interface ontologies for all roles include the following predicate: 

communication_from_to: ROLE x ROLE x MSG_TYPE x CONTENT 

Here the first argument denoted the role-source of information, the second – the role-
recipient of information, the third argument denoted the types of the communication 
(which may be one of the following {observe, inform, request, decision, readback}) and the 
fourth – the content of the communication. The sort ROLE is a composite sort that 
comprises all subsorts of the roles of particular types (e.g., CONTROLLER). The sort 
CONTENT is also the composite sort that comprises all names of terms that are used as 
the communication content. Such terms are constructed from sorted constants, 
variables and functions in the standard predicate logic way. 

Relations between roles are represented by interaction and interlevel links. An 
interaction link is an information channel between two roles at the same aggregation 
level. An interlevel link connects a composite role with one of its subroles. It 
represents information transition between two adjacent aggregation levels. The 
interaction relations for the ATO have been identified and formalised at each 
aggregation level (see Fig. 1-3). An ANSP interacts with Crews of aircraft being 
guided by air traffic controllers. A regulator performs safety assessment of ANSP’s 
operations and procedures regularly. In some ANSPs Ministry of Justice may be 
involved in the safety investigation of severe occurrences. 

 

Fig. 1. The interaction relations between the generic roles at the aggregation level 1 

 

 

Fig. 2. The role Air NavigationService Provider considered at the aggregation level 2 
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Fig. 3. Interaction relations at the aggregation level 3: (a) within the Tower Control Unit 
(subrole of the ANSP) and (b) within Crew role (subrole of the Airline). 

Step 3. The identification of the requirements for the roles 
In this step the requirements on knowledge, skills and personal traits of the agent 
implementing a role at the lowest aggregation level are identified. Knowledge-related 
requirements define facts and procedures that must be well understood by an agent. 
Skills describe developed abilities of agents to use their knowledge for tasks 
performance. For example the following requirements for the air traffic controller role 
are defined: (1) passed a medical examination; (2) 2 or 4 year college degree before 
initiation of training; (3) thorough knowledge of the air traffic management system 
and the flight regulations; (4) computer training; (5) air traffic control training; (6) 
excellent listening and communication skills; (7) quick decision-making skills. 

Step 4. The identification of the organisational performance indicators and goals 
In this step, organisational goals, performance indicators (PIs) and relations between 
them and organisational roles are identified. A PI is a quantitative or qualitative 
indicator that reflects the state/progress of the company, unit or individual. PIs can be 
hard (e.g., taxiing time) or soft, i.e., not directly measurable, qualitative (e.g., level of 
collaboration between controllers). PIs can be related through various relationships. The 
following relations are considered in the framework: (strongly) positive/negative 
causal influence of one PI on another, positive/negative correlation between two PIs, 
aggregation – two PIs express the same measure at different aggregation levels.  

Goals are objectives that describe a desired state or development and are defined as 
expressions over PIs. The characteristics of a goal include, among others: priority; 
horizon – for which time point/interval should the goal be satisfied; hardness – hard 
or soft (for which instead of satisfaction, degrees of satisficing are defined). A goal 
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can be refined into subgoals forming a hierarchy. Some examples of the goals and PIs 
of the ATO are given in Table 1. Here goals 25, 26, 27, 28, 16 and 21 are subgoals of 
goal 10, and the PIs, on which these subgoals are based, are related to the PI of goal 
10 by the aggregation relation. Goals are related to roles. For example, goal 10 is 
associated with Airline, Tower Control Unit and Safety Investigation Unit roles.  

Step 5. The specification of the resources 
In this step organisational resource types and resources are identified, and 
characteristics for them are provided, such as: name, category: discrete or continuous, 
measurement unit, expiration duration: the time interval during which a resource type  
 

Table 1. Examples of goals and PIs of the ATO 

# Goal Based on the PI 
10 It is required to maintain a high level of safety of 

execution of tasks related to the air traffic 
management 

The level of safety of 
execution of tasks related to 
the air traffic management 

16 It is required to maintain a high level of robustness 
and unambiguousness of the control (coordination) 
structure for the execution of tasks 

The level of robustness and 
unambiguousness of the 
control (coordination) 
structure for the execution 
of tasks 

20 It is required to maintain a sufficient level of 
autonomy of decision making and the operation 
execution for the roles involved into the air traffic 
management 

The level of autonomy of 
decision making and the 
operation execution for the 
roles involved into the air 
traffic management 

21 It is required to maintain unambiguousness, 
consistency, correctness and timeliness of 
information exchanged between agents 

The unambiguousness, 
consistency, correctness 
and timeliness of 
information exchanged 
between agents 

23 It is desired to increase the volume of passengers, 
departing/arriving from/to an airport 

The volume of passengers, 
departing/arriving from/to 
an airport 

25 It is required to maintain a high level of 
conformance of all roles involved into the air traffic 
management to the formal norms and regulations 
defined for their tasks 

The level of conformance 
of all roles involved into the 
air traffic management to 
the formal norms and 
regulations defined for their 
tasks. 

26 It is required to maintain a high (sufficient) level of 
proficiency of pilots 

The level of proficiency of 
pilots 

27 It is required to maintain a high (sufficient) level of 
proficiency of controllers 

The level of proficiency of 
controllers 

28 It is required to maintain the high quality and 
reliability of the hardware used in the air traffic 
control management 

The quality and reliability 
of the hardware used in the 
air traffic control 
management 
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Table 2. Examples of the tasks of the ATO in relation to goals and resources 

# Task name Uses Produces Durations 
1 Taxiing the aircraft 

to the designated 
runway 

All resources of the 
subtasks 

All resources 
of the 
subtasks 

Depends on the 
durations of 
subtasks  

1.1 Taxiing the aircraft 
on a taxiway 

Airport’s diagram, the 
taxi instructions, 
compass, radar, aircraft 

- Depends on a 
particular 
taxiway  

Goal: 29, 30, 31, 32, 33, 34, 20 
1.2 Switching to the 

frequency of another 
controller 

Data about the new 
frequency 

- Min: 1 sec 
Max: 5 sec 
 

Goal: 30, 31, 33 
1.3 Inquiry for the 

clearance for 
crossing an active 
runway  

Observations, the taxi 
instructions,communication 
R/T system 

A request 
for clearance 

Min: 2 sec 
Max: 5 sec 

Goal: 30, 31, 33 
1.4 Making and 

communicating the 
decision on a request 
for crossing a 
runway 

Data about the current state 
of the runway, a request for 
for clearance to cross, 
communication R/T system 

’Position 
and hold’ or 
‘clearance is 
provided’ 

Min: 3 sec 
Max:  11 sec 

Goal: 35, 36, 32, 34, 20 
1.5 Crossing a runway  Clearance to cross, 

airport’s diagram, taxiing 
instructions, radar 

‘Clear of the 
runway’ 

Min: 30 sec 
Max: 60 sec 

Goal: 30, 31, 34, 33, 20 
2 Safety occurrence 

reporting and the 
report handling 

All resources of the 
subtasks 

All 
resources of 
the subtasks 

Depends on the 
duration of the 
subtasks 

2.1 Create a notification 
report 

The observation from the 
environment of an 
occurrence that may be 
classified as an 
incident/accident, the 
incident classification 
database 

A 
notification 
report 

Min:3 min 
Max: 24 hours 
 

2.2 Preliminary 
assessment of an 
occurrence 

A processed notification 
report 

A 
preliminary 
safety 
occurrence 
assessment 
report 

For severe 
occurrences: 
Max: 48 hours 
For less severe 
occurrences: 
Max: 72 hours 

2.3 Investigation of an 
occurrence 

A preliminary safety 
occurrence assessment 
report, additional data 
about the occurrence 
(optional) 

An interrim 
safety 
occurrence 
assessment 
report 

Min: 3 days 
Max: 90 days 
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can be used; location; sharing: some processes may share resources. Examples of 
resource types of the ATO are: airport's diagram, aircraft, incident classification 
database, clearance to cross a runway, an incident investigation report. 

Step 6.  The identification of the organisational tasks, the relations between the tasks, 
and relations between the tasks, the resources and the goals 
A task represents a function performed in the organisation and is characterized by 
name, maximal and minimal duration. Tasks can be decomposed into more specific 
ones using AND- and OR-relations forming hierarchies. Each task performed in an 
organisation should contribute to the satisfaction of one or more organisational goals. 
Examples of the ATO’s tasks in relation to goals and resources are given in Table 2.  

 
Step 7. The specification of the authority relations 
In this step authority (i.e., informal power) relations of an organisation are identified: 
superior-subordinate relations on roles with respect to tasks, responsibility relations, 
control for resources, authorization relations. Organisational roles may have different 
rights and responsibilities with respect to different aspects of task execution, such as 
execution, passive monitoring, consulting, making technological decisions (i.e., 
decisions that concern technical questions related to the task content) and making 
managerial decisions (i.e., decisions that concern general organisational issues related 
to the task). Examples of responsibility relations in the air traffic organisational model 
are presented in Table 3.  
 
Step 8. The specification of the flows of control 
In this step dynamic structures (called workflows or flows of control) are defined that 
represent temporal execution sequences of processes of an organisation in particular 
scenarios. The framework allows representing all commonly used workflow templates  
 

Table 3. The responsibility relations of the roles on different aspects of some identified tasks 

Task  Execution Monitoring Consulting Technological 
decisions 

Managerial 
decisions 

1.1 Crew Ground 
Controller, 
Tower 
Controllers 
Supervisor 

Ground 
Controller 

Crew Ground 
Controller, 
Tower 
Controllers 
Supervisor 

1.2 Crew Ground 
Controller 

Crew 

1.3 Crew 
2.1 Safety 

Investigator 
Safety 
Manager; 
Safety 
Investigator 

Safety 
Manager 

Safety Investigator 

2.3 Safety 
Investigator 

Safety 
Manager, 
Occurrence 
Manager 

Safety 
Manager 

Safety Investigator 

 



260 A. Sharpanskykh 

 

Fig. 4. Workflow for an aircraft taxiing to and taking-off from a designated runway 
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Fig. 5. The workflow that defines the execution of the safety occurrence reporting and the 
report handling task initiated by a controller  
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described in [18]. In Fig.4 a worklow is given that describes the process of taxiing of 
an aircraft to and taking-off from a designated runway. Fig. 5 describes the execution 
of the formal occurrence reporting initiated by a controller. 
 
Step 9. The identification of the generic and domain-specific constraints 
In this step generic and domain-specific constraints imposed on a formal 
organisational specification are identified. Generic constraints need to be satisfied by 
any organisational specification. Domain-specific constraints are dictated by the 
application domain and may be changed by the designer. A set of constraints imposed 
on an organisational specification is expressed using the formal languages of the 
framework. An organisational specification is correct if every constraint in the 
corresponding set is a logical consequence of this specification. The framework 
provides means for automated checking of the correctness of a specification. Consider 
examples of the domain-specific constraints of the ATO obtained from the formal 
regulations of a controller and of a pilot: 

C1: When an aircraft is approaching to an active runway, the pilots should cease all processes 
not related to the taxiing. 
C2: The pilots of a crew should verbally share information about the instructions of controllers.  
C3: A controller may guide maximum two aircrafts at the same time.  
C4: A controller is not allowed to issue any new clearances for some runway until this runway is 
vacated by the aircraft that had received the last clearance from the controller. 
C5: Perform the allocation of agents-controllers to the aircraft monitoring processes in such a way 
that the number of processes executed at the same time by each controller is less than four.  

Furthermore, the ANSP’s reprimand policies related to reporting were formalized as 
constraints. 

4   Modelling of Agents 

The specification of a formal organisation forms a part of an overall organisational 
specification. Another part describes characteristics and behavior of agents and their 
allocation to the organisational roles. Thus, an overall organisational specification 
combines prescriptive aspects of a formal organisation with the specification of the 
autonomous behavior of agents. Using such specifications, investigations of different 
scenarios of organisational behavior can be performed by simulation.  

Agent models are formally grounded in order-sorted predicate logic with finite 
sorts. More specifically, the static properties of a model are expressed using the 
traditional sorted first-order predicate logic, whereas dynamic aspects are specified 
using the Temporal Trace Language (TTL) [2, 13], a variant of the order-sorted 
predicate logic. In TTL, the dynamics of a system are represented by a temporally 
ordered sequence of states. Each state is characterized by a unique time point and a 
set of state properties that hold, specified using the predicate at: STATE_PROPERTY x TIME. 
Dynamic properties are defined in TTL as transition relations between state 
properties. For example, the property that for all time points if an agent ag believes 
that action a is rewarded with r, then ag will eventually perform a, is formalized in 
TTL as: 
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∀t:TIME [ at(internal(ag, belief(reward_for_action(r, a))), t) →  
 ∃t1 > t at(output(i, performed_action(a)), t1) ] 

The behavior of an agent can be considered from external and internal 
perspectives. From the external perspective the behavior can be specified by temporal 
correlations between agent’s input and output states, corresponding to interaction with 
other agents and with the environment. An agent perceives information by 
observation and generates output in the form of communication or actions.  

From the internal perspective the behavior is characterized by a specification of 
direct causal relations between internal states of the agent, based on which an 
externally observable behavioral pattern is generated. It is assumed that agents create 
time-labeled internal representations (beliefs) about their input and output states, 
which may persist over time:  

∀ag:AGENT ∀p:STATE_PROPERTY ∀t:TIME at(input(ag, p), t)→ at(internal(ag, belief(p, t), t+1)) 

Information about observed safety occurrences is stored by agents as beliefs: e.g., 
belief(observed_occurrence_with(ot:OCCURRENCE_TYPE, ag:AGENT)), t:TIME). Besides 
beliefs about single states, an agent forms beliefs about dependencies between its own 
states, observed states of the environment, and observed states of other agents (such 
as expectancies and instrumentalities from the following section): 
belief(occurs_after(p1:STATE_PROPERTY, p2:STATE_PROPERTY, t1:TIME, t2:TIME), t:TIME), 
which expresses that state property p2 holds t’ (t1 < t’ < t2) time points after p1 holds. 

In social science behavior of individuals is considered as goal-driven. It is also 
recognised that individual goals are based on needs. Different types of needs are 
distinguished: (1) extrinsic needs associated with biological comfort and material 
rewards; (2) social interaction needs that refer to the desire for social approval and 
affiliation; in particular own group approval and management approval; (3) intrinsic 
needs that concern the desires for self-development and self-actualization; in 
particular contribution to organisational safety-related goals and self-esteem, self-
confidence and self-actualization needs. Different needs have different priorities and 
minimal acceptable satisfaction levels for individuals. 

Furthermore, agents are characterised by sets of skills and personal traits that 
influence their behavior and performance in the organisation. For the ATO a number 
of agent types have been identified, among which: Controller, Pilot, and Manager. 
 

Table 4. Skills and influence of the agents-controllers. 

Agent  Skill(development level) Influence  
ag_controllerA atc (2) 0.3 
ag_controllerB atc (3) 0.6 
ag_controllerC atc (2) 0.3 
ag_controllerD atc (4) 1 
ag_controllerE atc (3) 0.6 
ag_controllerF atc (4) 1 
ag_controllerG employee management(4) 

atc (4) 
1 
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Based on agent type Controller, 7 instances have been defined with varying 
development levels of the skills given in Table 5. All the agents-controllers possess 
the aggregated air traffic control skill (atc), which allows them to be assigned either to 
Runway or Ground Controller roles. The agent ag_controllerG also possesses the skill 
employee management, which allows allocating this agent to role Tower Controllers 
Supervisor. Based on observations in the air traffic control domain, it is assumed that 
the development level of the atc skill forms the basis for influence (informal power) 
of controllers: the higher the development level of the controller’s atc, the more 
influence s/he has in the organisation (the assumed influence levels for this study are 
given in Table 4). For plausible modelling of the organisation authority structure both 
informal power (influence) and formal power (authority) of the organisation 
(identified in Step 7 in Section 3) should be considered explicitly, as they both 
influence the execution of tasks. 

In particular, the level of influence of an agent-controller plays an important role in 
the propagation of information about potential safety problems to the management 
level of the ANSP.  

A prerequisite for the allocation of an agent to a role is the existence of a mapping 
between the capabilities and traits of the agent and the role requirements. In the 
considered case study at the beginning of each day, three agents controllers from 
Table 4 are chosen randomly to be allocated to two ground controllers and the runway 
controller roles. The traffic flow in the surroundings of the runway is assumed to be 
30 aircraft per hour, 12 hours per day. For each aircraft a crew role is introduced, to 
which properly qualified agents pilots are assigned. 

Controller and crew agents are able to react to 6 types of safety-related occurrences 
that may happen during the execution of taxiing operations. Table 5 shows the events 
with the probability values of their occurrence assumed in the simulation studies 
considered in Section 6.  

Some event types can be observed by the agents allocated to particular roles only 
(see Table 6). Moreover, agents may not always recognize and report observed events 
correctly (see Table 7). A sufficient number of observed occurrences of a particular 
type results into the initiation of a formal reporting process, more specifically: 1 event 
of type (a); 3 of type (b), 6 of type (c), 55 of type (d), 55 of type (e), and 6 of type (f).  

Table 5. Safety-relevant events and their probability values per taxiing operation. 

Event Probability  
(a) Runway incursion 5e-6 
(b) Taxiing aircraft stops progressing on the runway crossing only after the 
stopbar and due to a call by the runway controller 

2e-5 

(c) Taxiing aircraft makes wrong turn and progresses towards the runway 
crossing 

1e-4 

(d) Taxiing aircraft makes wrong turn and progresses on a wrong taxiing 
route 

2e-4 

(e) Taxiing aircraft has switched to a wrong frequency 1e-3 
(f) Taxiing aircraft initiates to cross due to misunderstanding in 
communication 

1e-4 
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Table 6. The observation possibilities of safety-relevant events by controllers and crews.  

Identification by Event 
Runway 

Controller 
Ground 
Controller 

Crew 
takingoff 

Crew 
taxiing 

a Yes No Yes Yes 
b Yes Maybe Yes Maybe 
c Yes Maybe Maybe No 
d No Maybe Maybe No 
e Maybe Maybe Maybe No 
f Yes No Maybe Maybe 

Table 7. The probability values for recognition and registration of events by controllers and 
crews. 

Probability of correct event 
recognition Probability of the event registration  Event 

Controller Crew Controller Crew 
a 1 - 10-5 1 - 10-5 1 - 10-5 1 - 10-5 
b 1 - 10-5 1 - 10-5 0.99 0.99 
c 0.99 0.98 0.9 0.9 
d 0.95 0.8 0.5 0.5 
e 0.7 0.9 0.5 0.5 
f 0.99 0.9 0.99 0.99 

 

 
 
 
 
 
 

 

Fig. 6. Interaction relations in the ATO considered at the aggregation level 1 

According to the formal organisation a shift of a controller consists of three 
sessions. The duration of each session is 1 hour. After each session, a break with the 
duration 1 hour follows. During breaks controllers discuss occurrences observed 
during their shifts. Since the results of such discussions may initiate the path of 
informal occurrence reporting, interaction between controllers during such 
discussions should be modeled explicitly. To this end, the role Discussion is 
introduced that contains subroles Participant 1…N. The agent controller with the 
highest influence level in Discussion role has also the joint allocation to subrole 
Problem Informant in Problem Communication role (see Fig. 6).  

Thus, this agent represents Discussion role in the interactions with the management 
(more specifically, Operational Management (OMT) role). OMT has the formally 
defined authority to make decisions based on information provided by controllers 

Problem
Communication

Discussion

OMT
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(e.g., the decision about the beginning of an occurrence investigation). The provision 
of relevant and reliable information about safety-related occurrences to OMT depends 
greatly on the informal influence relations that exist among controllers. More 
specifically, the relevant information is propagated if the controllers involved in the 
discussion are sufficiently influential and possess sufficient knowledge about 
occurrences. To create a quantitative model for informal incident reporting, the 
motivation model by Vroom [9] is used. The motivation model defines the 
motivational force of an agent to perform some action as: 

∑∑
==

×=×=
m

1k
jkjkjj

n

1j
iji IV    VVE( f F ),  

Here, Eij is the strength of the expectancy (belief) that act i will be followed by 
outcome j; Vj is the valence (i.e., perceived importance/the desire level) of first-level 
outcome j; Vjk is the valence of second-level outcome k that follows first-level outcome 
j; Ijk is perceived instrumentality (belief about the likelihood) of outcome j for the 
attainment of outcome k.  

This model is used to represent the motivation of the agent allocated to a 
participant role (within Discussion role) with the highest influence level to propagate 
information about a safety-related issue (see Fig. 7). In the model two second-level 
outcomes are identified related to the needs of a controller: positive impact on the 
organisational goals (intrinsic needs) and group acceptance (social interaction needs). 
The parameters of the motivation are defined as follows: instrumentalities I11 and I12 
are assigned high values (0.9), as the controllers involved in the discussion believe 
that the identified safety related issue will contribute to the satisfaction of the 
organisational safety-related goals. Both second-level outcomes have a high level of 
priority for the controllers (valence value = 1).  

 

The issue is
considered at the
managerial level

Positive impact on the
organizational goals

I11

E11

Report about
a potential
safety problem

Group acceptance

I12

First-level outcome Second-level outcomes

 

Fig. 7. The motivation model of a controller for reporting about a potential safety problem 

Expectancy E11 is proportional to the influence levels of the controllers in the 
discussion as well as to the quotient of the number of occurrences required for the 
investigation and the number of occurrences observed by the controllers involved in 
the discussion so far: 

i

i
C CD

E11(occur_type, CD) ac(occur_type)  influence_level(C )
∈

= × ∑  

where CD is the set of the controllers involved in the discussion and ac(occur_type) is 
defined as: 
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with N(occur_type) the number of occurrences of the type occur_type required for the 
investigation (the same as for the formal incident reporting) and N(occur_type)curr  the 
number of occurrences of the type occur_type observed by the controllers involved in 
the discussion so far. 

Thus, the motivation force to report about a possible problem based on the 
observations of events of type occur_type is  

F(occur_type, CD) = 1.8* E11(occur_type, CD) 

If F(occur_type, CD) > 1.8, the problem will be reported to the management by the 
controller representative of Discussion role. After that, the problem will be discussed 
at the nearest OMT meeting and the occurrence investigation will be initiated. 

5   Correctness Verification 

In this Section the results of the correctness verification of the designed ATO 
specification are presented. As a result of the automated analysis a number of 
inconsistencies have been identified. In particular, identification of (potential) 
conflicts in the goal structure has been performed using the corresponding PI structure 
based on the following principle. If goals are related by a refinement relation, then the 
PIs corresponding to these goals are related by a certain (positive or negative) 
causality relation. To determine the exact type of causality, goal expressions should 
be analyzed. Typically a goal is defined based on a PI expression in the form of (a 
conjunction of) clauses in the form [ pi op value ], where op is one of the relations =, 
<, or >, and in the form of individual PIs involved in the optimized goal pattern. By 
analyzing a goal expression target/unsatisfactory values of the PI that contribute to the 
satisfaction/failure of the goal can be determined on the PI’s scale. For example the 
target value of the PI ‘the level of safety of execution of tasks related to the air traffic 
management’ from goal 10 ‘It is required to maintain a high level of safety of 
execution of tasks related to the air traffic management’ is ‘high’, whereas the 
unsatisfactory values of the PI are ‘average’ and ‘low’ (given a three-valued 
qualitative scale).  

When the target and unsatisfactory values of a PI are identified, a label (‘↑’ 
indicating growth of a PI; ‘↓’ indicating decrease of a PI) may be determined for the 
PI that indicates the dynamics of change of the PI, when the goal’s satisfaction degree 
changes from denied (failed) to satisfied. For example, for the PI ‘the level of safety 
of execution of tasks related to the air traffic management’ of the goal 10 label ↑ is 
identified. A PI used for a goal pattern of the type minimize (maximize) can be 
labelled by ↓ (↑) even without considering its values. Note that in some cases 
additional information is required to identify the label. For example, for the goal ‘it is 
required to maintain the density of traffic = 100’ the target value of the PI is 100, 
whereas the unsatisfactory values are in principle all values on the PI’s scale ≠ 100 
(i.e., on the scale used both PI values > 100 and < 100 are possible). To determine the 
label in this case, information is needed, for example, on the unsatisfactory PI’s 
values that can actually be observed in reality. 
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Algorithm to verify the consistency of goal and PI structures 

For each subgoal relation from the goal hierarchy perform the following steps: 
1. If the goal pattern of the subgoal is of type minimize (maximize), then the 

PI of the subgoal is labelled by ↓ (↑); proceed with Step 4. 
2. Identify the target and unsatisfactory values of the PI of the subgoal.  
3. Identify the label for the PI of the subgoal. If the label is unknown, return 

UNKNOWN. 
4. If the goal pattern of the parent goal is of type minimize (maximize), then 

the PI of the parent goal is labelled by ↓ (↑); proceed with Step 7. 
5. Identify the target and unsatisfactory values of the PI of the parent goal. 
6. Identify the label for the PI of the parent goal. If the type is unknown, return 

UNKNOWN. 
7a. If   the labels of the PIs of the subgoal and of its parent goal are the same,  

and the subgoal has a high degree of influence on its parent goal (i.e., the 
goals 

    are related by satisfices or is_subgoal_of relations),  
        and the PIs of the subgoal and the parent goal are related by a negative 
causality  
               relation in the PI structure, 
        then return INCONSISTENT_HIGH_CONFIDENCE (i.e., inconsistency is identified  
               that concerns the considered subgoal relation and the relation from the PI  
               structure between the PIs on which the goals are based)  
       else 
   7b. If   the labels of the PIs of the subgoal and of its parent goal are the same,  
        and the subgoal has a low degree of influence on its parent goal (i.e., the goals   
              are related by contributes_to relation),  
        and the PIs of the subgoal and the parent goal are related by a negative 
causality  
              relation in the PI structure, 
        then return INCONSISTENT_LOW_CONFIDENCE  
       else 
    7c. If the labels of the PIs of the subgoal and of its parent goal are opposite,  
 and the subgoal has a high degree of influence on its parent goal,  
 and the PIs of the subgoal and the parent goal are related by a positive 
causality  
               relation  in the PI structure 
       then return INCONSISTENT_HIGH_CONFIDENCE  
       else 
    7d. If the labels of the PIs of the subgoal and of its parent goal are different,  
        and the subgoal has a low degree of influence on its parent goal,  
        and the PIs of the subgoal and the parent goal are related by a positive 
causality  
              relation in the PI structure 

   then return INCONSISTENT_LOW_CONFIDENCE  
   else 

    7e. return CONSISTENT 
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If the same labels are identified for the PIs of a goal and of its subgoal, then one 
may assume that the PIs are related by a positive causality relation, in case of 
different labels the PIs are related by a negative causality relation. The higher the 
degree of influence of a subgoal on its parent goal, the higher the confidence that the 
identified relation indeed holds.  

Note that since the designer has a lot of freedom in specifying goal expressions, 
there is no guarantee that inconsistencies identified in a PI structure are valid. 
Therefore, all automatically identified inconsistencies in goal and PI structures still 
need to be confirmed by the designer. Below the algorithm is given to verify the 
consistency of goal and PI structures by processing individual subgoal relations in the 
goal hierarchy. 

Using this algorithm several (potential) conflicts have been identified in the goal 
structure from the case study: between goals 27 and 37; between goals 38 and 37; 
between goals 20 and 25; and between goals 23 and 25. The goals that are in conflict 
cannot be satisfied at the same time. For example, goal 25 ensures adherence of the 
roles to the safety-related norms, which may not always be optimal from the 
performance point of view (goal 23). Besides execution of tasks, the formal authority 
relations influence the satisfaction of organisational goals. For example, to achieve 
the satisfaction of the goal 20, the crews and the controllers should be provided 
sufficient decision making power with respect to their tasks.  

To check the constraints introduced in step 9 in Section 3 a number of dedicated 
algorthims have been developed. In particular, consider the algorithm for checking 
constraint C5 for a controller role r. 

The presented algorithm proceeds under the assumption that any organisational 
process p may be executed at any time point during the interval [estp, letp]. Thus, the 
satisfaction of constraint C5 is checked for all possible executions (combinations of 
intervals) of the processes allocated to an agent. To this end, instead of the calculation 
 

 
 

Algorithm to verify the constraint C5 

1. Identify the set of processes for which the role is responsible: 
PROC_REL={p:PROCESS| ∃a∈ ASPECT is_responsible_for(r,a, p)} 

 

2. For each process p∈ PROC_REL identify the execution interval [estp, letp] and write 
the values estp and letp in a new row of the allocation matrix M of role r. If a role 
has an allocation for a part of the execution interval of a process, then the time 
points of the beginning and end of this allocation is written in M.  

 

3. Process the obtained allocation matrix M row by row. For each row identify the 
existence of non-empty intersections with intervals represented by other rows of 
M. An intersection of the intervals represented by rows i and j is nonempty if 
¬((mi2 < mj1 ) ∨ (mj2 < mi1)) is true. When a row is processed, it is not taken into 
account in any other evaluations. If for a row the amount of non-empty 
intersections is greater than 4, then C5 is not satisfied, exit. 

 

4. When all rows are processed, C5 is satisfied. 
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of combinations of processes at each time step (as in state-based methods), the 
algorithm establishes the existence of non-empty intersections of the complete 
execution intervals of processes in a more efficient way. As shown in [10] the time 
complexity for the calculation of the execution bounds for all processes of a workflow 
for the worst case is not greater than O(|P|2 Cw), where P is the set of processes of the 
workflow, and Cw is the set of constraints on the workflow.  

The automated verification of this constraint identified many situations in which 
the same controller role was allocated to more than four aircraft’s monitoring 
processes, thus violating constraints C3 and C5, and sacrificing the satisfaction of 
goals 10 and 24. Sometimes the management to keep the satisfaction of C5, allocates 
not (completely) qualified agents to the controller roles, thus, causing the 
dissatisfaction of goal 10. Obviously, the satisfaction of the important safety-related 
goal 10 is sacrificed in both solutions. The lack of the consideration for the safety-
related goals may cause incidents or even accidents.  

6   Analysis by Simulation 

Using the developed model of the ATO, simulation of different scenarios can be 
performed. In section 6.1 the simulation results of the runway incursion scenario 
considered in the case study are presented. Then, the simulation results of the safety 
occurrence reporting scenario are considered in section 6.2. 

6.1   Simulation Results for the Runway Incursion Scenario 

In this scenario based on the joint decision of the Airport’s Management, the ANSP 
and the largest airlines, the new runway runway1 has been introduced. Due to its 
physical position, most of the aircraft taxiing to other runways need to cross runway1 
on its way (runway1 can be crossed at one place only, whereas may be approached 
using two taxiways situated in two different sectors of the airport) (see Fig. 8 below).  

 

Sector 1 Sector 2

Runway A

Ground controller Sector 1

Ground controller Sector 2

Controller Runway A

Controllers Supervisor

Crew:

Pilot-in-command

Second pilot

Controllers:

 
 

Fig. 8. A graphical layout for the airport situation considered in the scenario 
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The purpose of this study was to investigate the safety issues that may be caused 
by the introduction of runway1. Both the normal and the critical configurations have 
been investigated. In the normal configuration the number of aircraft guided by each 
controller is less than 3, whereas in the critical - the number ≥ 6 and constraint C5 
cannot be satisfied for some controllers. The number of agents-controllers in both 
configurations is limited to 4, 1 of which is always allocated to Tower Controllers 
Supervisor role. This agent sees to the satisfaction of constraint C5. It is assumed that 
the agents are properly qualified for their roles. The behaviour of the allocated agents 
is defined by the ATO formal specification extended with the behavioural deviations, 
some of which are identified in [15] (e.g., incorrect situation awareness, mistakes) 
associated with the probability values. Some of these values are dependant on the 
agents’ workload: the higher the agent’s workload, the more chance of its error. In the 
study only serious occurrences were considered, such as an incursion of aircraft on a 
runway. One hundred simulation trials with the simulation time 3 years and 
simulation step 1 hour have been performed in the LeadsTo simulation environment 
[1]. The obtained simulation traces have been analyzed using the the TTL Checker 
software [2]. By the analysis the following results have been obtained: 
 
(1) The agent allocated to Controller Runway1 role in all traces most of the time was 

monitoring at least 4 aircraft (i.e., was overloaded).  
(2) The ground controller of the sector 1 was also overloaded, guiding in average 

three aircrafts at the same time. 
(3) The incursion event on the runway1 occurred in 36 traces from 100.  
(4) The number of incursions caused by the combination of the events a (the crew 

mistakenly recognized the runway as a taxiway) and c (the responsible ground 
controller forgot to inform the crew about the frequency change because of the 
high workload) is 30.  

(5) The number of incursions caused by mistakes of the runway controller in the 
calculation of the separation distance between aircrafts is 5. 

(6) There is only one incursion caused by a crew mistakenly reacting to the clearance 
for some other crew.  

In the future a precise validation of the obtained results will be performed. 

6.2   Simulation Results for the Safety Occurrence Reporting Scenario 

For the safety occurrence reporting both the formal and informal reporting paths were 
simulated and compared. Based on the developed model of the ATO 100 stochastic 
simulations with a simulation time of maximum 3 years (12 operational hours per 
day) each have been performed using the simulation tool LeadsTo. When the formal 
or informal safety occurrence reporting has lead to the identification of a safety 
problem and a further investigation thereof, the simulation was halted. As a result of 
each simulation trial, a trace is generated by the LeadsTo. Then, such traces can be 
automatically analyzed using the TTL Checker software. Besides the logical analysis, 
the tool allows statistical post-processing of traces. For this the following functions 
are used: 
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case(logical_formula, value1, value2): if logical_formula is true, then the case function is 
mapped to value1, otherwise – to value2. 

sum([summation_variables], case(logical_formula, value1, 0)): logical_formula is evaluated for 
every combination of values from the domains of each from the summation_variables; 
and for every evaluation when the logical formula is evaluated to true, value1 is added 
to the resulting value of the sum function. 

In this case study a number of properties has been checked automatically on 100 
generated traces, two of which are described in the following. The first property 
calculates the number of traces, in which the safety problem has been found based on 
the reported occurrences of some type. Formally, for the occurrence type a: 

sum([γ:TRACE], case(∃t:TIME holds(state(γ, t, environ), problem_found_based_on(a)), true), 1, 
0)) > 0 

Another property calculates the mean time of the problem recognition on all traces in 
which the problem of a particular type has been found. Formally, for the occurrence 
type a: 

sum([γ:TRACE], case(∃t:TIME holds(state(γ, t, environ), problem_found_based_on(a)), true), t, 0)) 
/ sum([γ:TRACE], case(∃t:TIME holds(state(γ, t, environ), problem_found_based_on(a)), true), 1, 
0))> 0 

The simulation results for both formal and informal reporting cases are presented in 
Table 8. 

Table 8. Results of the simulation experiments. 

Percentage of traces, 
in which the 

investigation began 

Mean time of the 
problem recognition 

(days) Event 

Formal Informal Formal Informal 
a 22% 21% 155.1 134.9 
b 5% 15% 168.1 123.9 
c 28% 50% 194.6 149.6 
d 0% 0% - - 
e 0% 3% - 278.9 
f 45% 11% 185.9 184.7 

total 100% 100% 180.8 150.4 

The mean time value of the identification of a safety related problem with respect 
to some event type is calculated over all traces, in which the occurrences of events of 
this type caused the incident investigation.  

Table 8 shows that for both the formal and informal handling of safety occurrences 
in all simulation traces a safety investigation is initiated, however, the mean time until 
start of the investigation is 181 days in the formal case, whereas it is 150 days in the 
informal case. Considering the simulation results for the particular events, the mean 
time of recognition is smaller for all event types in the informal reporting path.  



 Agent-Based Modelling and Analysis of Air Traffic Organisations 273 

A main reason underlying the difference in the time until recognition of the safety 
problem is that situations like event b (“Taxiing aircraft stops progressing on the 
runway crossing only after the stopbar and due to a call by the runway controller”) and 
event  c (“Taxiing aircraft makes wrong turn and progresses towards the runway 
crossing”) are often recognized by both ground and runway controllers and thus feed 
common situation awareness on safety-critical aspects in informal discussions, whereas 
such events are just single occurrence reports in the formal incident reporting case. 

7   Conclusions 

The paper presents the first attempt to create a formal agent-based organisational 
model of an ATO using the framework of [13]. A typical ATO has high structural and 
behavioural complexities that present a challenge both for modelling and analysis of 
such an organisation. All important aspects of the considered organisation have been 
identified at four complementary levels, i.e. performance-oriented, process-oriented, 
organisation-oriented and agent-oriented. The modelling framework used allows 
scalability by distinguishing four interrelated organisational views and by specifying 
an organisational model at different aggregation levels and identifying relations 
between these levels. However, for complex organisations (such as ATOs) 
specifications of lower aggregation levels still may be very elaborated.  

Using the automated analysis techniques from [2, 13] missing and conflicting parts 
of the ATO model can be identified. Some examples of application of these 
techniques are provided in the paper. The scalability of analysis is achieved by 
applying dedicated techniques for verification of specifications of particular 
organisational views and by distinguishing aggregation levels. Another analysis type 
demonstrated in the paper is by simulation. It allows to evaluate how different types 
of divergent agent behaviour in simulation models may result into delays in 
executions of processes up to the level of incidents. In comparison with the simulation 
approach of [14, 15], the novel approach considers the organisational layer of the 
ATO explicitly, however at the expense of not simulating beyond the incidents. 
Another example of such analysis, in which the formal and informal occurrence 
reporting paths of the ATO were investigated, is provided in this chapter. The analysis 
results show that the informal safety-occurrence reporting path results in faster 
identification of safety-related problems than the formal reporting path. Next research 
steps will focus on assessing whether this important feedback on safety occurrence 
reporting processes is recognized in actual air traffic organisations and may be a basis 
for organisational change. 
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Abstract. When a grasped object is in contact with an external environment, it 
is required to identify contact conditions prior to performing assembly tasks. 
The contact conditions include contact position, contact force, contact type, 
direction of contact normal, and direction of contact line between a grasped 
object and its environment. This article distinguishes soft-finger, line, and 
planar contact types in addition to point contact type. It is assured that these 
four contact types are distinguishable when the number of active force sensing 
samples is at least 6. Efficient algorithms for parameter identification and 
transition detection of contact conditions are explained. Effectiveness of our 
proposed method is verified through numerical examples. 

Keywords: Robot, active force sensing, contact conditions, parameter 
identification, transition detection, contact force and moment. 

1   Introduction 

When a grasped object is in contact with an external environment, it is required to 
identify contact conditions prior to performing assembly tasks. In this article, we 
explain parameter identification of contact conditions by active force sensing. 

For example, let us imagine the simple task such that a box is set on a table. 
Human beings can easily achieve the task changing the contact type from a vertex 
(point contact) to an edge (line contact), and from an edge (line contact) to a bottom 
(planar contact) of the box. They carry out fine positioning assembly tasks with their 
manual hand dexterity even if they are blindfolded. In order to achieve the assembly 
tasks by robots in place of humans, the contact conditions must be identified and 
controlled. 
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In assembly tasks, contact parameters to be identified are contact point, contact 
force and moment, contact type, direction of contact normal, and direction of contact 
line. Transition of contact conditions must be also detected. This parameter 
identification and transition detection is important technology for enhancement of 
robot dexterity. 

Shimokura et al. [1], Takano et al. [2], Nakai et al. [3], Skubic et al. [4], and 
Takamatsu et al. [5] explored transition detection of contact type by using force and 
moment information. However, these methods treated the case where the transition 
had been planned beforehand and the object and environment shapes are known. 
Shutter et al. [6], Lefebvre et al. [7], and Meeussen et al. [8] identified contact 
conditions and detected transition of the conditions by using 12 information 
dimensions which include force, moment, and joint angle (velocity). 

Other methods identified contact conditions by only using a 6-axes force sensor on 
robot wrists or fingers. These methods are free from position error caused from joint 
angle backlash. These methods use groping motion (active force sensing) [9] [10]. 
Salisbury [11] and Tsujimura et al. [12] identified contact position between a probe 
and an external object for point contact, and roughly acquired the object shape. Zhou 
et al. [13], Nagata et al. [14], Nagase et al. [15] acquired contact position on the finger 
using several local surfaces. Bicchi [16] obtained contact position and direction of 
contact normal for soft-finger contact. Murakami et al. [17, 18] obtained direction of 
contact line on a soft-finger surface, and assumed that the probe (finger) shape is 
known. Kitagaki [19] obtained contact position on a grasped object with an unknown 
shape for point contact and verified that at least 2 samples are required to identify 
position. 

Mimura et al. [20] identified contact conditions between a grasped object and its 
environment, in which the object and environment shapes are unknown. They proved 
that four types of contact could be distinguished by active force sensing, and verified 
that the number of active force sensing samples to identify contact conditions must be 
at least 6. They also provided identification algorithms. However, this method is 
troublesome, because contact moment restrictions are implicitly formulated and 
measured data are noiseless. 

This article performs parameter identification and transition detection of contact 
conditions by only using force and moment information from a 6-axes force sensor 
mounted on robot hand or fingers [21-24]. 

In Section 2, we explain problem formulation of parameter identification of contact 
conditions. Contact moment constraint is explicitly formulated. 

In Section 3, we describe formulation including the contact conditions in order to 
identify not only point contact type but also the other contact types. In this 
formulation, noiseless data are utilized for simplicity of discussions. An efficient 
identification method is proposed by considering the characteristics of the four 
contact types. 

In Section 4, we treat the case that the measurement moment is contaminated with 
noise. The four contact types are characterized by standard deviation of contact 
moment. We formulate least-squares functions including contact position, direction of 
contact normal, and direction of contact line. The contact position and moment are 
estimated by minimizing the functions. The contact type is distinguished by using 
three eigenvalues of a covariance matrix of the estimated moment. It is proved that 
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consistent estimates are obtained when the number of measurement data is infinite. 
Moreover, a two-phase method is proposed to improve the estimated parameters in 
practical cases that the number of data is limited. 

In Section 5, we treat transition detection of contact type. Because in practical case 
such as assembly tasks, the contact type changes from point to line, and line to planar 
contact type. In order to detect the transition quickly, the limited number of 
measurement data is utilized, and the weight of latest data are enlarged. To correct 
and reduce an error of judged contact type, continuity of time series of the judged 
type is checked and revised. 

In Section 6, we conclude this article. 

2   Problem Formulation 

We assume that an object of unknown shape is grasped by a robot hand and is in 
contact with the environment (Fig. 1). The contact conditions are identified by active 
force sensing. 

2.1   Symbols 

We define the following symbols (Fig. 1). 
c: contact point between the grasped object and its environment 
o: origin of a force sensor on the hand 

oΣ : sensor coordinate frame fixed at o 

cΣ : contact coordinate frame fixed at c, where the orientation of cΣ  is the same as 

that of oΣ  

cf , cn : contact force and moment in cΣ  

of , on : measured force and moment in oΣ  

cr : position vector of c in cΣ  

2.2   Assumptions 

We discuss identification problem of contact conditions under the following 
assumptions. 

(A1) The object is firmly grasped by a robot hand and arbitrarily manipulated by 
its robot arm. 

(A2) Force of  and moment on  are measurable but force cf , moment cn , and 

contact position cr  are unknown. 

(A3) The object is in contact with the environment through a point, soft-finger, 
line, or planar contact type with friction. But the contact type is unknown beforehand. 

2.3   Contact Type 

The four contact types in (A3) are defined by Mason [25]. These are classified by 
degree-of-freedom (DOF) contact denoted by m, which means the number of axes at 
which no moment occurs. 
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Fig. 1. Interaction between a grasped object and its environment 
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In actual practice, soft-finger contact is rare, because it theoretically has no contact 
area and exerts contact moment only in the direction of contact normal. Planar contact 
type is equivalent that the object is bound to the environment. Two-points contact is 
equivalent to line contact type. Three-points contact is equivalent to planar contact type. 

2.4   Contact Moment Constraint 

We define 'cΣ  as a coordinate frame concisely expressing four contact types (Fig. 2). 

The origin of 'cΣ  is fixed at c, the z′  axis direction is perpendicular to the contact 

plane, and the 'x  axis direction is on the contact line. Contact moment in 'cΣ  is 

denoted by 
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2.5   Force and Moment Equilibrium 

Force and moment equilibrium equations (Fig. 1) are represented by  
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Fig. 2. Contact types 
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where matrix 'c
cR  is relative orientation of 'cΣ  for cΣ , vector zr  is unit direction of 

contact normal, and vector xr  is unit direction of contact line. 

2.6   Active Force Sensing 

In (3), the number of unknown parameters ( ccc rnf ,, ) outnumbers the number of 

measured data ( oo nf , ). To exceed the number of unknown parameters, we must 

increase the number of equations. Hence, we command k times of active force sensing 
and obtain the following equation: 
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where the subscript i is the sampling number, and the following notations are used for 
clearly dividing measured and unknown parameters. 
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3   Parameter Identification from Noiseless Data 

We identify contact conditions as contact type, contact point, and contact direction. 
To simplify and clarify our formulation, the following assumptions are taken into 
consideration in addition to (A1)-(A3). 

(A4) Contact type remains unchanged during active force sensing. 
(A5) Measured data of  and on are pure (noiseless) 

In this section, we will derive 
 
(1) Identification method for contact parameters, 
(2) The number of active force sensing to judge contact type, and 
(3) An algorithm for identification of contact conditions. 

3.1   Subdivision of Contact Type 

Equation (4) is nonlinear because matrix 'c
cR  and vector cn′  are unknown and 'c

cR  is 

a rotation matrix which satisfies 3'' ][][ IRR c
cT

c
c =  and 1)det( ' =c

cR . To reduce 

unknown parameters and remove equation redundancy, four contact types are 
subdivided into 8 types in Table 1. 

 

Table 1.  Subdivision of contact type. 
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3.2   Judgment of Point Contact Type (PC) 

From PC in Table 1, we have 0=′cin , (5) is written as 
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Sweeping out (7) yields 
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We check whether measured data is consistent with PC by using 
 

 034 === kξξ L ,                                                      (9) 
 

Contact position is estimated as T],,[ˆ 321 ξξξ=x . 

Therefore, the number of active force sensing samples to judge point contact type 
and identify its contact parameters must be 2≥k . 

3.3   Judgment of Soft-Finger Contact Type 

3.3.1   Case of Soft-Finger Contact Type 1 (SC1) 
From (5) and SC1 in Table 1, we have 
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From the second and third rows of (10), we have 
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where 
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In a similar way of PC, sweeping out (11), the right side vector is denoted by 

],,,[ 221 kξξξ L . If 0=iξ , )4( ≥i , measured data is consistent with SC1, contact 

position is estimated as T],,[ˆ 321 ξξξ=x . Using the first row of (10), iz  is estimated as 

 
 x̂ˆ 11 iii Abz −= , ),,2,1( ki L= , (13) 

 
where 
 

 ],,0[: 231 iii aaA −= . 
 

Therefore, the number of active force sensing samples to judge SC1 and identify its 
contact parameters must be 2≥k . 

3.3.2   Case of Soft-Finger Contact Type 2 (SC2) 
From (5) and SC2 in Table 1, we have 
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T

i zyA bx =+ ]0,1,[ , ),,2,1( ki L= . (14) 
 
From the third row of (14), we have 
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Sweeping out (15), the right side vector is denoted by T
k ],,,[ 21 ξξξ L . If 0=iξ , 

)3( ≥i  is satisfied, measured data is consistent with SC2, and we obtain 11ˆ ξ=x  and 

22ˆ ξ=x . Eliminating iz  in the first and second rows of (14) yields 
 

 2313113232 ˆ)ˆ( xabyxayxabxa iiiiii −=−++− , ),,2,1( ki L= , (16) 
 
By using matrix form, (16) is rewritten as 
 

 

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

−

−
−

=
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

−+−

−+−
−+−

231

22321

21311

3

3

11322

211232222

111131212

ˆ

ˆ

ˆ

ˆ

ˆ

ˆ

xab

xab

xab

yx

y

x

axaba

axaba

axaba

kkkkkk

MMMM
    (17) 

 
 



 Identification of Contact Conditions by Active Force Sensing 283 

Sweeping out (17) yields 
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We check whether measured data is consistent with PC2 by using 
 

 0321 =′−′′ ξξξ , 0=′iξ , )4( ≥i . (19) 
 

Hence, parameters 3x , y , and iz  are estimated as 
 

 13ˆ ξ ′=x , 2ˆ ξ ′=y , 31132 ˆˆˆ xaxabz iiii −+= , ),,2,1( ki L=  (20) 
 

Therefore, the number of active force sensing samples to judge SC2 and identify its 
contact parameters must be 4≥k . 

3.3.3   Case of Soft-Finger Contact Type 3 (SC3) 
From (5) and SC3 in Table 1, we have 
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Eliminating iz  in the first and second rows of (21) yields 

 113231132121 )( iiiii bybxayxxayxa =+++− , ),,2,1( ki L=  (22) 

 223132122231 )( iiiii bybxayxayxxa =+−−+ , ),,2,1( ki L=  (23) 

By using matrix form, (22) and (23) are respectively written as 
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Equations (24) and (25) are linear estimation problem to determine 
 

 T
s yxyxxyx ],,,[: 121131231 +=x , T

s yxyxyxx ],,,[: 212122332 +=x      (26) 
 

By sweeping out (24) and (25), these right side vectors are denoted by ],,,[ 21 kξξξ L  

and ],,,[ 21 kξξξ ′′′ L , respectively. We check whether measured data is consistent with 

SC3 by using the following constraints: 

 0431 =− ξξξ , 0=iξ , 5≥i  (27) 

 0432 =′′−′ ξξξ , 0=′iξ , 5≥i  (28) 

 0)()( 342431 =′−−′−′ ξξξξξξ  (29) 

Contact parameters are estimated as 
 

 31ˆ ξ ′=x , 32ˆ ξ=x , 4313ˆ ξξξ ′−′=x , 41ˆ ξ=y , 42ˆ ξ ′=y  (30) 
 

Therefore, the number of active force sensing samples to judge SC3 and identify its 
contact parameters must be 5≥k . 

3.4   Judgment of Line Contact Type 

3.4.1   Case of Line Contact Type 1 (LC1) 
From (5) and LC1 in Table 1, we have 
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The number of unknown parameters ),,,,( 21321 ii zzxxx  is k23+  but the number of 

equations is 3 if 1=k  and k22 +  if 2≥k . Hence, the number of unknowns always 
outnumbers the number of equations even if k is increased, so contact parameters are 
not uniquely determined. This corresponds to contact point arbitrarily locating on the 
contact line. 

Because the third row of (31) is the same form as (15), we check whether measured 
data is consistent with LC1 and obtain 1x̂  and 2x̂  if 3≥k . From the first and second 

rows of (31), we have 
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The second term of x  is the estimated direction of contact line. Parameter 3x  is 

arbitrary value on the contact line. 
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3.4.2   Case of Line Contact Type 2 (LC2) 
From (5) and LC2 in Table 1, we have 
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Eliminating 2iz  in the second and third rows of (33) yields 
 

 331312231 )( iiiii bybxayxayxxa =+−−+ , ),,2,1( ki L=  (34) 
 
Because (34) is a similar form as (25), we check whether measured data is consistent 
with LC2, and obtain 31ˆ ξ ′=x  and 4ˆ ξ ′=y  if 5≥k . Parameter 3x  is represented as 

2413 xx ξξ ′−′= , in which 2x  is arbitrary value. Hence, we have 
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3.4.3   Case of Line Contact Type 3 (LC3) 
From (5) and LC3 in Table 1, we have 
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Eliminating 1iz  and 2iz  in (36) yields 
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Sweeping out (37), the right side vector is denoted by ],,,[ 21 kξξξ L , we check 

whether measured data is consistent with LC3 by using 
 

 053421 =−+ ξξξξξ , 0=iξ , 6≥i  (38) 
 

Hence, contact parameters are estimated as 
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3.5   Judgment for Planar Contact Type (PLC) 

From (5) and PLC in Table 1, we have 
 

 i
T

iiii zzzA bx =+ ],,[ 321 , ),,2,1( ki L= . (40) 
 

Because the number of unknown parameters always outnumbers the number of 
equations even if k is increased, the parameters are indeterminate. 

3.6   Algorithm for Identification of Contact Conditions 

From the above discussions, we have Table 2 summarizing the number of active force 
sensing samples to judge contact type and identify its contact parameters. The symbol 
'-' means identifiable but the symbol '*' means indeterminate. Hence we propose an 
identification algorithm as follows. 
 

Table 2. Necessary number of active force sensing samples. 

k Point Soft-finger Line Planar 
2 PC SC1 * * 
3 - * LC1 * 
4 - SC2 * * 
5 - SC3 LC2 * 
6 - - LC3 * 

 
Step 1: Command 2 times of active force sensing. 
Step 2: If (9) is satisfied, then contact type is judged as PC. 
Step 3: If (11) is satisfied, then contact type is judged as SC1. 
Step 4: Command 2 times of active force sensing. 
Step 5: If (15) is satisfied, then go to Step 6, else Step 7. 
Step 6: If (19) is satisfied, then contact type is judged as SC2, else LC1. 
Step 7: Command 1 time of active force sensing. 
Step 8: If (28) is satisfied, then go to Step 9, else Step 10. 
Step 9: If (27) and (29) are satisfied, then contact type is judged as SC3, else LC2. 
Step 10: Command 1 time of active force sensing. 
Step 11: If (38) is satisfied, then contact type is judged as LC3, else PLC. 
 
This algorithm has the following advantages: 

(1) Distinction between SC2 and LC1 is possible. 
(2) For planar contact, its contact parameters are indeterminate but the contact type 

is distinguishable. 
(3) Subdivided 8 contact types are distinguishable when 6≥k . 

Numerical examples are omitted because of lack of pages. 
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4   Parameter Identification from Contaminated Data 

In actual practice, measured data are contaminated with noise, so sweeping-out 
method is unusable. In this section, we will derive 

(1) Identification method from contaminated data of contact moment. 
(2) An algorithm for identification of contact conditions. 

4.1   Assumptions 

The following assumptions are taken into consideration in addition to (A1)-(A4). 
(A5) Measured moment on  is contaminated with noise, and the variance of its 

noise is smaller than that of its pure moment. 
(A6) The number of active force sensing samples is sufficient large, and our 

analysis is based on Ergodic hypothesis. 
The noise in (A5) is denoted by ε , and its covariance matrix is denoted by 

 

 ],,diag[]Cov[ 222
zyx γγγ=ε , (41) 

 

where ]diag[•  is a diagonal matrix, •γ  standard deviation of noise. The maximum 

and minimum values of noise are denoted by 
 

 },,max{:max zyx γγγγ = , },,min{:min zyx γγγγ =  (42) 

4.2   Contact Moment Representation 

The constraint of cn′  is defined by its covariance matrix as 
 

 ],,diag[]Cov[ 222
zyxc σσσ=′n . (43) 

 

where •σ  is standard deviation of contact moment cn′ . Four contact types are 

characterized by 
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4.3   Calculation of Force and Moment Deviation 

By considering the noise, (5) is replaced with 
 

 iiciiA ε−=+ bnx , ),,2,1( ki L= , (45) 
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Force and moment deviation from data average are used for eliminating measured 
data offset. Data average 0b  and deviated data ib  are calculated by 

 ∑
=

=
k

i
ik 1

0
1

: bb , (46) 

 0: bbb −= ii , ),,2,1( ki L= . (47) 

Note that the average of deviated data ib  is zero. Similarly, iA , cin , and iε  are 

obtained and (45) is transformed as  
 

 iiciiA ε−=+ bnx , ),,2,1( ki L= . (48) 
 

We define contaminated contact moment icii εν += n: , where the average of iν  is 

zero. Therefore, the problem of identifying contact conditions is transformed to that 

of finding x  and k
ii 1}{ =ν  for given k

iiiA 1},{ =b . 

4.4   Estimation of Contact Point and Contact Moment 

To minimize the distribution of iν , we employ the following performance index: 
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Minimizing the index (49), contact position x  is estimated as  
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This contact point is a contact centroid, because the index corresponds to point 
contact type ( 0=cin ) and the contact point is concentrated from contact area for the 

other contact types. Hence, the remainder of (49) corresponds to contact moment. 
Contaminated contact moment iν  is estimated as 

 

 )(ˆ:)(ˆ kAk iii xb −=ν . (51) 
 

From Assumption (A6), estimates )(ˆ kx  and )(ˆ kiν are asymptotically unbiased. 
 

 *)(ˆlim xx =
∞→

k
k

, *)(ˆlim ii
k

k νν =
∞→

 (52) 

 

where *•  is true value. Therefore, it is assured that consistent estimator is obtained 
when the number of active force sensing samples is infinite. 
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4.5   Contact Type Judgment 

4.5.1   Space Average of Contaminated Contact Moment 
We define matrix M as the covariance matrix of ν . 
 

 ]E[]E[]E[]E[]E[]Cov[: TT
c

T
c

T
cc

TM εεεεννν +++=== nnnn  (53) 
 

where ]E[•  is an average of • . From (4), (41), (43), and (A6), we have 
 

 ],,diag[]][,,diag[][ 222
'

222
' zyx

T
c

c
zyxc

c RRM γγγσσσ +=  (54) 

 

If measured data is noiseless, we have 0222 === zyx γγγ , so the relation between 

contact type and the rank of matrix M is described by  
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From Weyl theorem [26], eigenvalues 321 ,, μμμ  )0( 321 ≥≥≥ μμμ  of matrix M 

have the following condition. 
 

 2
min

22
max

2 γσμγσ +≥≥+ jjj , )3,2,1( =j  (56) 

 

where jσ  is the j-th largest value of xσ , yσ , and zσ . From (56), eigenvalues 1μ , 

2μ , and 3μ  are illustrated as Fig. 3. When a threshold θ  is preset, four contact types 

are distinguishable by the number of eigenvalues exceeding θ .  

 

Point Soft-finger Line Planar
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1μ
2μ
3μ

 

Fig. 3. Relation between contact type and eigenvalues 
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The threshold θ  is set exceeding 2
maxγ  theoretically, but can be selected from force 

sensor calibration beforehand in actual practice. 

4.5.2   Time Series Average of Contaminated Contact Moment 
We define the following symmetric matrix. 
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Performing singular value decomposition, matrix )(kN  is rewritten as 
 

 TkRkkkkRkN )()](),(),(diag[)()( 321 λλλ= , )0( 321 ≥≥≥ λλλ   (59) 

 

where jλ  is eigenvalue, 33
321 ],,[)( ×ℜ∈= rrrkR  is a corresponding orthogonal 

matrix. From (A6), the number of active sensing samples is large enough, we have 
 

 MN =∞)(  (60) 

 

Thus, contact type is distinguishable by using the eigenvalue jλ  and (57) in which jμ  

is replaced with jλ . Eigenvalue )(kjλ  and matrix )(kR  are estimates of •σ  in (44) 

and contact orientation 'c
cR  in Eq. (4). Hence, the contact direction is estimated as 
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This proposed method is used for the case that the number of active force sensing 
samples is limited in actual practice. 

Contact position and contact direction estimated by (50) and (61) are called "linear 
estimates", because the nonlinear term (4) is omitted in the index (49). 

4.6   Typed Estimates of Contact Conditions 

When the number of active force sensing samples is limited, the estimation error 
occurs because contaminated data is used for the estimation and (4) is omitted in the 
index (49). To obtain more accurate estimates, we must include contact moment 
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constraints (4) and (44). Hence, we employ the following performance index and re-
identify contact parameters. 
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This re-identification is executed if contact type is judged as soft-finger or line 

contact type, because for point contact type, (62) is reduce to (49), and for planar 

contact type, its contact parameters are indeterminate. Because matrix 'c
cR  and vector 

cin ′  are unknown beforehand, (62) is a nonlinear estimation problem. Hence, linear 

estimates x̂ , xr̂ , zr̂  in (50) and (61) are assigned to the initial value for minimizing 

(62). Contact position and contact direction obtained by minimizing (62) are called 
"typed estimates". Unknown parameters in (62) are redundant, so we must subdivide 
the index to reduce the parameters.  

4.6.1   Parameter Re-estimation for Soft-Finger Contact Type 
For soft-finger contact type, we have 0=′=′ cyicxi nn  and czizci n ′= rn . To reduce 

unknown parameters, cin  is divided into three cases. 
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Taking the example of 1max zz rr = , we have 
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When the index (64) is minimized for x , 1y , 2y , and k
iis z 1}{: ==z , the following 

conditions are satisfied. 
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Contact position x  and contact direction parameters ),( 21 yy  are estimated by 
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Contact moment parameter iz  is estimated by 
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In (66) and (67), the following notations are used. 
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Unit direction vector zr  is calculated by 
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Summarizing the above discussions, we propose an algorithm for parameter 
estimation of soft-finger contact type. 

Step 1: Initial value of sx  is set as the linear estimates x̂  and zr̂  in (50) and (61). 

Step 2: sx  is fixed and k
iiz 1}{ =  is calculated by (67) for minimizing sJ . 

Step 3: k
iiz 1}{ =  is fixed and sx  is calculated by (66) for minimizing sJ . 

Step 2 and 3 are repeated until some convergence condition is satisfied. 

4.6.2   Parameter Re-estimation for Line Contact Type 
For line contact type, we have 0=′cxin  and czizcyiyci nn ′+′= rrn . To reduce unknown 

parameters, cin  is divided into three cases. 
 

 

⎪
⎪
⎪
⎪

⎩

⎪
⎪
⎪
⎪

⎨

⎧

=⎥
⎦

⎤
⎢
⎣

⎡
⎥
⎦

⎤
⎢
⎣

⎡

=⎥
⎦

⎤
⎢
⎣

⎡
⎥
⎦

⎤
⎢
⎣

⎡

=⎥
⎦

⎤
⎢
⎣

⎡
⎥
⎦

⎤
⎢
⎣

⎡

=

1max
2

1

2

1

2max
2

1

2

1

3max
2

1

2

1

for
10

01

for
10

01

for
10

01

xx
i

i
T

xx
i

i
T

xx
i

i
T

ci

rr
z

z

y

y

rr
z

z

y

y

rr
z

z

y

y

n  (70) 

 

Taking the example of 3max xx rr = , we have 
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When (71) is minimized, the following conditions are satisfied. 
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Hence, we have 
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where 
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Unit direction vector xr  is calculated as 
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In a similar way of soft-finger contact type, (71) is minimized by using (73) and (74). 

4.7   Algorithm for Identification of Contact Conditions from Contaminated 
Data 

Summarizing the above discussions, we propose an algorithm for identification of 
contact conditions as follows: 

 
Step 1: Command active force sensing. 
Step 2: Calculate of measured force and moment deviation by using (47). 
Step 3: Estimate contact position x̂  by using (50). 
Step 4: Estimate contact moment iν̂  by using (51). 

Step 5: Calculate matrix N by using (58) and derive eigenvalues 1λ , 2λ , and 3λ . 

Step 6: Judge contact type by using (57). 
Step 7: If it is judged as soft-finger contact type, unknown parameters is re-

estimated by using Section 4.6.1. 
Step 8: If it is judged as line contact type, unknown parameters is re-estimated by 

using Section 4.6.2. 
Step 9: Go to Step 1. 
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This algorithm has the following advantages: 
 
(1) Contaminated measured moment is usable. 
(2) The contact conditions are identified continuously by active force sensing 

motion.  
(3) For planar contact type, unknown parameters are indeterminate but the contact 

type is distinguishable. 
 

From Section 3, this algorithm is usable when 6≥k , but for point contact type, 
contact parameters are identifiable when 2≥k . 

4.8   Numerical Example 

We demonstrate effectiveness of our proposed method through numerical examples. 
That is, we verify that  

 
(1) Contact position and contact moment are identifiable by using linear estimates,  
(2) Four contact types are distinguishable by using the eigenvalues of covariance 

matrix of the estimated contact moment, 
(3) More accurate contact parameters are obtained by reidentification. 
 

Four contact types shown in Fig. 4 are considered. These simulation conditions are 
assigned as follows: 

 
[Simulation conditions] 

Contact position: ]m[]1.0,1.0,1.0[ T
c == rx ,   (77) 

Contact orientation: ]1,1,1diag[],,[' −−== zyxc
cR rrr ,   (78) 

             Contact force and moment in 'cΣ : 

     ]N[]000.2,500.0,500.0diag[]Cov[ 2222 T
c =′f , 

 ])Nm[(]050.0,100.0,100.0diag[]Cov[ 2222 T
c =′n   (79) 

Measurement noise in oΣ : 

 ])Nm[(]003.0,002.0,002.0diag[]Cov[ 2222 T=ε .  (80) 
 

Measured force of  and moment on  are generated from the following steps:  

Step 1: For each contact type shown in Fig. 4, contact force cf ′  and moment cn′  

are randomly generated by using moment constraint (44) and covariance matrix (79). 
Step 2: Contact force cf  and moment cn  are calculated using (78). 

 cc
c

c R ff ′= ' , cc
c

c R nn ′= '  (81) 

Step 3: Force of  and moment on  are calculated using (3) and (77). 

 co ff = , ccco nfrn +×=  (82) 

Step 4: To obtain contaminated measured moment, (80) is added to on . 

 ε+← oo nn  (83) 



 Identification of Contact Conditions by Active Force Sensing 295 

 
0.1[m]

Σc' 

y z 

x'
z'

x 

y' 0.1[m] 

0.1[m] 
 

(a) Point contact (m=3) 

 

Σc'

y z

x'
y'z'

x

 
(b) Soft-finger contact (m=2) 

 
y z 

x' 

y'z' 

x 

Σc' 
 

(c) Line contact (m=1) 

 
y z

x'

y'z'

x

Σc'
 

(d) Planar contact (m=0) 

Fig. 4. Contact conditions in this numerical example 

The proposed algorithm (Section 4.7) is executed. Fig. 5 shows eigenvalues of (a) 
point contact type data, (b) soft-finger contact type data, (c) line contact type data, and 
(d) planar contact type data. For each contact type, 20 trials are exemplified. For each 
trial, 50 times of active force sensing are commanded.  

In case of point contact type data, three eigenvalues converged small value 
corresponding to noise. In case of soft-finger contact type data, the largest eigenvalue 

converged contact moment corresponding to 2
zσ , and the other eigenvalues 

converged small value corresponding to noise. In case of line contact type data, the 

largest two eigenvalues converged contact moment corresponding to 2
yσ  and 2

zσ . In 

case of planar contact type data, three eigenvalues converged large value 

corresponding to 2
xσ , 2

yσ  and 2
zσ . These four contact types are distinguishable when 

the number of samples k  is set larger than about 20 and the threshold θ  is set around 

0.001. Theoretically, this threshold can be set exceeding 2
maxγ  (Fig. 3).  

Fig.6 shows measured force and moment of one trial of line contact type data (Fig. 
5(c)). Figures 7 and 8 show contact parameters estimated from line contact data, and 
Fig. (a) and (b) show linear and typed estimates, respectively. From Fig. 7, contact 
point x̂  converged true value (0.1,0.1,0.1). From Fig. 8, direction of contact line xr̂  
converged true value (1,0,0). Typed estimates are more accurate than linear ones. 
Hence, effectiveness of our proposed method has been verified. 

From these numerical examples, it has been verified that four contact types and 
contact parameters are identifiable from contaminated data by using our proposed 
method. In this numerical example, contact type is distinguishable when 20≥k . 
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(a) Point contact type data 
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(b) Soft-finger contact type data 
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(c) Line contact type data 
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(d) Planar contact type data 

Fig. 5. Eigenvalues corresponding contact type 
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(b) Measured moment on  

Fig. 6. Measured force and moment of one trial in Fig 5(c) 
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(a) Linear estimate 
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(b) Typed estimate 

Fig. 7. Estimated contact point 
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(a) Linear estimate 

10 20 30 40 50

-0.2

0.0

0.2

0.4

0.6

0.8

1.0

 

 

E
xt

im
at

ed
 d

ir
ec

tio
n 

rx

Samples k

 rx1t
 rx2t
 rx3t

 
(b) Typed estimate 

Fig. 8. Estimated direction of contact line 

5   Transition Detection of Contact Conditions 

In Section 3 and 4, contact type did not change to simplify problem formulation. 
These cases enable equal treatment between past measured data and latest one. In 
actual practice, transition of contact type occurs during assembly tasks (Fig. 9). To  

 
 

 
(a) Point contact   (b) Line contact   (c) Planar contact 

Fig. 9. Transition of contact types 
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perform the assembly tasks by robots dexterously, we must detect the transition. 
However, past data may not satisfy current contact type, for example, past data is 
acquired at Fig. 9(a) and latest one is acquired at (c). Hence, weight coefficient of the 
latest data is enlarged, and the number of employed data for parameter estimation is 
limited.  

This section replace (A4) with the following assumption. 
(A4') Contact type changes during object manipulation 

5.1   Calculation of Force and Moment Deviation 

In a similar way of Section 4, to eliminate measurement data offset, we use force and 
moment deviation. The weighted data average )(0 kb  and the deviation )(kjk −b  are 

calculated as 

 ∑
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w

w
k bb , ∑
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 )(:)( 0 kk jkjk bbb −= −− , )1,,1,0( −= nj L  (85) 

where k is the sample number, j relative number for past data (latest data is j=0)，n 
the number of estimation samples, jw weight, aw  total weight. Note that weighted 

average of deviation )(kjk −b  is zero. Similarly, calculating )(kA jk−  and )(, kjkc −n , 

(5) is transformed to 
 

 )()()( , kkkA jkjkcjk −−− =+ bnx  , )1,,2,1,0( −= nj L  (86) 

5.2   Linear Estimate of Contact Conditions 

We employ the following performance index. 
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Minimizing (87) yields the following contact centroid: 
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Contact moment is estimated as  

 

 )(ˆ)()(:)(ˆ
, kkAkk jkjkjkc xbn −−− −= , )1,,1,0( −= nj L  (89) 
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We calculate the following symmetric matrix  

 33
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Performing singular value decomposition, we have the following form. 

 

 TkVkkkkVkN )()](),(),(diag[)()( 321 λλλ= , 0321 ≥≥≥ λλλ  (91) 
 

where iλ is eigenvalue and orthogonal matrix V is estimate of orientation 'c
cR . 

Contact type is judged by (57).  
Section 4 corresponds to the case that nk =  and 1=iw . 

5.3   Transition Detection 

From Section 3, the above identification method is usable when 6≥k . However, 
estimated contact type is occasionally incorrect because measured data are 
contaminated with noise and n is limited. We check continuity of estimated contact 
type and revise contact type as follows: 
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where tn  is the number of data for transition detection, revm  the revised contact type. 

5.4   Re-identification Contact Conditions Considering Contact Type 

Because contact moment cn  is omitted in the index (87), we must derive more 
accurate estimate of contact parameters, so employ the following performance index 
(Typed estimate). 
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Typed estimate of contact conditions is derived in a similar way of Section 4. 

5.5   Numerical Examples 

Effectiveness of our proposed method is demonstrated through numerical examples. 
For actual practice, we exemplify the contact transition of Fig. 9. The cube shown in 
Fig. 10 is grasped by a robot hand. Its bottom makes contact with the environment, 
and contact type changes as shown in Fig. 11. Each transition occurs in 50 samples. 
Table 3 shows contact position, in which s and t are free parameters of contact 
direction. The first term of contact position is a contact centroid. In this numerical 
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example, measured force and moment are generated with 0== ts . Contact force and 
moment ),( cc nf ′′  are the same conditions as (79).  

Gravitational effect is added to the measured force and moment, calculated by 
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o w
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f ]coscos,cossin,[sin φφφφφ
 (94) 

 

where gravitational center is given by ]m[]05.0,0,0[ T
g

o =r , the object mass given by 

]N[10=gw . The object incline ),( yx φφ  is given as Table 3. In this case, the object 

orientation changes with 0.004[rad] per one sample. Measurement noise in oΣ  is 

assigned with 

 ]N[]100.0,040.0,040.0diag[]Cov[ 2222 T
fo =ε , 

 ])Nm[(]003.0,002.0,002.0diag[]Cov[ 2222 T
no =ε . (95) 

[Transition detection condition] 
Number of data for parameter estimation: 15=n  

Weight coefficient: j
jw 9.0=  

Threshold: 4105 −×=θ  
Number of data for transition detection: 3=tn  

If measured data are noiseless, four contact types are distinguishable when 6≥k . If 
measured moment is contaminated, it is numerically assured that four contact types 
are distinguishable when 20≥k . If measured force is also contaminated, sensing 
times k must be much increased more than 20 samples. But we use 15=n  in this 
simulation, to detect contact transition quickly.  
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Fig. 11. Transition of the contact types (Gray color is contact area) 

Table 3. Contact position between the grasped object and its environment, and orientation of 
the grasped object. 

 Type Contact Position [m] xφ [rad] yφ [rad] 

(a) Point (-0.05, 0.05, 0.1) 0.2 from 0.2 to 0 
(b) Line (0, 0.05, 0.1)+s(1,0,0) from 0.2 to 0 0 
(c) Planar (0, 0, 0.1)+s(1,0,0)+t(0,1,0) 0 0 
(d) Line (0.05, 0, 0.1)+t(0,1,0) 0 from 0 to -0.2 
(e) Point (0.05, -0.05, 0.1) from 0 to -0.2 -0.2 

 
Fig. 12(a) shows eigenvalues, (b) contact type, (c) contact position, (d) contact 

position in reidentification, (e) direction of contact line, and (f) direction of contact 
line in reidentification. 

From Fig. 12, it is assured that contact transition is detected. By continuity check 
of contact transition, incorrect judgment around k=60, 170, 200 in Fig. 12(b) is 
revised. From Fig. 12(c) and (d), it is shown that contact position transits from (-0.05, 
0.05, 0.1) to (0.05, -0.05, 0.1), and for line contact type, contact position is revised to 
more accurate value in reidentification. But 1x  in k=50-100 and 3x  in k=150-200 

correspond to parameters s and t, and these are indeterminate. From Fig. 12(e) and (f), 
direction of contact line is estimated around (1,0,0) in case of Fig. 11(b), and around 
(0,1,0) in Fig. 11(d). These directions are revised in reidentification. Direction angle 
error is revised from 20 [deg] to 10 [deg]. The cause of angle error is as follows. (1) 
Contaminated data are used to detect contact transition. (2) The number of data for 
identification is small. If the active sensing data n is increased, more accurate 
estimates of contact direction are obtained, but transition of contact type is detected 
slowly. When the above direction error is [deg]10≤eφ , the direction is located 

around 
 

 17.0sin,1cos98.0 ≤≤≤ ee φφ  (96) 
 

This direction is shown in Fig. 12(f). Estimated direction greatly changes around 
k=100 and k=215, because current contact type respectively already changed to planar 
and point contact types but judged contact type is line. This difference between 
current and judged contact types is affected by past data, so direction of contact line is 
indeterminate. 
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Fig. 12. Estimated parameters of contact conditions in transition detection 

Because data offset is eliminated by using data deviation, gravitational effect of 
object mass is reduced when change of object inclination is small. In this numerical 
example, smallest eigenvalue is bit enlarged, but this does not affect to contact type 
judgment. 
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6   Conclusions 

This article has discussed the parameter identification problem of contact conditions 
between a grasped object and its environment. We have the following novel results: 
(1) It is assured that four contact types are distinguishable when the number of active 
force sensing times is at least 6. (2) Efficient algorithms distinguishing four contact 
types are proposed. Effectiveness of the algorithms is verified through numerical 
examples. 

Our proposed methods have the following advantages: (1) The contact conditions 
between unknown shaped object and environment are identifiable. (2) Four contact 
types as point, soft-finger, line, and planar contact types are distinguishable. (3) If the 
type is judged as soft-finger contact type, the direction of contact normal is estimated. 
If the type is judged as line contact type, the direction of contact line is estimated. 
Moreover, (4) Contact transition is detectable. 

As shown in Fig. 13, our proposed method is applicable to the identification of the 
contact conditions in a variety of tasks, such as the contact between a grasped object  
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and an external environment, the contact between a grasped object and each finger of 
a robot hand, the contact between a manipulated object and each arm of a humanoid 
robot, the contact between a floor surface and each foot of a legged robot. 
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Abstract. Moving on from desktop computers, computing intelligence will be 
woven into the “fabric of everyday life”. User-centric pervasive adaptive sys-
tems will deliver services adapted to ourselves and our context of use. Their 
practical development is a cross disciplinary endeavour requiring synergy of 
computer engineering, human science and practice. This work describes a novel 
reflective approach  for development and deployment of adaptive systems. Spe-
cial focus is on a reflective ontology which uses UML diagrams as graphical 
representations, and is employed for developing reflective applications. The 
semi-formal and semi-automatic development chain starts with UML elements, 
whereas the UML elements can be partially represented by XML, which in turn 
can be used to parameterize the Java implementation of the final system. 

1   Introduction 

Most of the present systems that deal with personal human experience (affective com-
puting systems) are poorly engineered. As a consequence, maintenance and modifica-
tion of affective computing applications becomes very difficult, if not even impossible. 
Furthermore, re-usability as a capability of re-deploying the same software structures 
in different application domains is not possible. This approach adds complexity to the 
current pervasive adaptive systems by introducing cognitive and physical experience 
and at the same time strives for a generic, flexible and re-usable solution. 

One of the concrete answers to new challenges in building pervasive adaptive  
systems is the reflective framework (cf. [25]) aiming at developing methods and tools 
for developing such user-centric pervasive adaptive systems (in the following: RE-
FLECTive systems). The reflective framework is a service- and component-oriented 
infrastructure implemented in Java using Eclipse and OSGi. A multidisciplinary team 
with computer engineering [18], human science [6] and praxis background [19] works 
together deploying a wide range of competences in a common endeavour. Often, the 
parties involved in such a common development do not understand each other well, as 
they are coming from different fields, have different educational background and 
sometimes even different way of thinking. These factors pose an extra burden to the 
already complex developing task.  

The major goal of the Reflective ontology is to provide a common description of the 
concepts and structures needed for the design of reflective software and the develop-
ment of the reflective applications. In this context the reflective system is a system that 
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is responsive to emotional cognitive and physical experiences of the users involved in a 
particular task or situation. Reflective ontology should also contribute to a common 
understanding of the problem domain within a cross-disciplinary team requiring syn-
ergy of computer engineering, human science and praxis in developing complex  
systems that seamlessly adapt to the users. 

Here, we consider an ontology to be a structure of concepts or entities within a 
domain, organized by relationships [26]. We define it to be an explicit specification of 
an abstract, simplified view of a world to be represented, which specifies both the 
concepts inherent in this view as well as their interrelationships [14].  

As proposed in [10], we have used UML [27] as the language for describing the 
REFLECT ontology. One reason is that this approach allows to base the discussion on 
easily understandable graphical representations1, which will help in the future usage 
and elaboration of the ontology. Another important reason is, that by using UML the 
ontology can be related to the REFLECT software in a straightforward manner. Par-
tially, it will be possible to (semi-)automatically generate XML from the given UML 
structures, which in turn can be used to parameterize the Java implementation of the 
REFLECT system. 

Section 2 presents the global structure of the REFLECT ontology, relates it to the 
REFLECT software architecture, and points out its intended role in the development 
of applications. Section 3 details a specific part of the REFLECT ontology, and the 
case study in section 4 illustrates, how a REFLECT application can be modelled on 
the base of this ontology. Section 5 is devoted to implementation issues; it details the 
execution of REFLECT applications and points out XML based means, by which  
the UML elements of the ontology can be used in this process. Section 6 discusses the 
methodologies having been employed when developing the core ontology, and  
specifically reports about existing ontologies and their partial reuse. The section 7 
concludes this chapter summarizing the achievements and pointing to the open prob-
lems for the further work. 

2   Structure and Role of the Ontology 

This chapter sketches REFLECT software structures, and then explains the overall 
organization of the REFLECT ontology and its role in the development of REFLECT 
applications. 

2.1   REFLECT Software 

There are two different appearances of the REFLECT software. One is the REFLECT 
framework that consists of the REFLECT infrastructure and a number of tools for  
developing and deploying reflective applications. It runs on top of OSGI and uses 
numerous  Java –based tools. Another is the REFLECT application as a concrete ap-
plication instance developed with the reflective framework. 

The REFLECT development system consists of three layers (Figure 1(a)). The tan-
gible layer includes basic services, which can be used to communicate with sensors 
and actuators. The reflective layer is the middleware of the REFLECT system,  
 

                                                           
1 The UML diagrams used within this chapter are explained in footnotes. 
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                   (a) REFLECT Framework                                   (b) REFLECT Application 

Fig. 1. REFLECT Software 

comprising a service registry and other central components. And the application layer 
adheres to software components and tools for the development of applications and re-
lated configuration items2. 

Consequently, any REFLECT application contains components of each of these 
layers (Figure 1(b)). Such an application can be considered as a constantly adapting 
system, analysing sensor inputs, reflecting about the actual and former results of the 
analysis, and reacting according to a given application scheme via controlling actuat-
ing variables. Conceptually this means, that any REFLECT application is running in a 
closed loop, reflecting the permanent cycle sense-analyse-react. However, this does 
not imply that at any time the same loop is performed, it only means that perpetually 
sensors deliver inputs, leading to outputs for actuators, which in turn lead to modified 
inputs, etc. Actually, there will be applications, where a number of closed loops will 
run in parallel. Thus the Figure 1(b) represents a visual metaphor of a “spinning top” 
that performs fine-tuning and self-adaptation in an endless loop. 

 
 

                 (a) Conceptual view                                           (b) Ontology view 

Fig. 2. REFLECT Viewpoints 

                                                           
2 The goal of this section is not to give a comprehensive account of the REFLECT software, but 

its basic structures are explained, so that the role of the REFLECT ontology can be presented 
in a sensible was. Details about the REFLECT system architecture can be found in [20]. 
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Figure 2(a) details this conceptual view. The basic idea is to hierarchically organ-
ize the sense-analyse-react cycle. At the bottom, there is the environment with sensor 
and actuator devices. Above, the low-level software components perform the first and 
the last steps in any cycle; either features are extracted from sensors or are used to 
control actuators. Next, the high-level components deal with abstract constructs de-
scribing the user context, his psychological, cognitive or physical state, or high-level 
system goals. The software is organized such that these high-level components build 
on the low-level ones, but not directly on devices. And at the top application level, 
according to the concepts at hand, the effectively available user constructs (obtained 
from the connected sensors) are related to possible system goals (depending on the 
involved actuators). Again, the application level directly relies only on the high-level 
components. 

Considering the diversity of system adaptations, one can distinguish between im-
mediate reactions, reflective adjustments, and evolutionary adaptations (see Figure 
2(b)). Roughly spoken, an immediate reaction takes place, if sensor features are di-
rectly used to control actuators, which specifically might be of interest in case of 
emergency. Reflective adjustments are reactions, which are based on the analysis of 
different sensor features, resulting in the availability of more abstract constructs. And 
evolutionary adaptations, last but not least, account for the long term ramifications of 
the adaptations mentioned above, and specifically perform “system evolution”. 

2.2   The Role of the REFLECT Ontology 

The global structure of the ontology adheres to the conceptual view as depicted in 
Figure 2(b), i.e. the ontology is hierarchically organized into four modules being 
named devices, features, constructs and concepts, and these modules incorporate 
those items or concepts, which make the ontology suited for discussing pervasive 
adaptive applications3. 

In the course of elaborating or specifying particular applications, the notions of the 
different modules have to be related to each other. During this activity, in spelling out 
the details of the applications under consideration, the items of the ontology will be 
enriched by attributes and operations. Sometimes, there will be the need for adding 
further notions. Consequently, the ontology outlined in section 3 is under permanent 
development. Because of its role to be used in UML specifications of REFLECT ap-
plications it constantly grows in depth and breadth. 

The role of the REFLECT ontology as being the base for modelling REFLECT  
applications will in turn be mirrored in the REFLECT development system. Here, on-
tology entries can be used as a base to provide reusable software components. 

In the next subsections, for each of the four levels introduced in Figure 2(b), we 
sketch the internal structure of the associated modules as well as the relations between  
 

                                                           
3 The four modules are depicted by the UML package diagram standing for a collection of 

classes, which can be considered as a collection of notions. The dotted line expresses depend-
ency: the features module depends on the devices  module, the constructs module on the fea-
tures module, and the concepts module on the constructs module. 
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Fig. 3. Modelling Devices 

close-by modules. In this, relations between close-by modules are illustrated by giv-
ing examples showing which items play together in the sensing or reacting stage of 
the sense-analyse-react cycle mentioned above. 

2.3   Modelling Devices 

The devices module contains entries for sensors, actuators, or other devices, like for 
example hard disks containing configuration settings. In Figure 3, the top level UML 
diagrams of the devices package are presented4.  

Sensor examples are Camera, Thermometer or BloodPressureSensor, Actuator 
examples are RoomLight or Radio, a hard disk is an example for OtherDevice. 

2.4   Modelling Features 

Features may be measurements like pulse or temperature stemming from sensors,  
actuating variables like tone or volume belonging to actuators, or facts like age or 
gender stemming from a hard disk. More complex examples for features are the mean 
heart rate or the mean temperature. In Figure 4, the top level UML diagrams of the 
features package are presented. 

The left part expresses that each Feature is realized and/or implemented by one or 
more Device items, the middle part expresses that a Feature can be a UserFeature or  
 

 
Fig. 4. Modelling Features 

                                                           
4 For a single notion the UML class diagram is used. Beside the class name, a class diagram can 

also show attributes and operations belonging to a class, and later we will see examples for this. 
A line with a triangle at its head leads from a special notion (subclass) to a more general one 
(superclass): Sensor, Actuator, and OtherDevice are special forms of the superclass Device. 
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a ContextFeature, and the right part expresses that one has to distinguish between 
SimpleFeature and ComplexFeature5. 

The term UserFeature is used, if the respective feature refers to the emotional, 
cognitive, or physical state of the user (e.g. Pulse or Movement). The term Con-
textFeature refers to the user context (e.g. Time). Note however that some features 
will be user and context features at the same time (e.g. Temperature). Anyway, in 
many cases the final category depends on the application under consideration. 

Notions like Pulse, Movement, or Temperature are simple features. Complex fea-
tures are items being derived from one or more other (simple or complex) features, an 
example would be MeanTemperature. 

As noted above, features are used for sensing and reacting. Consequently, in  
modelling applications they will be related to sensor or actuator items, or to both. Ex-
amples for the first case would be FacialExpression and HeartRate, and examples 
for the last case would be RoomTemperature and RoomLighting. (A camera might 
be used to observe the facial expression, but there is no device to directly manipulate 
it. On the other hand, the room temperature can be measured by a thermometer and 
can be adjusted by a heater control.) 

2.5   Modelling Constructs 

Any REFLECT application considers the user’s current context and state and adapts it-
self to it. As far as the user’s state is concerned, one has to distinguish between the 
emotional state (e.g. annoyance) and cognitive engagement (e.g. high mental work-
load) of the user and physical conditions and actions (e.g. temperature and movement). 
Dealing with the system reaction to a given context and user state requires a notion of 
“goal”, which is used with environment and user data to infer actions to be taken.  

In Figure 5, the top level UML diagrams of the constructs package are presented. 
The left part expresses that each Construct item is an aggregate of one or more Fea-
ture items, and the right part says that one has to distinguish between UserContext, 
EmotionalState, CognitiveState, PhysicalState, and SystemGoal.  

Examples for emotional or cognitive states are Motivation, MentalOverload, Com-
fort, Effort and Mood. 

 

 

Fig. 5. Modelling Constructs 

                                                           
5 A solid line with a diamond at its head expresses aggregation. The class pointed to by the dia-

mond “contains” the source class. An additional annotation “1..*” at the source side means 
that it contains one ore more source class items: a ComplexFeature consist of one or more 
Feature items, which themselves may be of the SimpleFeature or the ComplexFeature type. 
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Again, in the process of modelling applications, notions from the constructs mod-
ule are being related to notions from the feature module, to reflect the sensing or  
reacting stage respectively. As an example, consider the Mood construct. Determining 
the actual mood level belongs to the sensing stage and would be reflected in relating 
the mood notion for example to features like FacialExpression or HeartRate. On the 
other hand, for the reacting stage, i.e. to influence the mood, SystemGoal items would 
build on features like RoomTemperature or RoomLight, or on musical features. 

2.6   Modelling Concepts 

The idea of the concepts module is to provide a means for easy description of applica-
tion scenarios. One example of a simple scenario is: “If the driver has been driving for 
a long time and he frequently changes his sitting positions then give him some  
visual/audio warning telling him to rest a bit”. This module effectively connects avail-
able user constructs (obtained from the connected sensors) with possible system goals 
(depending on the involved actuators) and the application description. Development 
of this module is something to be undertaken in the future. In Figure 6, the top level 
UML diagram of the concepts package is presented. 

 

Fig. 6. Modelling Concepts 

It expresses that each Concept is an aggregate of one or more Construct items. 

3   The REFLECT Ontology 

To present some technical details of the REFLECT ontology, this section illustrates 
the features module. More details about the devices, constructs, and concepts module 
can be found in [20].  

3.1   The Features Module 

The idea of the features module is to present ontology of both user and environmental 
or context features (Figure 4). Those features can be used as input values to some 
categorization system that would return high level concepts presented in constructs 
module based on those features (see the section 2.5).  

As stated in section 2.4, one has to distinguish between simple and complex  
features, where complex features are items being derived from one or more other  
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Fig. 7. Examples of complex features 

(simple or complex) features. Examples of simple features are Pulse, Age, or Tem-
perature, and examples of complex features are AverageTemperature, AveragePulse, 
MinimumTemperature, etc. (Figure 7)6. 

3.2   User Features 

Figure 8 illustrates the full complexity of user features. A top level feature is further 
decomposed taking into account voice features, facial expressions and body postures, 
and numerous psycho-physiological measurements. 

Firstly, as far as voice features are concerned, one has to take into consideration 
acoustic features of emotional expression, but also the fact that people express their 
feelings with the content they want to say, as well as through non-linguistic vocaliza-
tions like laughs, cries, sights, yawns. However, researchers found that linguistic  
messages are rather unreliable means to analyze human behaviour, and that it is very 
difficult to anticipate a person’s word choice and the associated intent in affective  
expressions [24].  

Secondly, concerning facial expressions, the work of Eckman and Friesen [5] 
needs to be taken into account, where authors developed the Facial Action Coding 
System (FACS), in which they defined 48 different action units (AUs) in relation to 
different muscle groups. Each emotion is described by a combination of AUs activity.  

And thirdly, neuro-physiological features are often not convenient for emotion rec-
ognition in daily situations, as they require somewhat intrusive instruments for their 
measurement (when constructing taxonomy of neuro-physiological features the [7] 
document was considered). 

To cope with the above mention problems numerous devices need to be included 
offering sometime redundant features which can lead into more precise diagnosis of 
users’ psychological constructs. Especially in a given concrete situation with a pre-
dictable behaviour, the system can offer reliable diagnoses. 

3.3   Context Features 

The text that follows gives a few concrete examples of context features in concrete 
application settings. 

                                                           
6 The rest of figures in this section do not show explicit distinction between simple and complex 

features, as their goal is to present grouping  of  features to either user or contextl features. 
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Fig. 8. Modelling User Features 

Figure 9 illustrates the full complexity of context features. A top level feature is 
further decomposed taking into account multiple environment settings (music, 
weather, inside/outside features, etc.). 
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Fig. 9. Modelling context features 

 
Fig. 10. Modelling car features. 

 
Fig. 11. Modelling weather features 
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Fig. 12. Modelling musical features 

Figure 10 illustrates the full complexity of the vehicular environment. A top level 
feature is further decomposed taking into account vehicular ambient, engine etc.  

Figure 11 illustrates the full complexity of weather features. A top level feature is 
further decomposed taking into account different elements that constitute the weather 
condition in a given moment. 

Figure 12 illustrates the full complexity of music features. A top level feature is 
further decomposed taking into account a well known description of the music (taken 
from other sources). 

3.4   User Context 

Figure 13 illustrates the full complexity of the user context. The top level feature is 
further decomposed taking into account the aspects of personal, social, working and 
other situations that user may be presently engaged in. 

In the process of constructing this module that models generic features a special 
care must be taken when dealing with the context (either environment, personal, task, 
social, or spatial-temporal context as shown in the Figure 13). In REFLECT system,  
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Fig. 13. Modelling context 

there are multiple ways of obtaining context information, it can be derived from the 
previous context and history of user actions, or it can be gained interactively (e.g. in a 
car environment will the driver provide information to the system by the means of 
GUI application asking him whether he is driving to the work, or to the gym; or 
maybe, the system will derive that information without the driver’s involvement from 
the GPS device). 

4   A Case Study 

In order to show how the ontology items presented in the last sections can be used to 
model an application, here we discuss the vehicle as a co-driver as introduced in [19]. 
That paper consists of an analysis part, where the fatigue and stress of a driver is  
derived from sensor input, and a related vehicular response part. For the sake of sim-
plicity, here we only consider the analysis part. 

The next section sketches the informal analysis from [19], and then we show how 
the ontology can be used to formalize this analysis. 

4.1   Driving Scenario 

Under the assumption that a driver has been driving for a long time, fatigue and stress 
will inevitably increase. An adaptive vehicular system would be able to detect 
changes in driver’s psycho-physical state analysing three kinds of variations: 

 

1. gesture/movements: 
    a) augmented frequency of changes in sitting position  
          using measures of pressure applied on the seat 
    b) variations in head movements and eye blink using embedded CCD cameras 
 

2. controls interactions: 
    a) prolonged time and reaction (frequency and intensity at pedals) 
    b) increased frequency of steering wheel corrections and grip force variations 
    c) increased frequency of gear changes 
 

3. psycho-physiological parameters: 
    a) skin temperature variations 
    b) augmented heart rate 
    c) augmented skin conductivity 
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All this information is gathered by the adaptive-control system forming and maintain-
ing the current driver’s and driving conditions. 

4.2   Modelling the Scenario 

The topic of the informal analysis is to describe the evolution of the constructs Stress 
and Fatigue. We consider the former as a special form of a PhysicalState, and the lat-
ter as a form of EmotionalState. Next, it is said that both constructs can be analysed by 
observing (1) gesture/movements, (2) controls interactions, and (3) psycho-
physiological parameters. For these complex features we introduce the notions (1) 
DriverGesture, (2) DriverInteraction, and (3) DriverCondition. Using the established 
notions, the overall formal modelling of the scenario is presented in Figures 14 and 15.  

 

 
Fig. 14. Case Study (1) 

 

Fig. 15. Case Study (2) 
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Figure 14 expresses the top-level relations mentioned above, and Figure 15 says 
that the complex features DriverGesture and DriverInteraction are special forms of a 
MotorExpressionFeature, where the DriverCondition is considered to be a Neuro-
PhysiologicalFeature. Moreover, the basic constituents of these complex features are 
detailed. 

For example, it is said that the analysis of the DriverGesture is based on the fea-
tures Image and SittingPosition, and the mentioned getter-operations reflect the 
subitems 1.a)7 and 1.b)8 of the last section. Similar statements hold for the other two 
complex features. 

 

Fig. 16. Case Study (3) 

Finally, let us consider Figure 16. Here, it is expressed that some of the basic con-
stituents mentioned in Figure 15 are considered to be a UserFeature, where others are 
considered to be a ContextFeature. 

5   Implementation Issues 

This section elaborates implementation issues of the REFLECT system. As the focus 
here is on high-level design and the structural inter-dependency, only the course struc-
ture will be shown, indicating the data flow within the system components. A detailed 
software description is beyond the scope of this presentation. 

5.1   REFLECT Design 

The REFLECT system is designed to seamlessly collect information from humans 
and their surroundings (in this way forming a personal and contextual  knowledge of a 
system), to adapt and react to their state, and finally to influence their state. This  
influence is achieved by impacting on a humans’ environment, in a way that is ac-
cording to the current context of a system (is environment a room, a car, a building, is 
it raining, is it a loud environment, etc.) and user’s previous actions and preferences. 

                                                           
7 “augmented frequency of changes in sitting position using measures of pressure …”. 
8 “variations in head movements and eye blinking using embedded CCD cameras”. 
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The REFLECT system is operating in the following way (see Figure 17):  
 

• Each type of sensor that exists in the system (that is being used for gathering  
information about the environment) is described in the sensor ontology. This on-
tology offers, for each type of sensor, properties that match the output from this 
sensor’s type (usually defined in a sensor specification).  

• Data gathered by sensors then need to be processed in order to get features that can 
be used for identifying current emotional, physical and cognitive state of the user. 
This processing involves the use of complex computer algorithms for image proc-
essing, speech processing, voice analysis, etc. (e.g. algorithms for statistical signal 
processing). Today there are lots of available functional implementations in this 
area, and REFLECT system encourages their reusability and provides a mechanism 
for their easy integration.  

 

 

Fig. 17. High level view of the REFLECT system 
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• Each feature gained as an output of these processors is defined in the features on-
tology. Based on those features REFLECT system has to infer the state (emotional, 
physical and cognitive) of the user. There are lots of solutions that can be used for 
emotion recognition from available features – the majority of which fall into group 
of so called classifiers (machine learning methods for classification): e.g. support 
vector machines [1] neural networks [8] or rule-based classifiers [17]. REFLECT 
system does not offer its own classifier, but rather provides a way for easy integra-
tion of existing solutions.  

• The output of classifier is a user’s current state (each state is again defined in the 
state ontology). At this point REFLECT system contains information about the 
user’s state, the user’s preferences as well as history of previous user actions (sys-
tem keeps records of previous choices a user made). It also knows which sensors 
and actuators are available. Based on this information system can decide on the fu-
ture course of action, trying to adapt itself to the user needs. (Of course system 
needs to have a way for defining its initial behaviour that defines exact reaction in 
a certain situation. This initial behaviour defines system’s course of action in a par-
ticular situation and with system’s capability of learning it is able to continually 
enlarge “known” situations). REFLECT system relies on the use of rules for sce-
nario description. These scenarios define goals (rules actions) that aim at changing 
the state of actuators on a high level (e.g. maintain the state of the user, reinforce 
emotional state by music and lightning, reinforce music, etc.)   

• High level goals defined previously are then forwarded to the component  called 
executor, that decomposes these high-level goals to the specific actuator actions 
(e.g. for a music player it changes a song within certain genre, for a lamp it 
changes a colour of the light, etc.). The executor knows what actuators are avail-
able in the system, and how concrete actuator needs to be changed in order to sat-
isfy the given goal (because it keeps a track of the states of available actuators). 
The executor is aware of all the actions each actuator is able to perform, as all  
actuators are described in actuator ontology. This ontology gives classification of 
actuators and it defines each actuator through actions that it can perform (e.g. the 
“radio” concept has properties like playSong, stopSong, adjustVolume, etc.).  

5.2   Presenting Ontologies 

As shown, REFLECT architecture relies on the use of ontologies. There are many  
approaches for modelling ontologies: e.g. using frames and first order logic; using de-
scription logic; using UML; using the entity relationship model. Ontology modelling 
is an essential part of the Semantic Web, where OWL [11] is widely considered as the 
standard ontology modelling language. However (as proposed in [10]) we are using 
UML [27] as the language for describing REFLECT ontologies9. More specifically, 
UML profiles and their extension mechanism are used, for customizing UML models 
for particular domain: stereotypes, tagged values, and constraints [23]. For specifying 
additional constraints UML diagrams are enriched with OCL [15] expressions. One of 

                                                           
9 We are also considering the use of OMG submission specification Ontology Definition Meta-

model – ODM [16] as this specification presents a family of MOF metamodels, mappings be-
tween those metamodels, mappings to and from UML, as well as a set of UML profiles. 
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the benefits of using UML is that UML will ease the future elaboration of ontologies, 
as it allows basing the discussion on easily understandable graphical representations. 
Another important reason is, that by using UML, the ontology can be related to the 
REFLECT software design in a straightforward manner. It will be possible to (semi-
)automatically generate XML like documents from the given UML diagrams, which 
in turn can be used to parameterize the intended Java implementation of the 
REFLECT system. This can be achieved by relying on the Eclipse Modeling Frame-
work [28] and model-to-model transformations10. Also, we should mention a plugin 
for Protégé [29] that provides an import and export mechanism between the Protégé 
knowledge model and the UML diagram.  

Relying our knowledge representation techniques on Semantic Web technologies, 
such as describing a context of our system within a RDF/RDFS document (e.g. that 
we obtained by serializing UML class diagram) gives us many advantages, some of 
which are: 1) reasoning could be applied in order to augment existing context infor-
mation; 2) this document could be queried by other objects in the system to perceive 
overall context information. For example we can describe an environmental context 
with the following RDF file (this file is presented in the RDF/XML notation. Alterna-
tive formats for presenting RDF which are more human friendly are Notation3 [30], 
Turtle [31] and N-Triples [32]): 
 
<?xml version="1.0"?> 
<rdf:RDF 

  xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#" 
  xmlns=" http://reflect.first.fraunhofer.de/example1#">   
 <!-- … --> 
<rdf:Description rdf:about= 

                       "http://reflect.first.fraunhofer.de/example1#radio1">  
  <state rdf:datatype="http://www.w3.orq/200l/XMLSchema#boolean>1</state> 
  <volume rdf:datatype="http://www.w3.orq/200l/XMLSchema#int">  
          4  
   </volume>  
   <station rdf:resource="http://www.b92.net/radio"/> 
  </rdf:Description>  
  <rdf:Description rdf:about= 

                           "http://reflect.first.fraunhofer.de/example1#tv1">  
    <state rdf:datatype="http://www.w3.orq/200l/XMLSchema#boolean>1</state>  
    <channel rdf:resource=" http://www.b92.net/tv"/>  
  </rdf:Description> 
<!-- … --> 
</rdf:RDF> 

While a user context can be described like: 

<?xml version="1.0"?> 
<rdf:RDF 

  xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#" 
  xmlns=" http://reflect.first.fraunhofer.de/example2#">   
 <!-- … --> 
<rdf:Description rdf:about= 

                    "http://reflect.first.fraunhofer.de/example1#person1">  
  <name rdf:datatype="http://www.w3.orq/200l/XMLSchema#string>  
firstName lastName</name> 
  <age rdf:datatype="http://www.w3.orq/200l/XMLSchema#unsignedByte">  

                                                           
10 Model transformation language like ATLAS Transformation Language (ATL) [2], as ATL 

has advantage of having a large repository of many different metamodels and developed 
transformations contributed by the community. One of the provided beneficial ATL use 
cases is “ODM Implementation (Bridging UML and OWL)” [3]. 
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          20 
   </age>  
   <favouriteMusicGenre rdf:datatype="http://purl.org/ontology/mo#Genre”> 
 http://dbpedia.org/resource/Baroque_music </favouriteMusicGenre> 
  </rdf:Description>  
<!-- … --> 
</rdf:RDF> 

5.3   Defining REFLECT Scenarios 

As stated in the section 2.6, the idea of the concepts module is to provide a means for 
easy description of application scenarios. One example of a simple scenario is: “If the 
driver has been driving for a long time and frequently changes the sitting position 
then re-shape the seat and suggest a coffee-break”. Concepts module effectively con-
nects available user constructs (obtained from the connected sensors) with possible 
system goals (depending on the involved actuators) and the application description. 
Development of this module is something to be undertaken in the future - here just a 
global solution is presented.  

When one thinks of a way to define a behavioral description of REFLECT system 
(i.e. a way to define different scenarios), one needs to have in mind the reactive be-
havior of REFLECT system. This is the reason we propose the use of rules that have 
constructs like preconditions and postconditions, more specifically production rules, 
or reaction rules, for defining application scenarios. At this stage we are only inter-
ested in production rules as there are already available mature tools for working with 
productions rules: rule engines like Jess [33] and Drools [34]. Both rule engines  
define their own languages for presenting rules, plus they also offer XML-based ver-
sions of those languages. This is an option that is appropriate for us, as we saw XML 
is a predominant language in REFLECT system. It is easy to transform one XML 
format that we get as an output of a certain tool in REFLECT system (e.g. classifier) 
to the required format of a rule engine, by using model transformations or XSLT.  

A major advantage of using rules is that the behaviour of REFLECT system can be 
modified dynamically according to the present context of the system, without the need 
to change other parts of a system. Also a rule based programming is declarative pro-
gramming which is easier to understand then procedural programming.  

To summarize, by presenting a context of REFLECT system (both environmental 
and user’s context), and its behaviour in this way (i.e. with the use of taxonomies and 
rules) we get a system whose behaviour is not determined statically at its beginning. 
Rather, it is dynamically adapted to the new inputs, and it is able to react to those in-
puts in the appropriate manner. 

6   Methodological Issues 

When dealing with ontologies the idea is to take advantage of existing work that is  
being carried out in the area of Semantic Web. (“The Semantic Web is an evolving ex-
tension of the World Wide Web in which the semantics of information and services on 
the web is defined, making it possible for the web to understand and satisfy the requests 
of people and machines to use the web content” [35]). In the REFLECT project existing 
ontologies are reused, and only in the case where for certain domains no ontology is 
available, its creation is conducted explicitly. The ontological engineering process has  
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Table 1.  REFLECT ontologies 

(reengineered) 
Ontology 

Module Information  

OntoSensor Devices OntoSensor includes defintions of concepts and properties 
adopted (in part) from SensorML, extensions to IEEE 
SUMO and references to ISO 19115. 
http://www.engr.memphis.edu/eece/cas/OntoSensor/OntoSe
nsor 

Music  
Ontology 

Features The Music Ontology Specification provides main concepts 
and properties of describing music (i.e. artists, albums, 
tracks, but also performances, arrangements, etc.) on the  
Semantic Web. 
http://musicontology.com/ 

Car Ontology Features http://sisinflab.poliba.it/colucci/files/webstart/Ontology_file/
car.owl 

Weather  
Ontology 

Features http://droz.dia.fi.upm.es/plugins/issues/weather/weather.owl 

Emotion  
Ontology 

Features/ 
Constructs 

developed based on [13] and [22] 

Medical  
Ontology 

Features/ 
Constructs 

Ontology Language for Medical and Biosciences Applications. 
http://www.medicalcomputing.net/owl/physiology.owl 

Cognitive  
Ontology 

Constructs At the moment this ontology contains just four concepts, as 
proposed in [4]: interest, boredom, frustration, and puzzlement. 

Remarks: 
(1) Ontosensor ontology was chosen for the reason that it relies on the SensorML (OpenGIS 
Sensor Model Language Standard [36]): “SensorML provides standard models and an XML 
encoding for describing sensors and measurement processes”. 
(2) Regarding the weather ontology, ontology http://mnemosyne.umd.edu/~aelkiss/weather-
ont.daml is also considered  
(3) Regarding ontologies of emotions the work of Triezenberg [22] was considered as a 
good start. Also the HUMAINE [37] project was found to be extremely beneficial as this 
project offers many useful solutions regarding the recognition of emotional related states. 
E.g. the paper of Zeng et al [24], from the HUMAINE project, gives the detailed summary 
of affect recognition methods developed so far. 
(4) Regarding the medical ontology, a simple solution was used – a solution that did not go 
in depth of human anatomy knowledge, as only concepts that are easily measured by the ex-
isting non intrusive methods are of interest to us. In the future projects like the digital human 
[38] and living human [39] will be considered in greater depth. 
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been based on methodologies and activities being defined in the literature (e.g. [9]),  
specifically those developed in the NeOn project [12] (e.g. specification of ontology, 
conceptualization, evaluation, formalization, implementation, maintenance, assessment 
and its use). Furthermore, an important role was played by a comparative survey [21] of 
some well recognized methodological approaches for ontology development (e.g. 
METHONTOLOGY, On-To-Knowledge, and DILIGENT methodologies). 

For researching existing ontologies a number of specific search engines and reposi-
tories have been used: 

 

• Watson (http://watson.kmi.open.ac.uk/WatsonWUI/ ) 
• Swoogle (http://swoogle.umbc.edu/ ) 
• Protege Ontology Library 

(http://protegewiki.stanford.edu/index.php/Protege_Ontology_Library) 
• OntoSelect Ontology Library (http://olp.dfki.de/ontoselect/) 

The chosen list of ontologies is presented in Table 1, where it is categorized according 
to the REFLECT ontology structure described earlier. The main criteria for the re-
search was to find ontologies that imposed themselves as a standard in their domain, 
or otherwise covered the largest number of concepts for a certain domain. As ontol-
ogy definition is an ongoing process, the list is liable to changes. 

The following principles were applied during categorization of these ontologies: 
because the low level sensors concepts are assigned to the low level devices module, 
ontologies describing sensor devices are located to that module. The features module 
contains ontologies that cover features of both environmental context (we distinguish 
the following ontologies: music ontology, car ontology, weather ontology), and user 
context. As high level user’s context and state (emotional state, cognitive engage-
ment, physical conditions) is related to the constructs module, ontologies describing 
those states should be located at this module also. 

However, because some of these ontologies do not fit nicely into our categorization 
(see Figure 2), some changes had to be made in their design, i.e. some reengineering 
had to be conducted - some concepts from existing ontologies were extracted and on 
such basis new concepts, relevant but not covered in original ontologies, were added. 
The process of reengineering existing domain ontologies requires that a set of activi-
ties (that concern the ontology development process) needs to be followed, which 
means that good ontological engineering practices have to be respected. This is why 
the NeOn methodology is proposed for building ontologies. 

7   Conclusion 

The ultimate goal of the approach described here is to supplement current smart sys-
tems with genuinely supportive behaviour in terms of doing what the users want, feel 
and desire in a seamless and personalized way. The novel approach introduces reflec-
tive technology that strives for simplicity offering a generic software/hardware solu-
tion for a wide range of application domains, ranging from vehicular, home ambient 
up to the embedded real-time systems. 
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Reflective software is structured in such a way to support various sensor and actua-
tor devices (connected to possibly different processors) and dynamic (re-) configura-
tion. That implies inherently parallel and distributed structures which are, according to 
the state-of-the-art in software technology, best achieved by service oriented comput-
ing and component-based structuring. The reflective software should be generic and 
applicable in a whole range of different application scenarios and event driven as it 
needs to react to the changing situation recognized and triggered by the sensor devices.  

To follow the sound principles in software engineering, the reflective ontology has 
been developed that details concepts and structures that are involved in reflective sys-
tems.  The ontology yields taxonomies which are used to implement low-level device 
interfaces and reflect services. The reflective ontology has been described in detail  
illustrating its elements, structures, relationships and the use. The ontology plays a 
central role in the whole process of reflective systems development as it captures ge-
neric features of the complex systems and allows for semi-formal description of the 
system components. 

Reflective middleware is designed to be fully compatible with the reflective ontol-
ogy. The tangible layer is responsible for the control of low level sensor/actuator  
devices. The second reflective layer performs analyses and evaluation offering an in-
frastructure for dynamic registry, event driven control, learning and reasoning. The 
application layer is responsible for scenario deployment through service/component 
composition and high level programming of the application logic.  

The approach to design the ontology at first and then to design and to develop re-
flective software brought several benefits. Some of the advantages can be summarized 
in the following: 

 
• abstract and generic approach to system design. 
• separate development of low-level psycho-physiological measurement services 

(hidden in the tangible layer) 
• separate development of the service and component oriented platform to support 

context-awareness 
• separate development of high level adaptive and reflective components that  

combine kernel primitives, user profiles and application scenario (hidden in the ap-
plication layer) 

• early prototyping – allowing for different scenario probation and re-designing in an 
almost real framework 

• easy interfacing to other existing taxonomies and ontologies of similar systems 
• efficient final implementation of embedded control systems which requires only 

assembly of already tested modules from all three layers. 
 
A comprehensive reflective ontology is under constant refinement and it allows for 
high-level programming and dynamic and flexible deployment of reflective system. 
Further work is oriented towards ontology extensions, both vertically and horizon-
tally. Vertical refinement enriches the higher level tears: (1) reflective layer responsi-
ble for adaptivity and reflectivity achieved by composing lower level sensor/actuator 
services and (2) application layer responsible for user/application scenario profiles  
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that are used to configure the application. Horizontal refinement is a constant task that 
involves enrichment of existing device descriptions. New sensors and actuators are to 
be added extending the capabilities of the tangible layer.  
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