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Department of Computer Science and Engineering
Pennsylvania State University

University Park, PA 16802, USA
Visiting: ALGO EPFL

1015 Lausanne
Switzerland

and
Institut für Mathemtik

Universität Zürich
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Abstract. An O(n log2 n) algorithm is presented to compute the char-
acteristic polynomial of a tree on n vertices improving on the previously
best quadratic time. With the same running time, the algorithm can be
generalized in two directions. The algoritm is a counting algorithm, and
the same ideas can be used to count other objects. For example, one can
count the number of independent sets of all possible sizes simultaneously
with the same running time. These counting algorithms not only work
for trees, but can be extended to arbitrary graphs of bounded tree-width.

Keywords: characteristic polynomial, counting matchings, counting in-
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1 Introduction

It is easy to find a maximum independent set or a maximum matching in a tree
in linear time. The size of the latter determines the rank of the adjacency matrix
and therefore the number of trailing zero coefficients of the characteristic poly-
nomial. Still in linear time, one can also compute the number of the maximum
matchings in a tree, and therefore determine the lowest non-trivial coefficient of
the characteristic polynomial. But if the goal is to compute all coefficients of the
characteristic polynomial or count the number of independent sets of size r for
all possible values of r simultaneously, it has been believed that the necessary
time would increase by a factor of n. We show that an increase by a factor of
only O(log2 n) is sufficient for such tasks.
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For any graph with adjacency matrix A, elementary considerations of the
characteristic polynomial

χ(A; λ) = det(λI − A) =
n∑

i=0

ciλ
n−i

show the well known result that

cr =
∑

σ

sgn(σ)

where σ ranges over all directed cycle packings covering r vertices, i.e., permu-
tations with with exactly n − r fixed points and Aiσ(i) = 1 whenever i is not a
fixed point of σ.

We consider undirected graphs without self-loops. Every single edge {u, v}
represents one directed cycle (u, v), (v, u), while every undirected cycle represents
two directed cycles (one in each direction). Naturally, in a tree the only directed
cycles are those corresponding to single edges. Thus the number of cycle packings
covering 2r vertices in a tree is the number of matchings of size r. We call them
r-matchings.

For a tree or forest, the previous observation implies c2r+1 = 0 and

c2r = (−1)r#r-matchings

(see, e.g., [1, p. 49]).
An early algorithm [2] for the characteristic polynomial of a tree runs in

time O(n3). More complicated algorithms are needed for general graphs, but
the time can even be improved. Computing the characteristic polynomial of
an arbitrary real matrix has actually the same algebraic complexity as matrix
multiplications [3] (see [4, Chap. 16]). Thus, with the fastest known algorithm,
it can be computed in time O(n2.376) [5]. All running times are based on the
algebraic complexity measure where every arithmetic operation counts as one
step.

As adjacency matrices of trees are sparse and have special structural prop-
erties, one could hope for faster algorithms. Indeed, there are algorithms to
compute the determinant of the adjacency matrix of a tree in linear time [6] and
the characteristic polynomial in time O(n2) [7] (also later rediscovered [8]).

A main result of this paper is to improve the running time for the computation
of the characteristic polynomial of a tree to O(n log2 n) using a novel divide
and conquer approach. Computing the characteristic polynomial of a tree is
equivalent to counting the number r-matchings simultaneously for all r. Thus,
it is not astonishing that our new method can be applied to a wider class of
simultaneous counting problems.

Many computational approachesuse self-reduction.A problem is solvedby solv-
ing a set of smaller problems of the same type. Quite often these smaller problems
are not completely independent, but actually have a fair amount of common sub-
structures.Our novel divide and conquer approach aims at using this similarity and
solving the collection of smaller problems together with significant savings.
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Our simultaneous counting method is not restricted to trees, but extends in a
natural way to graphs of bounded tree-width k. For constant k, we obtain several
O(n log2 n) time simultaneous counting algorithms even for problems that are
NP hard without a bound on the tree-width. The time improvement is always a
factor of Ω(n/ log2 n) compared to algorithms based on traditional techniques.

The area of algorithms has a significant branch dealing with parameterized
complexity. The complexity of problems is not just studied depending on the
size n of an instance, but together with an additional parameter k. The idea is
that even for large n an instance of a difficult problem might still be easy if its
parameter k is small. A problem is fixed-parameter tractable if it can be solved
in time O(f(k)nc) for an arbitrary function f and a constant c. For example, the
NP-complete Independent Set problem is solvable in time O(2kn) for graphs of
tree-width k. Our result implies that with just a factor of O(log2 n) more time,
we can simultaneously count the number of independent sets of every size r in
graphs of tree-width k.

2 Computing the Characteristic Polynomial

When we count objects like r-matchings (i.e., matchings of size r) it is convenient
to encode them by a generating polynomial.

Definition 1. With ar being the number of r-matchings

fM (G; x) =
�n/2�∑

r=0

arx
r

is the matching generating polynomial (see e.g. [9]).

This greatly simplifies the description of the algorithms, as the polynomial mul-
tiplication is actually an important computational step.

Similarly, we could define the generating polynomials for independent sets,
vertex covers, dominating sets, and so on. These polynomials are defined for all
graphs, and some might well be worth studying for their structural properties.

Definition 2. With br being the number of independent sets of size r

fI(G; x) =
n∑

r=0

brx
r

is the independent set generating polynomial.

For trees (and forests), but not for general graphs, there is a well known strong
relationship between the matching generating polynomial

fM (G; x) =
�n/2�∑

r=0

arx
r
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Algorithm Characteristic-Polynomial:
Input: A tree T = (V, E) with |V | = n.
Output: The coefficients c0, c1, . . . , cn of the characteristic polynomial χ(A; λ) =

det(λI − A) =
∑n

i=1 ciλ
n−i, where A is the adjacency matrix of T .

Comment: Use the fact that for trees c2r+1 = 0 and c2r = (−1)r# r-matchings.

(a0, . . . , a�n/2�) = Matchings(T )
for r = 1 to �n/2� do

c2r−1 = 0
for r = 0 to �n/2� do

c2r = (−1)rar

Return (c0, . . . , cn)

Fig. 1. The algorithm Characteristic-Polynomial

Algorithm Matchings:
Input: A tree T = (V, E) with |V | = n.
Output: The vector (a0, a1, . . . , a�n/2�) where ar is the number of r-matchings in T .

(a0 + a1x + · · · + a�n/2�x
�n/2�) = Restricted-Matchings(T, ∅)

Return (a0, . . . , a�n/2�)

Fig. 2. The algorithm Matchings

and the characteristic polynomial χ(G; λ), namely

χ(G; λ) = λnfM (G;−λ−2)

This is a direct consequence of the characterization of the coefficients cr of the
characteristic polynomial for forests. c2r+1 = 0 and c2r = (−1)r#r-matchings
(see, e.g., [1, p. 49]).

Thus, we could actually have used the characteristic polynomial directly in
our algorithms. But besides the waste of half the coefficients (being 0), the use
of the matching generating polynomial is more natural. It also emphasizes that
no hidden algebraic properties of the characteristic polynomial are used, and
algorithms immediately generalize to counting other things like independent sets.

We describe the algorithm to compute the characteristic polynomial in detail
using pseudo-code. The algorithm Characteristic-Polynomial (Figure 1) inputs
a tree T and just outputs the coefficients of the characteristic polynomial after
receiving the coefficients of the matching generating polynomial fM (T, x) from
the algorithm Matching. The algorithm Matching itself (Figure 2) inputs the tree
T and outputs the coefficients of the matching generating polynomial fM (T, x),
after calling the recursive procedure Restricted-Matchings.

The actual work is done in the recursive procedure Restricted-Matchings (Fig-
ure 3). Besides the tree T , it receives a small subset U of the vertices as input.
Its task is not only to compute the matching generating polynomial for T , but
for the subgraphs of T = (V, E) induced by V \ W for all W ⊆ U . Naturally,
these subgraphs of T are forests.
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A minor feature of the procedure Restricted-Matchings (Figure 3) is the use
of approximate sizes of graphs. The approximate size of a graph with n vertices
is defined to be 2�lg n� where lg is the logarithm to the base 2. The procedure
Restricted-Matchings repeatedly selects a pair of approximately smallest trees,
i.e., trees of minimal approximate size. Approximately smallest trees are as good
a smallest trees, but there is no need to sort the trees by size. A bucket for each
approximate size is sufficient.

Procedure Restricted-Matchings:
Input: A tree T = (V, E) and a subset U ⊆ V .
Output: The function f from the powerset of U into the polynomials Z[x] where for

every subset W ⊆ U , f(W ) = aW
0 +aW

1 x . . . , aW
�n/2�x

�n/2� with aW
r being the number

of r-matchings in T \ W (the subtree of T induced by V \ W ).
Comment: This procedure is only called for some sets U whose size is bounded by a

constant.

n = |V |
if n = 1 then f(∅) = f(U) = 1 // In this case U is either ∅ or V .

Return f
else if n = 2 then f(∅) = 1 + x

for all non-empty sets W do f(W ) = 1
Return f

v = Select-Root(T, U)
Consider v to be the root of T , and let d be the degree of v.
Let v1, . . . , vd be the neighbors of the root v.
For i = 1, . . . , d, let Ti = (Vi, Ei) be the subgraph of T induced by all the vertices

reachable from vi without going through v as an intermediate vertex.
// Thus the sets Ei form a partition of E, the sets Vi \ {v} form a partition
// of V \ {v}, and v ∈ Vi for all i.

U = U ∪ {v}
for i = 1 to d do

fi = Restricted-Matchings(Ti, Vi ∩ U)
S = {T1, . . . , Td}
while |S| > 1 do

Let Ti and Tj be two approximately smallest trees in S of sizes ni and nj

respectively.
// Replace Ti and Tj by their union. Call it Tk.
nk = ni + nj − 1
S = S \ {Ti, Tj} ∪ {Tk}
for all W ⊆ U do

if v ∈ W then
fk(W ) = fi(W )fj(W )

else
fk(W ) = fi(W )fj(W ) − (fi(W ) − fi(W ∪ {v}))(fj(W ) − fj(W ∪ {v}))

Now S is a singleton {Tk} with Tk = T .
Return fk

Fig. 3. The procedure Restricted-Matchings
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The algorithms are natural, easy to understand and yet efficient. Their cor-
rectness immediately follows from the following principles.

– The well known relationship between numbers of matchings and the coeffi-
cients of the characteristic polynomial of a tree.

– The characteristic polynomial χ(G; λ) of a union G = (V1 ∪ V2, E1 ∪ E2)
of disjoint graphs G1 = (V1, E1) and G2 = (V2, E2) (with V1 ∩ V2 = ∅) is
the product of the characteristic polynomials χ(G1; λ) and χ(G2; λ). This is
seen immediately from the block structure of the adjacency matrix in the
definition of χ(G; λ) as a determinant.

– Under the same conditions the matching generating polynomials are multi-
plicative too. fM (G; x) = fM (G1; x) fM (G2; x). This follows from the fact
that each matching in G1 can be combined with each matching in G2.

– For every vertex v with the set of neighbors {v1, . . . , vk} in any graph G, the
number match(G, r) of r-matchings in G is decomposed as follows.

match(G, r) = match(G \ {v}, r) +
k∑

r=1

match(G \ {v, vr}, r − 1)

– In a tree, every internal vertex v is an articulation point, meaning that almost
all these graphs obtained by deleting vertices, decompose into connected
components for which the product rule holds.

All these simple properties could be used to design a straightforward algorithm
computing the matching generating polynomial by a simple tree traversal, com-
puting the polynomial for the tree rooted at v recursively from the polynomials
of the subtrees rooted at the children of v. The problem is that this natural
algorithm runs in quadratic time.

On the positive side, this design immediately results in a linear time algorithm
to count the number of maximal independent sets and maximum independent
sets.

When computing the whole matching generating polynomial, we overcome
the quadratic time problem by a cleverer selection of the articulation points v.
The simple idea of splitting as evenly as possible is not enough. We also have
to deal with the vertices of U . We don’t solve just one matching problem, but
one for each possible restriction on the vertices of U . We would also like to
split the set U evenly. The time analysis shows that we can just switch back
and forth as needed between the two objectives of splitting V and splitting U
nicely.

In both cases, we want to select a point v that according to the current
criterion is located in the center of the graph.

Definition 3. For T = (V, E), U ⊆ V , and |U | ≥ 2, let Center(T, U) be one of
the nodes v ∈ V such that every tree in T \ {v} (the subgraph of T induced by
V \ {v}) contains at most |U |/2 points of U .

For U = V , there are either one or two vertices v with this property. In the latter
case, the procedure Center(T, U) in Figure 4 picks an arbitrary one of them. For
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Procedure Select-Root:
Input: A tree T = (V, E) and a subset U ⊆ V .
Output: A vertex v of T which will be viewed as the root of T .
Comment: Let n0 ≥ 3 be an integer constant. n0 is an upper bound on the size of U .

The choice of n0 only affects the running time by a constant factor. n0 = 5 might be
the optimal choice.

if |U | ≥ n0 then
Return Center(T, U)

else
Return Center(T, V )

Fig. 4. The procedure Select-Root

|E| ≥ 2 and U a set of leaves, the set of vertices with this property consists
of the vertices of a path. If this path has positive length, then the procedure
Center(T, U) picks any vertex of this path. A simple traversal of the tree T
(with counting the number of vertices of U in the subtree of v on post-visiting
v) finds a center in linear time.

An alternative approach is to keep |U | ≤ 2. As before, for |U | ≤ 1 Center(T, V )
is called to pick a vertex minimizing the size of the largest tree in V \ {v}.
Otherwise for U = {u1, u2}, Center(T, U) picks a vertex v on the path from u1

to u2, still minimizing the size of the largest tree in V \{v}. This approach seems
somewhat more efficient (by a constant factor), but is not analyzed here.

3 Time Complexity

As the previously cited papers, this paper uses the customary algebraic compu-
tation model. All arithmetic operations, including multiplications are counted
as one step. This is not a serious problem, as all our numbers have at most a
linear length in binary.

Analysing the procedure Restricted-Matchings, we first note that the size of
U is under control as long as it is initially bounded by n0. In the recursive call
for Ti, the set Ui = Vi ∩ U ∪ {v} plays the role of U .

Lemma 1. Let n0 ≥ 3 be the constant used in the procedure Select-Root. If the
procedure Restricted-Matchings is called with |U | ≤ n0 then all the recursive calls
are with |Ui| ≤ n0. Furthermore, if |U | = n0, then all |Ui| < n0.

Proof. For |U | < n0 the set Ui satisfies |Ui| ≤ |U | + 1, while for |U | = n0

the algorithm is designed to split U evenly, resulting in the inequality |Ui| ≤
	|U |/2
+ 1 ≤ 	n0/2
 + 1 < n0 for n0 ≥ 3. ��
Therefore, as U = ∅ at the beginning, the size of the set U will stay bounded by
n0 ≥ 3, and U does not even reach the bound n0 twice in a row.

Let m = n− 1 be the number of edges in T . Assume m ≥ 1, as the one vertex
case is trivial and does not show up during recursive calls.
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Lemma 2. For m ≥ 1 and suitable constants c, c′, and c′′, the running time of
the procedure Restricted-Matchings is at most c m lg2 m + c′′m for |U | < n0 and
at most c m lg2 m + c′ m lg m + c′′m for |U | = n0.

Proof. The lemma trivially holds for m = 1. Let m ≥ 2 and assume the lemma
is true for all trees with less than m edges.

Recall that the procedure Restricted-Matchings partitions the tree T edge-
wise into trees T1, . . . , Td with Ti = (Vi, Ei), |Ei| = mi, and for |U | < n0, the
sizes mi are bounded by m/2 for all i. After the recursive calls for these trees Ti

with common root v, repeatedly pairs of approximately smallest trees are merged
into single trees until there is just one tree left, i.e., T has been reassembled.
Obviously, there is at most one tree T ′ among the trees Ti with |Ui| = n0. Let
m′ be the number of edges of T ′. Let mmin = mini mi.

Claim: If after some sequence of merges of pairs of trees, we have the trees
T1, . . . , Td′ , then the time spent for the recursive calls and the merges together
has been at most

t(d′) = c

d′∑

i=1

mi lg2 mi + c′ mmin lg mmin + b m′ lg m′ + c′′m (1)

where c, c′ and c′′ are from the lemma and b is defined by b = c′ if the tree T ′

(with |Ui| = n0) exists and b = 0 otherwise.
For the total time, until all merges have been done, i.e., for d′ = 1, we will

show a different bound t′ later.
The proof of the claim is by induction on the number of merges. The base

case (just before any merges) follows immediately from the inductive hypothesis
of the lemma, without any need for the second term c′ mmin lg mmin. For the
inductive step, we look at the difference t(d′) − t(d′ + 1) of the allowed time
after and before the merge of two trees Ti and Tj into Tk. We show in each case
that this time difference is enough to perform the merge, i.e., to compute the
polynomial for Tk from the polynomials for Ti and Tj .

First note that none of the four terms in t(d′) decreases during a merge (i.e.,
as d′ decreases by 1). The first term always increases by

c (mi + mj) lg2(mi + mj) − c mi lg2 mi − c mj lg2 mj > 0

The second term increases when mmin increases. The last two terms clearly don’t
decrease.

We consider two kind of merges depending on whether the merged trees are
of similar size or not. W.l.o.g., we assume mi ≤ mj.

Case “not similar”: Assume Ti and Tj are merged with 1 ≤ mmin = mi <
mj/4, and {Ti, Tj} are approximately minimal, i.e., m� > mj/2 for all � = i.
Here we do not assume mj ≤ m/2. For |U | = n0, it is possible to have a large
tree with mj very close to m. Now the second term in t(d′)− t(d′ + 1) increases
by at least
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c′
mj

2
lg

mj

2
− c′ mmin lg mmin

> c′
mj

2
lg

mj

2
− c′

mj

4
lg

mj

4
> c′

mj

4
lg

mj

2
> c′

mj

8
lg mj (as mj > 4)

> C′ mj lg mj

First C′ is chosen large enough to make it possible to do the last merge in time
C′ mj lg mj, i.e., to do the multiplications of O(1) pairs of polynomials of degree
mi and mj respectively using the fast Fourier transformation (FFT). Then we
make sure c′ is chosen sufficiently large that the last inequality holds.

Case “similar”: Assume Ti and Tj are merged with mi ≤ mj ≤ 4mi. Now the
first term in t(d′) − t(d′ + 1) increases by

c (mi + mj) lg2(mi + mj) − c mi lg2 mi − c mj lg2 mj

≥ c (mi + mj) lg2(5
4mj) − c mi lg2 mj − c mj lg2 mj

= c (mi + mj)((lg 5
4 + lg mj)2 − lg2 mj)

= c (mi + mj)(2 lg 5
4 lg mj + lg2 5

4 )
> C mj lg mj

Again C is first chosen large enough to make it possible to do the last merge
in time C mj lg mj , i.e., to do the multiplications of O(1) pairs of polynomials
of degree mi and mj respectively using FFT. Then we make sure c is chosen
sufficiently large that the last inequality holds. This proves the claim.

At this point, we should notice that Claim (1) is not always strong enough to
show the inductive step in the induction proof of the lemma. Indeed we can do
better during the last merge. We claim a different bound t′ instead of just t(1)
to hold after the last merge, when we have just one tree Tk = T .

t′ = c m lg2 m + a m lg m + c′′m (2)

where a = c′ if |U | = n0 (where U is the set associated with the tree T ), and
a = 0 otherwise.

The case with |U | = n0 and therefore |Ui| < n0 for all i causes no problem.
Then b = 0, mmin = m, and the first time bound (1) implies the second (2).

In the case |U | < n0, the last merge has to be handled separately. We show that
this merge is always balanced and therefore significantly cheaper. We are left with
two trees with mi and mj edges to be merged into a tree of m = mk = mi + mj

edges. We assume mi ≤ mj. We claim mj < 4
5m. Otherwise, the large tree with

more than 4
5m edges would have been produced by a merge involving a tree of

size at least 2
5m, omitting a tree of size at most 1

5m, contradicting the rule of
always merging approximately smallest trees.
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Now the difference of bounds is

t′ − t(2) = c m lg2 m − c(mi lg2 mi + mj lg2 mj) − c′ mmin lg mmin − b m′ lg m′

> c mi(lg2 m − lg2 mi) + c mj(lg2 m − lg2 mj) − 2c′m lg m

≥ c m(lg2 m − lg2 mj) − 2c′m lg m

> c m(lg m + lg mj)(lg m − lg mj) − 2c′m lg m

= c m lg(mmi) lg(m/mj) − 2c′m lg m

> c m lg m lg 5
4 − 2c′m lg m

> C m lg m

Once more, C has been chosen large enough to make it possible to do the last
merge in time C m lg m, i.e., to do the multiplications of O(1) pairs of polynomi-
als of degree mi and mj respectively. Then we make sure c is chosen sufficiently
large that the last inequality holds. ��
Lemma 2 immediately implies the desired complexity result for the procedure
Restricted-Matchings and therefore also for the algorithm Matchings.

Theorem 1. For |U | ≤ n0, the running time of the algorithm Matchings is
O(n log2 n).

4 Other Problems

The algorithms and their analysis easily transfer to many other counting prob-
lems, like computing the independent set generating polynomial, the vertex cover
generating polynomial and so on. Another example is computing the number of
3-colorings which color exactly r vertices being colored red, simultaneously for
every r. All these problems can be solved in time O(n log2 n) for trees with ba-
sically the same algorithm. All we need is that these are all local properties. If
a set is not independent, then you can put your finger on an edge where both
incident vertices are selected.

Indeed the algorithms for these problems are even slightly easier than com-
puting the matching generating polynomial, because the counted objects are sets
of vertices not sets of edges. Instead of f(W ) whose r-th coefficient is the num-
ber of matchings not involving the vertices of W , we would use f(U, W ) whose
r-th coefficient is the number of independent sets including all the vertices of
(U \W )∩V and excluding all the vertices of W ∩V , when counting independent
sets. This would change the “if” clause of the procedure Restricted-Matchings
near the end of the procedure to

fk(U, W ) = fi(U, W ) fj(U, W )

and the corresponding “else” clause to

fk(U, W ) = fi(U, W ) fj(U, W )/x
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Note that now in both cases, the number of independent sets is just the product
of the the number of independent sets in the two subtrees. In the second case,
the vertex v is double counted, as it is in the independent sets of both subtrees.
This is corrected by the division by x.

This change would be exactly the same, if we wanted to count other locally
testable sets of vertices, like the numbers of vertex covers. But there are ad-
ditional changes of the initialization. These changes are different for different
kinds of polynomials. It would be a bit tedious to describe the complete initial-
ization, because there are so many cases. For example, for n = 2 with one vertex
u ∈ U \ W (i.e., u is required in the set), and the other vertex v ∈ V \ U (i.e.,
v is allowed by not required in the set), f(U, W ) = x + x2 for Vertex Cover,
but f(U, W ) = x for Independent Set, as in both cases {u} is the only allowed
singleton set, while {u, v} is a vertex cover but not an independent set.

5 Graphs of Bounded Tree-Width

Things get much more tedious, but the method clearly carries through graphs
of bounded tree-width. Instead of the recursive calls having to deal with all
ways of handling one additional vertex v of the tree, now recursive calls have the
additional task of dealing with all possible ways of handling all the graph vertices
assigned to the same tree vertex v. Naturally, the running time is exponential in
the tree-width, but that is still just a constant. The dependence on n remains
O(n log2 n).

There is an extensive literature on graph polynomials for graphs of bounded
tree-width. A main focus is on parametrized complexity of counting and evalu-
ation problems on graphs definable in Monadic Second Order Logic [10,11,12].
For bounded tree-width these problems are solvable in polynomial time. The
resulting running time is O(f(k)n4) with the dependence on the parameter f(k)
double exponential. When our algorithm is applied to graph polynomials for
graphs of bounded tree width, then f(k) is singly exponential.

There is some confusion caused by a linear time algorithm for the interlace
polynomial for graphs of bounded tree-width [13]. This is a more complicated
multivariate polynomial. It is important to notice that these authors have a
different notion of computing a polynomial. While they compute one value of a
polynomial in linear time, we compute all the coefficients of our polynomials in
almost linear time.

6 Final Remark

We have presented a simple algorithmic paradigm with very wide applicability
for counting problems in graphs of bounded tree-width. It always saves a factor of
order n/ log2 n over previously known methods. A detailed description in general
terms will be quite tedious, even though, there is no principle hurdle.

We have decided to present the method with detailed descriptions and proofs
for the special, but interesting case of computing the characteristic polynomial
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of a tree. This problem has been investigated before, and it is not astonishing
that previous progress has stopped at the “natural” bound of O(n2).

Only a new multitasking divide and conquer method has allowed to obtain a
significantly more efficient algorithm. The method allows to divide according to
two different natural strategies, taking turns when needed, and basically reaching
both goals.
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