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Abstract. This paper describes automatic classification of predominant
musical instrument in sound mixes, using random forests as classifiers.
The description of sound parameterization applied and methodology of
random forest classification are given in the paper. Additionally, the sig-
nificance of sound parameters used as conditional attributes is investi-
gated. The results show that almost all sound attributes are informative,
and random forest technique yields much higher classification results
than support vector machines, used in previous research on these data.

1 Introduction

In the era of vast and continuously growing audiovisual data available in private
repositories and in the Internet, it becomes desirable to be able to automatically
browse these data in order to find the specified contents. The user may be inter-
ested in finding pieces of music in the desired mood or style, finding tunes, or
timbres. This research addresses the problem of automatic identification of tim-
bre, i.e. musical instrument, in audio data. This can be performed using various
classifiers, run on digital data. In this paper, we use exemplary feature vector to
parameterize sound for timbre classification purposes, and we present random
forest technique applied as a classifier. Since the feature vector is arbitrarily
chosen, we decided to check importance of these parameters, even though they
were already used and reported fairly successful in similar research [23].

1.1 Recognition of Musical Instruments

Musical instrument sound recognition has been investigated last years by various
research centers, starting from recognition of isolated sounds, and last years also
sounds in mixes. There is no standard set of parameters used, although MPEG-
7 features reflect parameterization used in audio research and offer numerous
features [11]. The classifiers applied in research on musical instruments include
k-nearest neighbors, artificial neural networks, rough set based algorithms, sup-
port vector machines (SVM), etc. [5,8,12,16,24]. Parameterization used includes

J. Rauch et al. (Eds.): ISMIS 2009, LNAI 5722, pp. 281–290, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



282 M. Kursa et al.

features describing properties of DFT spectrum, wavelet analysis coefficients,
MFCC (Mel-Frequency Cepstral Coefficients), multidimensional scaling analy-
sis trajectories, etc. [10]. The results are difficult to compare because of various
numbers of classes used, no. of objects per class, and audio data. Generally,
recognition of instruments for isolated sounds can reach 100% for small num-
ber of classes, more than 90% if instrument or articulation family is identified,
and the accuracy goes down to about 70% or less for recognition of instru-
ment when there are more classes to recognize. Research on identification of
instruments in mixes was also performed (same-pitch multi-timbre mixes being
the most difficult) [7,9,13,23,26], and the results vary depending on the instru-
ments and sounds chosen. The outcomes can be used for aiding automatic music
transcription, but this usually aims at multiple-pitch tracking, and instrument
information is only supplementary (for separation of particular voices).

Here we decided to use random forest technique, as it is promising for high-
dimensional feature set data, which is often the case in audio signal classification.

Random Forest. Random Forest (RF) is a classifier which comprises of a set of
weak, weakly correlated and non-biased classifiers, namely the decision trees. It
has been shown that in many cases RF performs equally well or better than other
methods on a diverse set of problems [3]. It has been widely used in classification
problems as diverse as bioinformatics [2,6,15], medicine [22] or, more recently,
material science [4], transportation safety [1], or customer behavior [25].

In addition, RF offers a useful feature that improves our understanding of a
classification problem under scrutiny, namely it gives estimate of the importance
of attributes for the final prediction. It is often used for analysis when both
classifier and identification of important variables are goals of the study [2,15].

2 Material and Methods

Our data originate from MUMS [17], widely used in similar research. They
represent instrument sounds, in many cases played with various methods (ar-
ticulation). We chose 12 sounds - octave no.4 in MIDI – for the following 14
instruments: clarinet; flute; oboe; English horn; trumpet; French horn; tenor
trombone; piano; marimba; vibraphone; tubular bells; violin, viola, and cello
vibrato.

Our goal was to recognize the instrument dominating in same-pitch mix, as
this is the most challenging task, since in this case partials in spectra overlap
and separation of sounds is more difficult. The training data describe isolated
monophonic instrumental sounds, and the same sounds mixed with the second,
artificial sound: triangular wave of the same pitch, saw-tooth wave, white noise,
or pink noise. To make sure we recognize the predominant sound, the level of
added sound was only a percentage of the main sound level, at 7 versions in
equal step in log scale: 50%, 50/

√
2%, 25%, 25/

√
2%, 12.5%, 12.5/

√
2%, 6.25%.

The test data represent mixes of the predominant instrument with the remaining
instrument sounds of the same pitch from our data set, at the same 7 levels. We
also performed experiments on combined training set and combined test set [23].
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2.1 Construction of Attributes

The parametrization used here was already applied in similar research [23,26]
and the results were promising, so we decided to follow this scheme. The feature
set consists of 219 parameters, based mainly on MPEG-7 audio descriptors, and
other features used in similar research. Most of the parameters in this feature
vector represent average value of frame-based attributes, calculated for consec-
utive frames of an investigated sound (or mix) using sliding analysis window,
moved through the entire file. The calculations were performed for the left chan-
nel of digital data for 44.1 kHz sampling rate and 16-bit resolution, using 120 ms
analyzing frame with Hamming window (hop size 40 ms), which allows analysis
of the low-pitched sounds even for the lowest audible fundamental frequencies, if
one would like to investigate full music scale. The feature vector consists of the
following parameters, describing sound features in time domain, time-frequency
domain, and frequency domain (averaged over all frames) [23,26]:

– MPEG-7 based descriptors [11]: AudioSpectrumSpread ; AudioSpectrumFlat-
ness for 25 out of 32 frequency bands; AudioSpectrumCentroid ; AudioSpec-
trumBasis features: 165 features for 33 sub-spaces - min, max, mean, distance
(summation of dissimilarity, i.e. absolute difference of values, of every pair of
coordinates in the vector), and standard deviation of AudioSpectrumBasis;
HarmonicSpectralCentroid, HarmonicSpectralSpread, HarmonicSpectralVari-
ation, HarmonicSpectralDeviation, LogAttackTime, TemporalCentroid.

– other: Energy; MFCC (min, max, mean, distance, standard deviation); Ze-
roCrossingRate; RollOff ; Flux ; FundamentalFrequency; r1, ..., r11 - various
ratios of harmonic partials: r1 – energy of the fundamental to the total energy
of all harmonics, r2: amplitude difference [dB] between 1st and 2nd partial,
r3: ratio of the sum of partials 3-4 to all harmonics, r4: partials 5-7 to all,
r5: partials 8-10 to all, r6: remaining partials to all, r7: brightness – gravity
center of spectrum, r8, r9: contents of even/odd harmonics in spectrum.

2.2 Random Forest Method

RF is an ensemble of classification trees, constructed using procedure which
minimizes bias and correlations between individual trees. Each tree is built using
different bootstrap sample of the training set. The elements of the sample are
drawn with replacement from the original set; roughly 1/3 of the training data
are not used in the bootstrap sample for any given tree. For each tree in RF these
elements are called out-of-bag (OOB) elements for the tree (they are different for
each tree). Let us assume that objects are described by a vector of P attributes.
At each stage of tree building, i.e. for each node of any particular tree in RF,
p attributes out of all P attributes are randomly selected, where p � P (often
p =

√
P ). The best split on these p attributes is used to split the data in the

node. Each tree is grown to the largest extent possible (no pruning).
By repeating this randomized procedure M times one obtains a collection of

M trees, hence a random forest. Classification of each object is made by simple
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voting of all trees. The number of trees depends on the problem, usually the
number of steps is selected to assure that the classification error is not changed
after adding more trees. The classification error on the training set is estimated
by counting only votes put by trees on their OOB objects.

This estimate of attributes’ importance is performed in the following way.
For each attribute, one takes all trees, which were using this attribute Then
each tree classifies all its OOB objects. One counts number of correct decisions.
Then one permutes values of the attribute between all objects and repeats the
procedure. The average difference between number of correct classifications in
these two cases is a raw classification score. One can also compute the variance
and standard deviation and use it to compute Z-score of the raw score.

2.3 Feature Selection

The validity of the estimate of the variable importance is based on the assump-
tion that the individual trees building the random forest are uncorrelated, which,
in most cases is fulfilled only approximately [3]. Also, when the number of vari-
ables is large, it is difficult to discern truly important variables from these which
gain importance due to random correlations in data. It has been shown by sim-
ulations [19,20,21] and observation of experimental data [18] that importance
measure for most attributes can be highly variable.

To solve this problem, we developed an algorithm comparing the apparent
importance of the original variables with that of the randomized ones [14,18].
This algorithm is a wrapper based on the importance score obtained from the RF
method. In this method one creates many times an extended system, where each
attribute has a mirror copy. Values of the mirror attributes are randomly per-
muted between objects, and importance of the original attributes compared with
these of the mirror ones. Only attributes of importance consistently higher than
the highest importance for the randomized attribute are considered important.

This algorithm finds all attributes, which, for given data set, are correlated
more strongly with the decision attribute than random attributes. There is no
guarantee that all attributes which are truly related with the decision are found
or that the attributes which are found are truly, and not by chance, correlated
with the decision attribute. Still, our algorithm is an attempt in this direction
and it gives reasonable estimate of the importance of the selected attributes.

3 Results and Discussion

Machine learning methods have been already used for identification of musical
instruments; in the previous paper [23] we have shown that SVM yielded results
ranging from 55.9% (for learning on single instrument sounds and testing on
mixes with added instrumental sounds of 50% level of the main sound level)
up to 89.88% correctness (for learning on single instrument sounds with added
artificial sounds of 6.25% level and testing on mixes for the same level).

Results of classification for RF trained on pure instrument sounds are shown
in Figure 1 (left panel). Horizontal axis represents quantity of added sound [%],
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Fig. 1. Classification results using RF for learning on sounds representing only a single
instrument (left panel) and learning on sounds containing varying level of additional
sounds (right panel); the level is shown as percentage of the main sound level. OOB
results are marked with circles, and the results for test sets (mixes of instrument sounds)
are marked with triangles. Remark: different scales are used in the left and right panels.

and vertical axis represents recognition error for dominating sound. Learning in
the presence of multiple sounds is shown in Figure 1 (right panel). In this case
the OOB error and test error of the RF classifier are both small (few percent)
and agree very well with each other. As long as the added sound level is small,
not much increase of error is observed in tests, so for the low added levels the
OOB error estimate agrees well with the test set level. Only in the case where the
added sound level is 50% the OOB error estimate and test set estimate diverge.
OOB remains relatively small (around 5%), while test set error increases to 10%.

RF OOB error of the classifier for pure sounds shows significant improvement
over SVM, but no improvement if this classifier is used to recognize mixes (Fig.2).

For all but one levels of added sound, error for RF classifier is much lower
than that of SVM, almost by an order of magnitude. This is still about three
times better than in the case of SVM classifier, but this increase of error shows
the limits of validity for the applied training and testing procedure. It shows
that training on noisy data which is not related to the noise added in the test
set works well until the level of added noise is smaller than level of pure sound.

Comparing results of the training performed on the samples of pure sound with
those obtained for sound mixes, the OOB error in the latter case is sometimes
more than an order of magnitude smaller than in the former one. It is clear that
adding noise to the training set dramatically improves results of training.

Following the procedure from earlier work, we have also tested the case when
training set consisted of all training samples and similarly, the testing set con-
sisted of all testing samples as well. In this case RF classifier worked very well,
the OOB error was marginal (0.05%) and test set error was around 1%. Again,
these results were an order of magnitude better than that for SVM classifier.



286 M. Kursa et al.

Fig. 2. Classification results using RF and SVM, for learning on single sounds (left)
and on sounds containing varying level of additional sounds (right)

Results of the classification show that RF method is very well suited to classi-
fication of musical instruments, significantly better than SVM. The difference is
of qualitative nature, since in most cases the RF error is one order of magnitude
better than SVM. This is mainly due to characteristics of features used for the
description of musical instrument sounds: feature values for each instrument are
discrete points distributed over wide intervals creating characteristic patterns;
intervals corresponding to various instruments overlap significantly (Fig. 3).

As an example all values of two attributes (TermporalCentroid and basis101 )
are displayed for the samples taken from clear sound of instruments and for
all samples. One can see that adding different sound to the sample of clear
instruments does not change the characteristic patterns but moves it slightly, so
when one overlays all mixed samples the wider blurred bands are created.

Data of that type fits very well to the tree-based methods, where each leaf
can represent separate small interval in 1-dimensional space. On the other hand
it poses a challenge for the classifier based on finding continuous intervals. Such
method can only succeed using very highly dimensional property space, where
one can map all necessary splits on complex multidimensional figures.

Indeed, one can create relatively good RF classifiers using only a single at-
tribute. We have constructed single feature RF classifiers using all features, at
6.25% added sound level. For most features identified as important by our fea-
ture selection procedure one can obtain RF classifier with OOB error close to
80%, which is noticeably better than random choice (the reference level of ran-
dom classification is 92%). If one chooses features which are highly ranked by RF
importance ranking algorithm, one can construct significantly better classifiers.
For example the RF classifier built using only TermporalCentroid, ranked #1
in the importance ranking, has OOB error 14.5%, whereas the error on the test
set is 25%. One can also use less important features and still get classifier which
is noticeably better than random choice. For example for basis5 (ranked #30),
the errors of the RF classifier built using this feature are respectively 76.8% and
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82.9%. In most cases these classifiers are too weak for any useful classification,
but one should remember that in our case the test set consists of samples con-
structed by mixing different sounds than the original training set, nevertheless
the classification error is still noticeably smaller than for random classifier.

Important attributes. Importance of the attributes for prediction was esti-
mated using Boruta Algorithm, aiming at finding all truly informative features.
This algorithm compares importance of all features with a reference importance,
i.e. maximal apparent importance of the randomly permuted mirror features.

The results yielded by Boruta are different for systems with different levels of
added sound. Generally, the number of important attributes grows with the level
of added sound; for the combined data set (all levels), all attributes were infor-
mative. Still, for the 6.25% level, 146 out of 219 features were informative. There
was no clear cut-off value of the average importance between important and non
important features, and the importance of a given feature in different iterations

Fig. 3. Attribute values for one of unimportant descriptors (basis101 ) and the most im-
portant descriptor (TermporalCentroid) for sounds containing only a single instrument
a), and for sound containing 50% of added (mixed) sounds b) for all instruments. The
instruments are marked on vertical axis as follows: 1.clarinet, 2.cello, 3.trumpet, 4.En-
glish horn, 5.flute, 6.French horn, 7.marimba, 8.oboe, 9.piano, 10.trombone, 11.tubular
bells, 12.vibraphone, 13.viola, 14.violin. The details for two pairs of instruments which
are well discerned (viola and violin) and poorly discerned (bells and vibraphone) by
classifier using single attribute are shown in inset in right panel for the case of mixes.
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Fig. 4. Importance of attributes vs. the results of the classifiers built using a single
attribute. Selection of important attributes was performed for the classifier trained
for recognition of musical instrument sounds with mixes (at 6.25% level), using this
attribute as the only conditional attribute. Important attributes are marked as ”+”,
non-important – as ”o”. Position of the attribute on the plot corresponds to the accu-
racy of the classifier for the test set and OOB accuracy on the training set. The results
for all attributes are shown in the left panel, the close-up of the is shown on the right.

of Boruta may vary very significantly; e.g., the maximal value registered for the
feature which is unimportant by design was higher than average importance of
118 out of 146 important features. Still, the minimal value registered for the
feature confirmed to be important was lower than average importance of 68 out
of 73 unimportant features. It means that in any single RF run, an important
feature can attain value lower than average value for most unimportant features.
Still, the unimportant feature can reach the value that is higher than average
importance measure for most of the important features. Therefore the result of
the importance measure for a single RF run should not be considered reliable.

It is interesting to compare importance of the attributes with the error
achieved by RF built on a single attribute (Fig.4). Feature selection algorithm
finds all attributes that are alone sufficient for construction of a good classifier.
Also, the algorithm can find in the cloud of weak attributes (of low predictive
power) a set of features that together with other features yield a good classifier.

4 Summary and Conclusions

Results for classifiers trained on pure instrumental sounds are quite low both
in case of RF and SVM. Adding mixed sounds to the training set significantly
improves classification accuracy in both cases, but the improvement is much
higher for RF. The classification results show spectacular superiority of RF over
SVM, even though SVM is commonly considered to be a very good classifier –
RF is an order of magnitude better than SVM in most cases. The advantage of
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using RF in comparison with SVM is caused by sparse distribution of attribute
values. They cannot be mapped on large continuous intervals – a large number of
small intervals must be used for representation of the attributes. This structure
fits very well trees, whereas the SVM may construct inconvenient representation.
When additional sounds are mixed with the main one, single attribute values
split into several distinct values occupying an interval. The intervals pertaining
to different instruments often overlap, and discernment becomes more difficult.
This increased difficulty is reflected in the size of the trees. The number of nodes
depends on the level of added sounds; for single sounds, trees had 39-83 nodes,
for the highest level of added sounds: 227-381 nodes, and for combined data 545-
1089 nodes. The trees trained on pure sounds are too simple and cannot properly
classify mixes, but the trees trained on mixes perform well also for simpler cases.

Our analysis of the importance shows that most of MPEG-7 based features
may be used for the classification, and reasonably good results can be obtained
with RF, using merely a single descriptive attribute for all trees in a given RF.
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Polish National Committee for Scientific Research (KBN).
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