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Preface

“Hearing is a form of touch. Something that’s so hard to describe, some-
thing that comes, sound that comes to you... You feel it through your
body, and, sometimes, it almost hits your face.”

Evelyn Glennie, Touch The Sound

The 4th International Workshop on Haptic and Audio Interaction Design was
held in September 2009 in Dresden, Germany (the previous meetings were held
in Glasgow, Seoul and Jyväskylä). The conference is the flagship event of the
community promoting research and scientific progress in the audio and haptic in-
teraction field. The main focus of the HAID workshop series is to bring together
haptic and audio researchers and practitioners who share an interest in finding
out how the two modalities can be used together, what are the relative contribu-
tions of the different sensory modalities to the multimodal percept, and what are
the design guidelines of multimodal user interfaces. The research challenges in
the area are best approached through user-centered design, empirical studies and
the development of novel theoretical frameworks. There is a strong physical rela-
tionship between sound and vibration. Based on this physical relationship, there
are significant similarities between auditory and haptic perception. The similar-
ities are also observable between audio and haptic user interfaces and actuators.
Therefore, the interaction between audio and haptic researchers is promising
in developing new products but also understanding unimodal and multimodal
perceptual issues.

A total of 17 papers were accepted for HAID 2009, each containing novel
work on these human-centric topics. Each paper was peer reviewed at least
twice using an esteemed set of leading international figures from both academia
and industry, to whom we are grateful for the quality of their reviews, time and
patience. We would also like to thank Sebastian Merchel for his excellent support
regarding the Online Conference Service. Below the papers are categorized and
summarized based on their application and focus.

Haptic Communication and Perception

Touch is a powerful nonverbal communication tool and plays an important role
in our daily life. Moll and Sallnäs investigate how the touch modality can be used
in haptic interfaces in order for people to communicate and collaborate. Their
results show that haptic feedback can convey much more information than just
the “feeling” of virtual objects. Besides realistic haptic rendering of objects,
haptic feedback can also be used to provide an abstract feedback channel. De
Boeck, Vanacken and Coninx investigate the effect of different magnitudes of
force feedback on the user’s performance in a target acquisition task.



VI Preface

Navigation and Guidance

Recently, audio and haptic feedbacks have been applied in numerous applications
for navigation purposes and accurate path tracing. Four papers in this section
contribute to this body of research. The effects of force profile, path shape and
spring stiffness on the performance of path tracing, in passive haptic guidance
systems are evaluated by Zarei-nia, Yang, Irani and Sepehri. Haptic data visual-
ization is a growing research area. Two types of interaction techniques to help the
user get an overview of data are presented by Panëels, Roberts and Rodgers. Mc-
Gookin, Brewster and Priego introduce the concept of Audio Bubbles—virtual
spheres filled with audio that are geocentered on physical landmarks, providing
navigational homing information for a user to more easily locate the landmark.
A number of different sonification approaches that aim to communicate geo-
metrical data, specifically curve shape and curvature information, of virtual 3-D
objects are introduced by Shelley, Alonso, Hollowood, Pettitt, Sharples, Hermes
and Kohlrausch.

Visual Impairment

Haptic and audio interaction bring most important benefits in situations where
users may be unable to use a visual display. A system which uses audiotactile
methods to present features of visual images to blind people was introduced
by Dewhurst. De Felice, Attolico and Distante introduce an approach to design
a multimodal 3D user interface for the interaction of blind users with VEs.
Miao, Köhlmann, Schiewe and Weber describe two existing paper prototyping
methods, visual and haptic paper prototyping, and indicate their limitations for
blind users and introduce a new approach “tactile paper prototyping” to design
haptic user interfaces.

Vibrotactile Feedback and Music

Not only auditory perception, but also the sense of touch plays an important
role in music. Vibrotactile actuators and audiotactile interaction give new pos-
sibilities for creative design of musical instruments. Havryliv, Geiger, Guertler,
Naghdy and Schiemer have selected the carillon as a music instrument for haptic
simulation and they demonstrate analytical techniques that permit the accurate
simulation of batons of varying force-feedback. A prototype system that supports
violinists during musical instrument learning is presented by Grosshauser and
Hermann. Mobile music is a new field which uses audiotactile interaction. Reis,
Carriço and Duarte introduce a user-centered iterative design of a multi-user
mobile music application: The Mobile Percussionist. Sound and vibration per-
ception are always coupled in live music experience. Merchel and Altinsoy have
investigated the influence of whole-body vibrations on the perceived quality of
conventional audio reproduction systems.



Preface VII

Multimodal User Interfaces: Design and Evaluation

The use of touchscreens, touch panels and touch surfaces is growing rapidly
because of their software flexibility as well as space and cost savings. Research
into audiotactile interaction for touch screens has grown in recent years. The
potential benefits associated with the provision of multimodal feedback via a
touch screen on older adults’ performance in a demanding dualtask situation are
examined by Lee, Poliakoff and Spence. Altinsoy and Merchel have conducted
psychophysical experiments to investigate the design and interaction issues of
auditory and tactile stimuli for touch-sensitive displays.

Multimodal Gaming

Haptics and audio are indivisibly linked not only with music but also with en-
tertainment. The aim of Koštomaj and Boh’s study was to gain a better under-
standing of how to design a user’s physical experience in full-body interactive
games. Rath and Bienert describe a recently implemented game on the Mac-
Book platform intended for use as an easily distributable tool for collection of
psychophysical data.

Through the work contained in these papers, it is clear that the benefits of
auditotactile interaction are very promising for engineers who design multimodal
user interfaces or industrial products. At the same time, there are still many
fundamental scientific questions in this field which should be investigated.

September 2009 Ercan Altinsoy
Ute Jekosch

Stephen Brewster
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Communicative Functions of Haptic Feedback 

Jonas Moll and Eva-Lotta Sallnäs 

Royal Institute of Technology 
Lindstedtsvägen 5 

SE-100 44  Stockholm 
{jomol,evalotta}@csc.kth.se 

Abstract. In this paper a number of examples are presented of how haptic and 
auditory feedback can be used for deictic referencing in collaborative virtual 
environments. Haptic feedback supports getting a shared frame of reference of a 
common workspace when one person is not sighted and makes haptic deictic 
referencing possible during navigation and object exploration. Haptic guiding is 
a broader concept that implies that not only a single action, like a deictic 
reference, is made but that a whole sequence of temporally connected events are 
shared, sometimes including deictic referencing. In the examples presented in 
this paper haptic guiding is used by participants as a way to navigate while at 
the same time explore details of objects during joint problem solving. Guiding 
through haptic feedback is shown to substitute verbal navigational instructions 
to a considerable extent. 

1   Introduction 

The touch affordances (Gibson, 1966) that humans found of objects in their context 
over thousands of years of poking around in the nearby surroundings, together with 
the cooperative quality of human conversation (Clark and Wilkes-Gibbs, 1986), have 
most probably been important for human development. Being able to explore with 
your hands and communicate at the same time facilitate coordination of action and 
learning.  

The question then arises; what communicative functions do haptic feedback in it 
self have? Here, haptic feedback refers to an integration of both kinaesthetic sensing 
and tactile sensing (Loomis and Lederman, 1986). First of all, a person can look at 
some one else using a tool or any object and imitate that movement and secondly they 
can hold on to the same object and through the joint action understand something 
about the other persons intentions and ways of doing a task. Gestures can show deictic 
reference (Clark, 2003; Clark, 1996) to i.e. an object, place or person, a skill 
(pantomimic gesture), specify manner of motion of an object (Fussell et al, 2004) and 
so on. Traditionally, gestures have been described as individually performed actions 
but what happens when people do a gesture together holding on to the same object or 
to a networked pointing device? Is that still gestures or something else, maybe it is 
guiding or guidance? 

Furthermore, what is the reason why a teacher sometimes feels the urge to take the 
same tool that the student is using and show a movement by holding on to the same 
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tool? Well, first of all the specific procedure can be taught. But something else is also 
communicated by the touch feedback that has to do with the force something is done 
with, and the exact direction in which it has to be done. These aspects are only 
possible or easier to convey by the touch modality compared to vision or hearing. 
This is also relevant for what researchers refer to as tacid or implicit knowledge. 
Apart from the above examples, there are other useful functions of haptic feedback 
for collaboration such as handing off objects, pulling in each end of something or 
jointly holding on to an object and do a manoeuvre that needs more than one person, 
such as folding a sheet. In this paper a number of concrete examples have been 
selected from two earlier studies that illustrate how the touch modality can be used in 
haptic interfaces in order for people to communicate and collaborate. This paper is 
theoretical in that it discusses different conceptual phenomena related to 
communicative aspects of haptic and auditory feedback, based on examples from the 
two studies that are presented and discussed. A report of the quantitative results and 
all the details of the methodology regarding the two studies are not presented in this 
paper. It is also worth noting that the general findings reported here is the result of an 
inductive analysis that specifically focus on communicative aspects of haptic and 
auditory feedback. 

2   Background 

Communication has been defined in many ways that are more or less restricting. The 
following definition by Cherry (1957) is useful for the kind of communication 
considered in this article: “the psychological signals whereby one individual can 
influence the behaviour of another”. This definition opens up for investigating 
communication in a broad sense that also includes communication that is not verbal 
which many other definitions require. Research about gestures points out that 
gesturing in itself can be communicative (Clark, 1996) and that signals are the act of 
creating meaningful signs to others (Clark, 2003). For deaf people this is obvious and 
for blind and deaf people one useful communication option is sign language conveyed 
by haptic feedback. Gibson (1979) argued that humans not only perceive the 
affordances of objects but that also the social behaviour of other beings have 
affordances. Humans are dynamic and convey complex patterns of behaviour that 
other humans interpret as affording certain behaviours reciprocally in a continuous 
fashion. Humans interact with one another and behaviour affords behaviour. Gibson 
(1979) argued that:  

“The perceiving of these mutual affordances is enormously complex, but 
nonetheless lawful, and it is based on the pickup of the information in touch, sound, 
odour, taste and ambient light”  

Following this line of reasoning, multimodal input of information is important for 
an accurate understanding of another person’s social affordances. Deictic references 
are important for common ground, that is defined as a state of mutual understanding 
among conversational participants about the topic at hand (Clark and Brennan, 1991). 
This is especially true when the focus of interaction is a physical object. Grounding 
activities aim to provide mechanisms that enable people to establish and maintain 
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common ground (McCarthy et al, 1991; Sallnäs et al, 2007). Deictic references, like 
“that”, “this”, “there” is one kind of grounding activity that direct the partner’s 
attention to a specific object. Maintaining common ground is also shown to be much 
easier when collaborators can make use of this kind of references (Burke and Murphy, 
2007). The importance of providing the possibility to gestures and gaze for deictic 
referencing in collaborative environments has been acknowledged in a number of 
studies (Cherubini, 2008; Ou et al, 2003; Kirk et al, 2007; Fussell et al, 2004). In 
neither of these however, have haptic feedback been utilized for gesturing.  It has 
been pointed out that it is not simple deictic referencing that makes collaboration 
more efficient, by replacing time-consuming and verbose referential descriptions, but 
that more complex representational gestures are needed together with simple pointing 
(Fussell et al, 2004).  We argue that the need for addressing both deictic referencing 
and guiding is a result of the previous statement. Guiding is a broader concept that 
implies that not only a single action like a deictic reference is made but that a whole 
sequence of temporally connected events are shared, sometimes including deictic 
referencing. The concept of guiding as opposed to that of guidance is especially 
appropriate to use in a collaborative situation involving haptic feedback that is 
reciprocal, like when a guide dog coordinates its movements with a blind person. 
Guidance is a commonly used word that is very useful in learning situations (Plimmer 
et al, 2008). Apart from pointing Clark (2003) argue that placing oneself in relation to 
other persons and the context as well as placing objects is equally essential indicative 
acts as pointing. The haptic modality is unique in that it is the only modality with 
which a person can both modify and perceive information simultaneously in a 
bilateral fashion. We argue that the implication of that for communication is clear. 
Two persons holding on to the same object can communicate their intention and 
perceive the other’s intentions by haptic feedback almost simultaneously. In this 
process both pointing and placing acts are made jointly. A number of studies on 
collaboration have shown that haptic feedback improves task performance and 
increases perceived presence and the subjective sense of social presence (or 
togetherness) for different application areas in shared virtual environments (Ho et al, 
1998; Basdogan et al, 2000; Durlach and Slater, 2000; Sallnäs et al, 2000; Oakley et 
al, 2001). In one study the interaction between visually impaired pupils and their 
teachers was investigated (Plimmer et al, 2008).  This study investigated the effects of 
training handwriting using haptic guidance and audio output to realize a teacher’s pen 
input to the pupil. However, gesturing including deictic referencing has not been 
specifically addressed in these studies. 

3   The Collaborative Environment  

The examples presented in this paper are all based on two evaluations. In one of the  
evaluations, a haptic and visual application that supported group work about geometry 
was used (figure 1). In the other evaluation, two versions of a haptic and visual 
application that supported building with boxes were compared of which one version 
also included auditory feedback (figure 2). All applications build on the same 
functionality and all versions of the application are developed for collaborative 
problem solving. In the applications, the collaborative environment is a ceiling-less 
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room seen from above. Two users can interact at the same time in the environments. 
Both users have a phantom (3 DOF haptic device) each (figure 1) and apart from 
feeling, picking up and moving around objects they can also feel each others’ forces 
on a joint object when pulling or pushing it and they can also “grasp” each other’s 
proxies and thereby feel pulling or pushing forces. In one version of the application 
shown in figure 2 the audio cues were; a grasp sound when pushing the button on the 
Phantom pen in order to lift an object, a collision sound when an object were placed 
on the ground, a slightly different collision sound when an object were placed on 
another object and a locate sound that made it possible to know if the other person’s 
proxy were on the left or right side of your own proxy in the virtual environment. 

          

Fig. 1. On the left, two users represented by a blue and red sphere are moving objects in order 
to cover an area. On the right, two persons are classifying angles using one pen-like proxy each. 

 

Fig. 2. Haptic collaborative application in which both users can pick up and move around 
objects (small picture in picture). Two users are seen using one haptic feedback device each.  

Two evaluations have been performed with this application, which will only be 
described briefly and related to in the text when needed. In the first study four groups 
of three pupils (12 in total), of which two were sighted and one was visually impaired, 
in primary school collaborated in building simple geometrical constructions (Sallnäs 
et al, 2007). In the second study 14 pairs of sighted and blindfolded university 
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students  (28 in total) collaborated in solving mathematically oriented building tasks. 
Visually impaired people were not recruited to the second study (in which the  
application version with the audio interface were used) even though it would have 
been better than blindfolding sighted people. More participants were however needed, 
than could be found in that target group at that time. In basic research regarding the 
effects of auditory information on the time to perform two tasks together, it can 
reasonably be assumed that the overall communicative functions of haptic and 
auditory feedback are the same for visually impaired and blindfolded sighted people. 
The general level may be different, but if a parameter has an effect on non-
handicapped people, it can be expected to also have an effect on visually impaired 
people. Especially so, when the context is collaboration between a sighted and a 
visually impaired person. In that situation, both the communicative frame of reference 
of the sighted and the visually impaired person have to be taken into account. 

4   Communicating Using Haptic Deictic Referencing 

4.1   Deictic Referencing as Grounding Strategy in Haptic Interfaces 

In the study where pairs of sighted and blindfolded students performed tasks in the 
application, the potential of the haptic feedback for deictic referencing in the early 
faces of exploration was shown. In one of the two tasks in particular, where the pair 
should collaborate in building a cube out of smaller building blocks, deictic 
referencing was utilized by the blindfolded participant in most of the groups in order 
to point at objects. The following transcript excerpt illustrates how haptic feedback is 
used to form a common frame of reference. 
 
Sighted: Can you feel how big they are? 

  [Blindfolded moves around the cube for a while] 
Blindfolded: These might be 2x2x2 
Sighted: Yeah, I guess so. But it seems we have five of these 2x2x2 actually, 

but they are in two different colors, green and blue, so there has to 
be some difference between them 

Sighted: What is the difference? 
Blindfolded: The height is more on this one 
 [Blindfolded follows the edges of a blue block] 
Sighted: It’s high? 
Blindfolded: Yeah it’s longer 
 
In the above dialogue excerpt the pair is building up a common frame of reference by 
going through and exploring the different objects present in the scene. Deictic 
referencing supported by haptic feedback is used in especially two places above, 
when the collaborating partners want to agree on the dimensions of two different 
building blocks. When the blindfolded moves the proxy over the edges of the blocks 
as he says  “this one” and “These might be…” he makes it possible for them to talk 
about and focus the attention on the respective block. Thus, even though the 
blindfolded did not have access to the visual information on the screen the haptic 



6 J. Moll and E.-L. Sallnäs 

feedback made it possible for them to build a common frame of reference. The above 
example shows that the haptic feedback can support direct object referencing in order 
to create a shared mental model of the workspace. Another typical example of direct 
object referencing is when the blindfolded indicates a specific object by repeatedly 
moving up and down with the proxy above it. This is yet another way of focusing the 
sighted’s attention to a specific object of interest. In the same study as referred to in 
the above excerpt the blindfolded participant often used an indicative act in order to 
get attention or to place themselves in the work space. One illustrating example, that 
also says something interesting about the relation to the feeling of presence, is when 
the sighted participant in one group did not know where the blindfolded person’s 
proxy was. The proxy could not be seen because the blindfolded person was just 
exploring behind an object that was being built. When asked about his whereabouts, 
the blindfolded person moved under the object until he felt the end of it after which he 
moved up and down several times in the virtual room saying “Here I am”. Thus, he 
used the haptic feedback to find out when he was “visible” and in this way he could 
show where he was. The following dialogue excerpt from the same study illustrates 
another example of deixis supported by haptic feedback: 
 
Blindfolded: I think I know…, if we put the…, eh…, 2x2x3 here 
  [He moves up and down against the floor where he wants it] 
Sighted: Yeah, ok 

  [Sighted participant puts the block in position 
Blindfolded: And then the 2x4x1 here… 

[Blindfolded indicates position by moving back and forth on the    
 floor just under the 2x2x3-block just placed] 

Blindfolded: And then you put the 2x2x2 here 
[Blindfolded indicates position by pointing in a similar manner as  
 before] 

 
In this dialogue excerpt the blindfolded person uses both gestures and direct 
references to places to indicate where and how he wants the sighted peer to put the 
different building blocks. When telling the sighted peer where to put 2x4x1-block, in 
the above example, the blindfolded participant uses a gesture when he moves along 
the floor back and forth to show the intended placement and orientation of the block. 
In the other cases he uses the haptic device to point to specific locations in the room, 
to show to the sighted where he wants the different blocks to be put. This example 
clearly shows how you can use haptic feedback for direct referencing to locations. 

4.2   Deictic Referencing by Haptic Guiding 

One of the most important findings from the two studies was that different kinds of 
haptic guiding have a great potential for deictic referencing when it comes to 
supporting collaboration in haptic interfaces. Two kinds of haptic guiding have been 
evaluated in the studies. First, two users can hold on to the same object and feel each 
other’s forces on it enabling them to drag each other around. The second kind of 
haptic guiding function enables a user to actually grab the other one’s proxy directly 
by pushing a button on the phantom when the two proxies get into contact with each 
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other. The following example, from the study with sighted and visually impaired 
pupils where a visually impaired pupil and a sighted pupil respectively collaborated in 
solving some simple geometrical tasks, clearly shows the benefit of using haptic 
guiding for deictic referencing: 
 
Sighted:  All right, you can pick that one you have now 
  [The visually impaired pupil picks up the cube] 
Sighted:  And then, …, wait, …, a little bit more to the right. 
  Up, take it up a little, …, 
  [The visually impaired pupil moves up towards the roof] 
Vis. impaired: No, it does not work 
  [The sighted guy picks up the same cube to help] 
  [They move the cube towards them] 
  [They move the cube a tiny bit to the left] 
  [They place the cube to the right of another one] 
  [They fine-tune the cube’s position]  
Sighted:  That is good! 

[The visually impaired and the sighted pupil let go of the cube] 
 

In the above example the pair of pupils tries out different ways of collaborating when 
placing a cube in a certain position. The sighted pupil starts out by trying to give 
direction cues verbally that, according to the visually impaired pupil’s utterance, did 
not work very well. You can see from the excerpt that giving verbal guiding can be 
cumbersome and the verbal guiding part of the example is actually much longer than 
shown above. However, when giving verbal guiding did not work the sighted pupil 
grabbed the same object as the visually impaired pupil held and started to give haptic 
guiding. As the visually impaired pupil held on to the cube her sighted peer dragged it 
around and placed it in the correct location. In this way the sighted pupil could use 
haptic guiding to physically help the visually impaired pupil. Another interesting 
remark that can be made from the above example is that no one is saying anything 
during the haptic guiding operation. The haptic guiding function replaces the verbal 
guiding and in several cases it has been shown to save a lot of time and shift the focus 
from directing the visually impaired pupil to the actual task at hand. The same 
conclusions could be drawn from both studies. The following dialogue excerpt is yet 
another example of haptic guiding, taken from the study with sighted and blindfolded 
students: 
 

[Sighted grabs the blindfolded’s avatar] 
[He drags the blindfolded to the beginning of an L-shape, consisting   
 of two 4x2x1 blocks making a 90 degree angle] 

Sighted: Now, here we have an L-shape.. 
  [Sighted drags the blindfolded to the top of the shape] 
Sighted: … this is the top. 
  [Sighted now drags the blindfolded back and forth on the L-shape’s 
    north-southern part a few times] 
  [He then drags the Blindfolded to the east, until the shape ends] 
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Sighted: Ok, and this is the bottom right... and then we have this cube that is 
taller than the others 
[He drags blindfolded up and down on a tall block placed beside the  
 L] 

Sighted: We have another one just like it 
 
The example above is taken from the early phases of exploration. As preparation the 
sighted person had organized the two 4x2x1-blocks in an L-shape and he had also put 
some other blocks beside the L. In order to show the blindfolded the different blocks 
and their dimensions the blindfolded then grabbed the blindfolded’s avatar directly 
and dragged him around the different building blocks. This example clearly shows the 
potential for a haptic guiding function for deictic referencing when it comes to 
collaboration between sighted persons and persons who lack vision.  

5   Communicating with Sound 

In the experiments with sighted and blindfolded students, sound functions were also 
evaluated. One of these was a sound that was heard whenever one of the users pushed 
the button on their respective phantom. The purpose of this, so called, contact sound 
was to indicate (in stereo) where the sighted person’s avatar was in the environment. 
The auditory feedback was used for dectic referencing in a similar way as when 
someone knocks on something and says “here” or “this one”. The following dialogue 
example shows this function in use: 
 
Sighted: Pick up a new cube 
  [Blindfolded locates a cube on her own] 
Blindfolded: That one? 
Sighted: Yeah...And then you can move here... 
  [Sighted uses sound to show the way] 
  [Blindfolded navigates to a place slightly above the intended one] 
Sighted: Ok, down a bit..., down..., stop 
  [Blindfolded releases] 
 
In the example, the sighted person makes use of the contact sound to give information 
about in which direction the blindfolded should move and hereby the blindfolded is 
guided to approximately the right location. As stated earlier, giving verbal direction 
cues often is quite cumbersome when one of the collaborating partners cannot use 
their sight. The contact sound cue facilitates the collaboration since the position to go 
to is indicated by the sound instead. Thus, auditory deixis can be used to replace 
verbal communication and shift focus to issues more vital for the task at hand. 

6   Discussion 

The examples presented in this paper clearly show that the haptic feedback can 
convey so much more information than just the “feeling” of virtual objects. When two 
people collaborate in a haptic interface, like the one evaluated in our studies, it is 
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evident that the haptic feedback also can be used to communicate both intentions and 
information much in the line with Cherry’s (1957) definition of communication. The 
examples have shown that the haptic feedback facilitates grounding during the early 
phases of exploration, especially through the use of deictic referencing as Clark 
(1996) suggests that gesturing does. We have also shown that added guiding functions 
can aid the collaboration in a haptic environment considerably, especially when one in 
the team lacks sight that has also been shown by Plimmer et al. (2008). By using 
haptic guiding (holding on to the same object or dragging the other user’s avatar 
directly) one can communicate information about direction that does not need to be 
verbalized. It is shown in the examples that collaboration and joint problem solving 
becomes much easier when you do not have to focus on constantly giving direction 
cues. The examples used in this paper are all based on studies where one of the 
collaborating partners has been blindfolded or visually impaired. However, much of 
the findings reported here could surely be applied to pairs of sighted persons as well.  
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Abstract. Besides realistic haptic rendering of objects, haptic feedback can also
be used to provide an abstract feedback channel. This can either be realised by
a tactile or a force feedback stimulus. When using forces, care has to be taken
that the user’s performance is not influenced in a negative way. However, as it
is not obvious to determine a suitable force, and currently not many guidelines
exist. Therefore, in this paper we investigate the influence on some important
parameters that define a force (shape, duration and amplitude). In order to com-
pare different forces, we propose to use the definite integral (Force Integral, FI)
which combines the considered parameters. From the conducted experiment we
learn that the FI can be used (within bounds) to make an estimation of the result
of the force. Besides this, we also found that above a given FI value, the user’s
performance degrades significantly.

1 Introduction

Over the last decade haptic feedback, which exploits our human sense of touch, has been
gaining importance. Haptic feedback, in the form of tactile feedback or force feedback
[1] has the ability to provide a very direct feedback loop closely coupled with the user’s
action (motion). Practical applications applying force feedback often try to render the
generated forces as realistic as possible, to provide the user with a natural sensation.
Several simulation applications may serve as examples of this approach [2].

In contrast with the generation of realistic forces, other research focuses rather on the
extra informational channel provided by haptic feedback, independent of the realism of
the generated forces. This extra feedback provides users with additional information
during their interaction as such that their experience or their performance can be im-
proved. Very often, examples of this kind of feedback can be found in the domain of
tactile feedback, including ‘Tactons’ [3] or the use of a haptic belt for navigation at sea
[4]. This extra haptic channel can also be established by using abstract force feedback,
e.g. to support pointing tasks in a desktop application or in a virtual environment.

This support can be achieved by assisting the user, e.g. using ‘gravity wells’ (a ‘snap-
to’ effect that pulls the user’s pointer to the centre of the target) [1,5]. Using gravity
wells showed small non-significant improvements in time, while reducing the error rate.

M.E. Altinsoy, U. Jekosch, and S. Brewster (Eds.): HAID 2009, LNCS 5763, pp. 11–20, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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(a) (b)

Fig. 1. (a) Setup of the experiments: Phantom haptic device and the ISO 9241-9 tapping circle on
the screen. (b) An illustration of the force evolution of a sinusoidal haptic bump over time. The
grey shaded area is the definite integral, which in this paper we refer to as the force integral (FI).

However, in more complex situations where distractor targets are present, gravity wells
become disturbing [6,7].

Alternatively, forces can be applied by giving feedback in the form of a bump or a
vibration as soon as an event occurs. Akamatsu et al. [8] and Cockburn et al. [9] used
tactile vibrations to indicate when the mouse cursor hovered a target. They both found
that tactile vibration could improve the performance in certain situations although they
reported that the vibration could make users miss small targets. In the context of a
virtual environment, Vanacken et al. [10] applied a small sine-wave force of a short
duration to indicate when a user had switched between indicated targets. No significant
performance benefits were found, but small improvements in time were seen.

Force feedback that assists the user, such as gravity wells, can be detrimental and
has no guarantee to be beneficial for the performance of the user. On the other hand,
force feedback used as extra feedback has showed possible beneficial possibilities in
user interfaces but it is unclear how to assure the design of the feedback does not have
a negative outcome on the performance of the user. Currently not many guidelines exist
to support designers in defining the parameters, this implies that the design is mostly
performed using ‘trial-and-error’ until suitable values are found.

Inspired by this observation, the aforementioned research and a first pilot study [11],
the work presented in this paper investigates what force strengths, shapes and durations
may be useful. In other words, we study how the force parameters influence the user’s
performance. We propose a rule of thumb that can be applied to combine the aforemen-
tioned parameters. This will finally allow us to formulate a guideline concerning the
forces that may or may not be applied.

In this paper we define a ‘force bump’ as a short force with a given duration and
amplitude. The amplitude of the force over time may follow a mathematical pattern such
as a sine or a step function, which we define as the force shape. Figure 1(b) illustrates
a sinusoidal bump. There are more possible parameters that may have an influence on
the result of the force-feedback stimulus. Other parameters such as force directions, or
device differences will be covered in future work.

To combine the parameters taken into account, we formulate a hypothesis using the
definite integral of the force bump (see Figure 1(b)). This allows us to predict the influ-
ence of other force bumps with other amplitudes, shapes and durations. We verify the
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validity of this hypothesis in the following experiment. This hypothesis and the result-
ing guideline are a valuable tool for designers who want to apply force feedback for a
targeting, pointing or a selection task. They can use these results to know what force
values must not be exceeded.

2 Force Shape and Duration Experiment

To provide a more convenient calculation of the different parameters (shape, amplitude
and duration), we apply the definite integral (Figure 1(b)). Derived from the physical re-
lationship between the applied force and the velocity and position (where position is the
double integral of the force), we hypothesise that the definite integral of the force bump
may be a decent prediction of its influence on the user’s behaviour. In what follows, we
define the force integral (FI) as

∫ T
0 abs(A · f (t))dt.

In this section we try to verify this assumption by measuring the results of haptic
bumps with different force shapes, different durations and different amplitudes, but with
the same FI, and compare how they relate to each other.

2.1 Apparatus

The experimental setup consisted of a regular 19-inch CRT monitor and a Phantom
premium 1.0 haptic device (see Figure 1(a)). The control display gain was 1, which
means that one cm physically moved with the device, corresponds to one cm on the
screen. Calibrating the device learned us that forces provided by the software were
nearly equal to the final forces measured at the device. However gravity compensation
(unbalanced weight [12]) of 0.08N downward was required in software.

Another important factor that had to be taken into account, was the inertia and the
internal friction of the device. Obviously, we desire values that are as low as possi-
ble because a higher friction and higher inertia may interfere with the haptic bump
(e.g. ‘smooth out’ the force bump). As the Phantom premium is designed to keep these
values as small as possible, this device suits our needs.

2.2 Participants

Ten participants (two females and eight males) served as participants in this experiment.
Participants were selected among co-workers and had an age between 25 and 31 years
old with an average of 27. All participants except one were right-handed and used their
dominant hand during the experiment.

2.3 Procedure

A simple multidirectional point-select task, as described in ISO 9241-9 [13], was used
for this experiment. Ten targets were placed in a circle on the screen (see Figure 1(a)).
The diameter of the circle was determined at 6 cm and the size of a target at 0.7 cm (we
use physical measures rather than pixels, since pixel sizes vary from display to display).
This task has a Fitts’ index of difficulty of 3.26 bits, a measure typically used in Fitts’



14 J. De Boeck, L. Vanacken, and K. Coninx

law experiments to indicate the difficulty of the task [14]. This value is chosen to be
comparable to the task difficulty of a typical icon selection task [15,16].

We also took into account the implications of the movement scale; the limb segments
of the user involved in the task depend on the physical distance that has to be cov-
ered [17,18]. Usually, the operation of desktop haptic devices is situated in the range of
the wrist and fingers. Therefore a 6 cm distance appeared to be a good value [19], as it
will adhere to typical movements to be expected with the device.

During the test, the ten targets were highlighted one after the other and users were
requested to select (by pointing and clicking) the highlighted target as efficient (fast and
accurate) as possible. Highlighting is altered between opposite sides of the circle so that
it requires the user to make movements equally distributed among all directions with a
maximum distance between the targets.

As the task to perform was a 2D selection task and the haptic device we used is
a 3D input device, a vertical guiding plane restricted the task to two dimensions. In
order to make sure that users did not use the guiding plane as extra support, as such
that the forces had less impact on their movement, we provided them with extra visual
feedback about their position inside the guiding plane. The background colour was
completely black within a certain offset of the guiding plane and faded to white the
more the user pushed into the plane. Users were instructed to avoid having a grey/white
background.

Finally, force feedback appearing in the form of a force bump with given shape,
duration and amplitude was activated at exactly half-way in the path to the next target.
Note that in this basic experiment, the forces serve as a distractor without beneficial
goal. This experimental approach should allow us to investigate the user’s performance
when different forces are applied.

2.4 Independent Variables

As mentioned before, in this experiment we investigate how the user’s performance is
influenced by the applied forces when parameters such as force shape (S), duration (T)
and amplitude (A) are altered. These parameters are all combined in the FI.
We consider the following shapes with the following duration:

– A sine wave over half a period, 75 milliseconds (S=sin[0,π ], T=75ms)
– A step function, 40 milliseconds (S=sqr, T=40ms)
– A sine wave but with a longer duration, 110 milliseconds (S=sin[0,π ], T=110ms)
– A full sine wave [0,2π ] of 75 milliseconds. It is interesting to see how this shape

will behave as it produces positive and negative forces (S=sin[0,2π ], T=75ms)

The amplitudes of the different forces are chosen as shown in Table 1, so that the FI of
each nth line is the same.

The force integral values (FI = 0.0, 9.55, 19.10, 28.65, 38.20, 47.75, 57.30, 66.85,
76.39, 85.94 and 95.49) and the shapes S (sin[0,π ], T=75ms; sqr, T=40ms; sin[0,π ],
T=110ms and sin[0,2π ], T=75ms) serve as the independent variables during the design
and analysis of this experiment.
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Table 1. Equivalent force amplitudes calculated using the force integral value and the definite
integral

Force sin[0,π ] sqr sin[0,π ] sin[0,2π ]
Integral (75ms) (40ms) (110ms) (75ms)

0.0 0.0N 0.0N 0.0N 0.0N
9.55 0.2N 0.24N 0.14N 0.2N
19.10 0.4N 0.48N 0.27N 0.4N
28.65 0.6N 0.72N 0.41N 0.6N
38.20 0.8N 0.96N 0.55N 0.8N
47.75 1.0N 1.19N 0.68N 1.0N
57.30 1.2N 1.43N 0.82N 1.2N
66.85 1.4N 1.67N 0.95N 1.4N
76.39 1.6N 1.91N 1.09N 1.6N
85.94 1.8N 2.15N 1.23N 1.8N
95.49 2.0N 2.39N 1.36N 2.0N

2.5 Design

A repeated measures within-participant design was used. The independent variables FI
and S combined in a fully crossed design resulted in 44 combinations in total (11 FIs
and 4 Ss).

Each participant performed the experiment in one session lasting about 25 minutes.
The session consisted of 5 blocks with each block containing the 44 combinations re-
peated 3 times in a random order. For a total of 132 trials per block, this resulted in
660 trials per participant. Between each block, users were obliged to take a break of
at least 15 seconds to minimise fatigue during the test. Before starting the experiment,
participants were given all 44 conditions in random order to familiarise them with the
task. During the experiment, the time it took to select a target was recorded, as well as
the amount of errors made during selection.

2.6 Results

In a first step, we investigated the general learning effect during our experiment by
comparing the results of the different blocks based on the trial completion time. As a
result, the first two blocks were removed to eliminate the results of any learning effect
(Block (F4,36 = 8.7, p < .0001)).

Trial Completion Time. A repeated measures analysis of variance of the faultless se-
lection trials showed no main effect for S (F3,27 = 1.92, p = .151) which implies that the
shapes did not differ significantly from each other in trial completion time: 881.6ms for
sin[0,π ], T=75ms, 893.2ms for sqr, T=40ms, 874.9ms for sin[0,π ], T=110ms and 907.5ms
for sin[0,2π ], T=75ms. This result was to be expected, as we hypothesised that the FI val-
ues would be the most important factor with regard to the trial completion time of the
user. Analysis showed a main effect for FI (F10,90 = 8.6, p < .0001). Post hoc com-
parisons showed that trial completion time slightly (but non-significantly) deteriorates
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Fig. 2. Force integral values by shape. Significant deterioration is found for FI-values greater than
76.39.

while the force increases. This pattern is true until a certain FI-value (FI=76.39) from
where the trial completion time deteriorates significantly (p < 0.015). Although the trial
completion time penalty is small in absolute values, nevertheless it is significant; and
moreover, as selection is such a common and frequently used action, even a deteriora-
tion of a small amount of time may induce user annoyance.

Although S did not show a significant main effect, it did show an interaction ef-
fect with FI (F30,270 = 1.66, p < .02). Figure 2 shows the interaction: all shapes show
a similar pattern with regard to the force integral, except for sin[0,π ], T=110ms. This
shape does not seem to have an equally strong deterioration at the higher FI conditions.
Several reasons may cause this effect, but future research is necessary to verify our sup-
positions: it can be argued that the less pronounced deterioration of sin[0,π ], T=110ms
is due to the lower amplitude which may be partly masked by the friction of the device.
Alternatively, it can also be argued that the longer period of force activations gives more
opportunity for the user’s reflexes to counter the deviation and apply a compensation.

Velocity Analysis. The study of velocity profiles can provide us with a deeper under-
standing of the different stadia in the user’s motion. Figure 3 shows a typical lateral (top
graphs in each figure) and longitudinal (bottom graphs in each figure) velocity profile
for different shapes for different FIs. We have to stress that the graphs shown in this
figure are individual selection trials of individual users. It has to be noted that the entire
population of all velocity profiles is subject to a large variation. However, the selected
graphs give a good representation of the velocity’s behaviour in general.

Figure 3(a) shows a selection without applied force. In the topmost graph, we see a
small lateral velocity variance around zero. The longitudinal velocity behaves according
to the optimised initial impulse model of Meyer et al. [20]. The ballistic movement
(BM) and controlled movement (CM) are indicated in Figure 3(a).
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(a) No force applied (b) sin[0,π ], T=75ms,
FI=38.20

(c) sqr, T=40ms, FI=38.20

(d) sin[0,π ], T=110ms,
FI=38.20

(e) sin[0,2π ], T=75ms,
FI=38.20

(f) sin[0,π ], T=75ms, FI=95.49

(g) sqr, T=40ms, FI=95.49 (h) sin[0,π ], T=110ms,
FI=95.49

(i) sin[0,2π ], T=75ms,
FI=95.49

Fig. 3. Velocity Profiles of some ‘typical’ movements: Upper graphs contains the lateral velocity
(orthogonal with moving direction), lower graphs contain the longitudinal velocity (parallel with
moving direction)

Looking at Figures 3(b), 3(c), 3(d) and 3(e), they represent the velocity profiles when
a small force (FI=38.20) for the respective shapes is applied. In all cases, we see a clear
influence of the bump on the lateral velocity, in the form of a small oscillation. From
the longitudinal velocity profile, we can learn that it is not (or only slightly) affected by
the force bump.

Figures 3(f), 3(g), 3(h) and 3(i) show the velocities when a large force (FI=95.49) is
applied. Obviously, we see a similar but larger effect on the lateral velocity. Surprisingly
however, the behaviour of the longitudinal velocity, drops down to zero immediately
after the bump. This dramatic decrease of velocity is not intended as the end of the bal-
listic movement phase, which is confirmed by many profiles that show a new (second)
but shorter ballistic movement phase (BM2 in Figure 3(i)). Manually categorizing the
profiles shows that 80% of the trials (sin[0,π ], T=75ms, FI=95.49) have a clear speed
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reduction, or even a complete halt. Probably the temporarily ‘halt’ induced by the user
will help to dampen the unwanted oscillation caused by the force bump. We believe that
the significant deterioration discussed in the previous sections is mainly caused by this
(unconscious) speed reduction, rather than by the extra distance physically induced by
the oscillation.

From the analysis in the previous section, we found that the longer sine (sin[0,π ],
T=110ms) behaved in a somewhat different manner. It did not show the significant trial
completion time deterioration we should expect for the highest two FI conditions. From
the analysis of the velocity profiles, we found that only 64% of the selection trials had
a clear speed reduction or halt (compared to 80% for sin[0,π ], T=75ms). Figure 3(h)
shows how the longitudinal velocity is less affected, with only a short speed reduction
and no halt, as shown in Figure 3(g). This makes us favour the hypothesis that longer
bumps give more opportunity for the user to compensate, so that (involuntarily) halting
the movement to dampen the oscillation is less necessary.

Error Rates. To analyse the behaviour of the error rate, an error was defined as when
the user misclicked the correct target. The overall error rate for the experiment was 139
errors or 2.1%. The shape had no significant effect on the error rate S (F3,27 = .657,
p = .586). The force integral values showed no significant effect on the error rate either,
although the p-value approached the significance level FI (F10,90 = 1.78, p = .076).
After the experiment, several users reported involuntary miss-clicks in case of the large
force conditions, due to these forces.

3 Discussion and Implications

Our experiment investigated the user’s performance when different forces are applied
during a simple multidirectional point-select task.

As expected, the shape, duration and amplitude of a force bump have influence on
the user. The number of parameters, however make it difficult to compare the different
forces. As a guideline we proposed to express the ‘size’ of a force bump by means of
the force integral (FI), which can be visualised by the area below the force graph (see
Figure 1(b)). Even though we do not claim that different force shapes are similar with
respect to the user’s performance, they do not differ significantly. This allows a designer
to use the FI as a good estimation of result of a force bump.

We found that above a certain force integral value, the trial completion time signifi-
cantly deteriorates. From our experiment in particular, we could deduce that designing
abstract force feedback with forces below a FI-value of 76.39 will not be harmful for
the user’s performance. For the larger force integral values, we could learn from mo-
tion path analysis that the longitudinal velocity dropped detrimental immediately after
the force bump. We believe that this involuntary halt is the main cause of the user’s
performance penalty.

It may be clear however that FI is only a rule of thumb, which will have its lim-
its in practice. Although the exact limits must be deduced in future experiments, we
found that the longer sine wave (sin[0,π ], T=110ms) behaves somewhat different. This
can be intuitively understood from the physical properties of the human-device system.
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Very short (strong) bumps ultimately will loose their effect because of the inertia, while
similarly, very long (but soft) bumps will disappear by the friction of the device, or in
extremis are below the user’s ‘just noticeable difference [21]’. But other effects such as
the longer forces that are easier to compensate by the user (as could be seen from the
velocity analysis) may play an equally important role, as well.

We believe that the results of this experiment have a practical benefit. As stated in the
introduction, Vanacken et al. [10] use small sinusoidal forces to indicate when the user
has switched to another indicated target. With a half sine wave of 25ms and peak value
of 1N (sin[0,π ], T=25ms, A=1N), resulting in a force integral of FI=15.92, this is below
the threshold we found. Hence the force should not have any significant deteriorating
effect on the user’s movement, which is confirmed by the results as the authors found a
small (but non-significant) improvement when force feedback was enabled.

Although our hypothesis was tested in a selection task with a constant Fitts’ index of
difficulty, it can also be used in other types of interfaces in which motion is involved,
such as crossing based interfaces [22] or gesture interfaces [23]. Finally, Cockburn et
al. [9] found that large amplitudes of tactile feedback may cause users missing small
targets. We believe that in this context our approach might be applicable as a rule of
thumb for tactile feedback, as well.

4 Conclusions and Future Work

We studied the effect of different magnitudes of force feedback on the user’s perfor-
mance in a target acquisition task. In order to facilitate a comparison of different forces
across different parameters such as force shape, duration and amplitude, we proposed
to use the definite integral (or Force Integral, FI). We found that the FI can be consid-
ered as a good guideline to predict the user’s performance. During the experiment, we
also observed that above a certain force magnitude the user’s performance significantly
deteriorates.

The value of this work is to provide user interface designers with a guideline to keep
the calculated force integral (based upon the force shape, duration and amplitude) below
the force integral values that objectively caused the performance penalty. It is important
to note that the results of this investigation do not imply that force feedback below the
values found in these experiments is a priori useful. If and when force feedback can be
applied, is still up to the designer to decide.

We found that the FI rule of thumb is a good approximation within bounds. In future
work, the extremes to which the prediction is valid should be defined more accurately.
Another interesting question is whether the ‘Fitts’ index of difficulty’ will have an in-
fluence on the results of these experiments. Finally, the Phantom haptic device was
used because it has a low inertia and friction. Using other devices such as the popular
Novint’s Falcon, might have an implication with regard to our findings.
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Abstract. A very common task in medical applications and motor-skill training 
is to trace a path. However, when designing a haptically guided interface, de-
signers need to consider the choice of several parameters in the design. These 
include the real-time function for bringing back the user to the right path, the ef-
fect of the path’s curvature on tracing, and the amount of haptic force needed 
for guiding the user appropriately. In this paper, we describe the results of an 
experiment that was designed to assess the effect of several design factors that 
can influence the performance of path tracing tasks. Our results show that the 
shape of the path has an effect on the amount of deviation from a path. Addi-
tionally, we found that a high amount of stiffness is preferred over low stiffness. 
Finally, the type of force profile that haptically guides the user, particularly the 
slope of the function, is also an important factor in path tracing tasks. We dis-
cuss our results with implications for designs of systems necessitating haptic 
force feedback in constrained path tracing tasks.  

Keywords: Haptic guidance, haptic interface, motor skill training, force feed-
back. 

1   Introduction 

Tracing a path accurately is important in many tasks including medical applications 
and motor-skill training. Medical applications such as tele-ultrasound scanning and 
bronchoscopy require an operator to guide a probe along a defined path obtained from 
one or more video streams. Significant deviations from the path (this happens when an 
ultrasound probe is lifted too far off the patient’s body) during a trace will result in 
incoherent images or can harm the patient (both ultrasound and bronchoscopy). Motor-
skill learning is contingent on a number of factors: motivation, practice, learning 
strategies, and guidance techniques. However, physical guidance is of particular impor-
tance because if a learner is unable to trace a trajectory and stay on the path, he/she 
would not learn the properties of the trajectory in the first place, negatively impacting 
learning regardless of motivation levels, amount of practice or any other factor. It 
would be unrealistic to expect any gains in learning outcomes if the guidance was 
flawed. 
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Recently, haptic-guidance systems have been widely used in facilitating precise 
path tracing in medical applications [13, 14, 15] and in motor-skill training systems 
[2, 4, 7, 8, 11, 12]. In these systems, the haptic guidance ensures that users would not 
significantly deviate from the intended path. The intensity of the constrained force is 
considered an important factor in constraining a user’s hand movement within an 
ideal trajectory. However, numerous other parameters can affect the user’s ability to 
accurately trace a path. These include the force profile that maps the changes in force 
magnitude as a function of the distance of deviation from the path, and the effect of 
path or track shape on tracing performance. The contribution of this paper is largely 
an exploration of which parameters influence haptic path tracing. This knowledge can 
in turn be used by designer given the constraints of the system they are designing for. 
In the next section, we briefly present related work and then the results of one ex-
periment we carried out to address the effect of these factors on haptic guidance tasks. 

2   Related Work 

The concept of haptic guidance can be traced back to “virtual fixture” [9]. Recently, 
haptic feedback for accurate path tracing has been applied to numerous applications. 
Tao et al. [12] demonstrated the value of a hand-writing system that teaches novices 
to write Chinese characters. They use haptic feedback forces that guide the hand on 
the right track when the student deviates from the path traces defined by the tutor.  

Feygin et al. [3] evaluated the effects of different feedback conditions on users’ 
ability to trace paths. They found that haptic+visual feedback facilitated the highest 
amount of learning. They also found that the shapes of the trajectories used in their 
study had an effect of learning performance. Similarly, Yang et al. [16] demonstrated 
that some trajectories of shapes are easier learned than others. Pastel [6]’s study 
showed that negotiating a 90° corner is more difficult than negotiating a 45° or 135° 
corner. Their study also revealed that users tended to make shortcut at corners by 
“cutting off the corner”. However, it is not clear whether this is also the case when 
haptic guidance is provided. In particular, little is known about the extra provisions 
that are necessary in the haptic guidance system for assisting users to trace shapes of 
different curvatures.  

Many of the existing haptic-guidance systems provide variable constrained force 
such that the force magnitude changes as a function of deviation from the path. For 
instance, Avizzano et al. [1] used a linear force function to generate constrained force. 
Kim and Yang [5] implemented various force functions (linear, logarithmic, and ex-
ponential) in their handwriting training system. But they did not conclusively suggest 
which types of force profiles provide sufficient accuracy for path tracing.  

3   Experiment 

The goal of this experiment was to evaluate the different factors that can influence the 
performance of path tracing with a passive haptic guidance system [16]. In particular 
we investigated the effect of path shape and force profile. Furthermore, it is antici-
pated that spring stiffness may affect tracing performance. We also confirm this in our 
study. 
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3.1   Participants and Apparatus 

Nine students from a local university participated in this study. All of them were 
right-handed, and reported a normal to corrected-to-normal vision. None of the par-
ticipants had any experience with haptic devices.  

Haptic feedback was provided by a PHANToM Desktop haptic device [10]. The 
test system displayed the various paths that users were required to trace on a 300×300 
square region in the middle of a 19 inch 1024×768 LCD display (0.4×0.4mm/pixel). 
Participants were asked to hold the stylus of the PHANToM device like holding a 
pen, and to control the experiment by pressing the button on the stylus. The shapes 
that users were asked to trace were two-dimensional and were laid out in the vertical 
plane (Fig. 1).  

3.2   Procedure and Design 

The study employed a 4×3×2 within-subject factorial design. The factors were path or 
Track Shape (TS), Force Profile (FP) and Spring Stiffness, or simply Stiffness (S). 
Trajectory shape was fully counterbalanced. Force profile and stiffness were pre-
sented in random order. The experiment consisted of 5 repeated trials. We collected a 
total of 4 (tracks) × 3 (force profiles) × 2 (stiffnesses) × 5 (trials) × 9 (participants) = 
1080 trials. The participants were asked to trace a defined path with the help of haptic 
guidance, as accurately as possible. To ensure a complete trial, the participants were 
asked to indicate the start and the end of a trial by pressing the button on the stylus of 
the PHANToM device. Participants practiced for 5 minutes prior to the experiment to 
get familiar with the environment and procedures. We describe the various levels of 
conditions in the following sections. 

Path or Track Shape. Participants were required to trace four trajectories, square, 
circle, S-shape, and 5-shape (Fig. 1). The tracks were generated by a graphical system 
and consisted of paths with a smooth curvature (circle and S-Shape) and two paths 
consisting of sharp corners (Square and 5-Shape). 

 

Fig. 1. The four paths used in the study. The S-Shape and 5-Shape paths were generated by 
slicing the square and circle in half and flipping the half pieces. All tracks consisted of the same 
length. 
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Force Profile. Similar to [5], we evaluated three force profile functions, a linear func-
tion, a logarithmic and a quadratic. The slope of these function is in the order that 
Slogarithmic > Slinear > Squadratic within the tolerance distance (within 1 pixel away from the 
ideal path), and Squadratic > Slinear > Slogarithmic otherwise. Force magnitude was computed 
using Hooke’s Law, and more specifically defined with respect to the distance of 
deviation as follows: 

Force  = Ki * Functionj(Distance)             (1) 

where Distance is the distance between end-effector position and the target position 
on a given trajectory (i.e. deviation from path), subscribe i is either low or high stiff-
ness (see below), and j is either linear, logarithmic, or quadratic force profiles. The 
constants we used for each of the force profiles are provided below and resulted in the 
profiles presented in Fig. 2. 
 

 

Fig. 2. Force profiles used in the experiment 

Force functions which have been used are as following, where x is the distance in 
pixel. 

Flinear(x) = ax + b, where a=1, and b=0;           (2) 

Flog(x) = alogb(c*x), where a =1.25, b=10, and c=40 
(Flog(x) = 0 when x = 0); 

(3) 

Fquadratic(x) = ax2+b, where a=0.4, and b=0. 
(4) 
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Stiffness. Haptic guidance was implemented in a similar way to that described in 
[16]. The constrained force was generated passively so that it triggered only when the 
stylus deviated from the trajectory. The direction of the constraint force was always 
perpendicular to the direction of the hand movement. Fig. 1 depicts examples of our 
method for finding the target point on tracks of different shapes. The aim of this 
method is to guide the users’ hand to the nearest point on the track. Two levels of 
stiffness were tested in order to confirm that spring stiffness affects users’ 
performance on tracking given trajectories. A high stiffness or hard spring maintained 
a value of 0.15 N/mm and a low stiffness or soft spring consisted of a value of 0.08 
N/mm. 

3.3   Performance Measures 

We used two metrics to assess tracking performance: Error Volume and percentage 
on-track. Error Volume (1) is an indicator of the average deviation distance from the 
path.  

Error Volume = 
1 2
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2
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where Xn is the nth point on a given trajectory, N2 is the number of points deviated 
form the path, and XГ is its corresponding point on the user trajectory. Percentage on-
track (2) is a measure assessing the percentage of points that were on-track. In some 
applications [14], maintaining a path on the track for a large percentage of the trajec-
tory is more important than the overall deviation amount.  

Percentage on-track = (N1)/(N1 + N2) × 100 (6) 

where N1 is the number of points on the path. We considered a point on-track if it was 
within a tolerance distance (1 pixel) to its corresponding point on the ideal trajectory. 

4   Results and Discussion 

We used the univariate ANOVA test and Tamhane post-hoc pair-wise tests (unequal 
variances) for all our analyses with subjects as random factor. We present our results 
for both metrics Error volume and Percentage on-track. 

4.1   Error Volume 

There was a significant effect of Force Profile (FP) (F2, 16 = 22.3, p < 0.001), of Track 
Shape (TS) (F3, 24 = 3.91, p = 0.02) and of Stiffness (S) (F1, 8 = 89.1, p < 0.001 ) on 
Error volume. The error volume was larger with the soft spring and smaller with the 
hard spring. We found significant interaction effects between FP and S (F2,16 = 17.57, 
p < 0.001), a significant interaction between TS and S (F3, 24 = 3.92, p = 0.021) but no 
interaction effects between FP and TS.  

Post-hoc pair-wise comparisons for FP yielded significant differences for all pairs 
of functions (all p < 0.01). Users produced fewest errors with the quadratic function 
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than the linear or logarithmic function (Fig. 3). Post-hoc pair-wise comparisons for 
TS did not yield any significant differences for all pairs of functions, except between 
Circle and 5-Shape (p < 0.05). Users produced fewest errors with the S-Shape (2.867, 
s.e. =0.76) followed by the Circle (2.889, s.e. =0.76), the Square (3.041, s.e. =0.76) 
and then finally the 5-Shape (3.373, s.e. =0.76) tracks.  

Our results reveal an effect of FP on error volume. A quadratic force function fa-
cilitates a lower average error volume and best deviation margins than the other two 
functions (see final discussion). By mapping the mean error volumes shown in Fig. 3 
to the force profile functions in Fig. 2, we found that the users were able to sense the 
guiding force of approximately 2.5 N and to correct wrong movements by following 
the guidance. 
 

 

Fig. 3. Average error volume by force profile and track shape (left); and force profile and 
stiffness (right) 

4.2   Percentage On-Track 

There was a significant effect of FP (F2, 16 = 174.4, p < 0.001), of TS (F3, 24 = 3.34, p 
= 0.036) and of S (F1, 8 = 470.5, p < 0.001) on average percentage of points on-track. 
We found significant interaction effects between FP and S (F2,16 = 32.15, p < 0.001), a 
significant interaction between FP and TS (F6,48 = 2.56, p = 0.031) but no interaction 
effects between TS and S.  

Post-hoc pair-wise comparisons for FP yielded significant differences for all pairs 
of functions (all p < 0.01). Users were able to stay on the track more frequently with 
the logarithmic function, then followed by the linear function and then the quadratic 
function (Fig 4). Post-hoc pair-wise comparisons for TS also yielded significant dif-
ferences for Circle and 5-Shape (p < 0.001), Square and 5-Shape (p < 0.01) and for 
Circle and S-Shape (p=0.048). Users produced fewest deviations with the Circle 
(51.8%), then Square (53%), S-Shape (56.5%) and then with the 5-Shape (59%).  

As observed with error volume, participants performed significantly better with the 
hard spring (62%) than with soft spring (49%). This confirms that the stiffness is a 
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critical value in the design of haptically guided systems. However, it is important to 
be aware that the improvement of tracing performance does not grow linearly with 
spring stiffness (or the intensity of guiding force). We expect a leveling-off threshold, 
when exceeded, the improvement of tracing performance becomes less obvious. 

 

Fig. 4. Average percentage of points on track 

4.3   Discussion 

Interestingly, trajectory shapes with smoother curvatures revealed lower error vol-
umes than those with sharp curves. Our observation reveals that at the edge of the 
curvature, users typically tend to overshoot away from the trajectory. Smooth curves 
do not impose this limitation as the user is making uniform movements across the 
trajectory. We also observe more deviation at the intersection corners in the sharper 
edges. This deviation is depicted in Fig. 5, showing the amount of deviation occurring 
at the extremities of sharp edges. Note that the finding showing that users tend to 
overshoot at sharp turns is different with what was previously reported in [6], in 
which the author revealed that users tended to make shortcut at corners. One possible 
explanation could be that when with haptic guidance, users tend to put less control on 
hand movement so that they move their hand by following the guiding force with 
inertia in the moving direction. Users only take over the control when significant 
errors occur, i.e. overshot a corner.  

The path corners, can be one of the most important features of a trajectory, such as 
when learning a script or doing a precise maneuver. Failure to transfer corner infor-
mation during motor-skill training could lead to poor outcomes. A possible way to 
reduce overshooting is to introduce strong constraint forces at corners to ensure the 
user makes the turn before going beyond the corners.  
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Fig. 5. Demonstration of the deviations at the intersection corners in the sharper edges 

Surprisingly, while the quadratic and linear functions outperformed the logarithmic 
function in terms of error volume, the logarithmic outperformed both other functions 
with respect to percentage of points on-track. This suggests that the slope of the force 
profile function (see Fig. 2) has an effect on tracing performance. Furthermore, users 
may sense better the force when the functions have a steep slope instead of a flat 
slope. The linear and quadratic forces have steep slopes, so that they were more sen-
sible to the users, and could provide better haptic constraints. As a result, the error 
volume for the linear and quadratic function was lower than the logarithmic function. 
On the other hand however, within the tolerance distance, the logarithmic function is 
steeper than the linear and quadratic functions. Therefore, the logarithmic generates a 
noticeable guiding force before the deviation becomes significant (exceeding the 
tolerance distance). This may explain why the user could maintain their trace on the 
tracks more often with the logarithmic than with the linear and the quadratic profiles. 

Overall, the result suggests that designers need to take into consideration the ap-
propriate type of force profile (and slope of the force function) based on the applica-
tion in question. Ideally, the best function would be one that reduces both the error 
volume and facilitates the tracing of a higher number of points on track. Additionally, 
it is important to be aware that employing the maximum output of a force feedback 
device may not be necessarily helpful for achieving optimal tracing performance. 
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Designers need to be aware of the leveling-off threshold of the magnitude of guiding 
force based on different trajectories. Furthermore, designers need to employ different 
strategies to facilitate tracing according to the level of guidance. When provided with 
weak guidance, users tend to make short cut at corners. Therefore, introduction of 
corner threshold marks is necessary to ensure that the user crosses the corner before 
tracing the remainder of the trajectory. On the other hand, users tend to overshoot 
when following a strong guiding force. Therefore, additional constraints, such as 
stronger guiding force, should be useful at the corners. 

5   Conclusion 

In this paper we described a study measuring the effects of force profile, path shape, 
and spring stiffness on the performance of path tracing, in passive haptic guidance 
systems. The results show that all of the tested factors influence the performance of 
path tracing tasks. More important, the results show that users perform differently 
when negotiating sharp corners with or without haptic guidance. In particular, when 
with haptic guidance, users tend to overshot at corners. This is different to the find-
ings reported in [6] when haptic guidance was not provided. Based on the results, we 
suggest that spring stiffness and/or the slope of a force profile function should be 
adjusted when considering changing the degree of haptic assistance at corners. High 
stiffness values are preferred to constrain and guide the users’ movements. However, 
the leveling-off threshold has to be empirically determined based on the application in 
question. For reducing error volume and on-track percentage, a force profile with 
steep slope would be better suited. Overall, the linear force profile demonstrates a 
good balance of both error volume and on-track percentage. However, further investi-
gation is required to identify the subtleties involved in selecting ideal force functions 
for tracing tasks, and the effect of these based on the underlying characteristics of the 
haptic guidance application.  
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Abstract. Haptic data visualization is a growing research area. It con-
veys information using the sense of touch which can help visually
impaired people or be useful when other modalities are not available.
However, as haptic devices and virtual worlds exhibit many challenges,
the haptic interactions developed are often simple and limited to nav-
igation tasks, preferring other modalities to relay detailed information.
One of the principal challenges of navigation with haptic devices alone,
particularly single point-based force-feedback devices, is that users do
not know where to explore and thus obtaining an overview is difficult.
Thus, this paper presents two types of interaction technique that aim
to help the user get an overview of data: 1) a haptic scatter plot, which
has not been investigated to any great degree, provided by a force model
and 2) a new implementation for a haptic line chart technique provided
using a guided tour model.

Keywords: Haptic Visualization, Haptic Interaction Techniques, Haptic
Scatter Plots, Haptic Line Charts.

1 Introduction

The use of non-visual forms of data communication, including haptics, is rapidly
increasing as low cost devices become more available. Haptic technology is not
only useful to increase accessibility but also provides an alternative modality to
convey information (for instance when the other senses are overloaded, to pro-
vide a sensory duplication of the information or to provide different information
from other modalities). Consequently, one growing application area is haptic
data visualization: the use of tactile or force-feedback devices to represent and
realize information and data [1]. Haptic data visualization aims to provide an al-
ternative ‘perception’ or understanding of the underlying data through effective
data mappings and user interactions using the sense of touch. Through the inter-
actions with such a representation, the user can gain quantitative or qualitative
understanding of some underlying data.
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Therefore, interaction techniques hold a key role in the interaction with and
experience of the virtual world. There are several challenges of navigating haptic
3D worlds: haptics provides a lower perceptual bandwidth than vision, especially
when many haptic devices are single point tools, and thus the haptic environment
lacks the detail of spatial awareness that is implicit in vision. Consequently,
finding new suitable metaphors and effective interaction techniques is essential,
especially in the haptic visualization area, where they help the user gain an
understanding of the data.

The use of haptic interactions in visualization is not widespread, as the field is
young, and often involves simple interactions where haptics is limited to naviga-
tion and the auditory modality is used to convey information. This is particularly
the case for charts applications. Indeed, charts are above all a visual medium as
users can easily get an overview, spot trends and locate maximum and minimum
values or other specific values. As the haptic modality has a much lower per-
ception bandwidth than vision, perceiving a chart haptically is a more difficult
task. For example, as most devices are single point-based, it is difficult to get an
overview. Additionally, as one can lose its spatial awareness easily in a virtual
3D world, it becomes hard to make comparisons or realize values. Therefore, the
challenge is to find effective representations and efficient interaction techniques
that will enable understanding the underlying data.

This paper presents two new haptic interaction techniques for charts to help
the user get an overview of the data: the visualization of a haptic scatter plot
and a haptic line chart. Our scatter plot technique models the plot by assigning
a repulsive force to each point. The user explores the plot and greater force
is felt for larger concentrations of data points. For the line chart method, we
implement a guidance tour, based on a museum tour metaphor first suggested
by Roberts et al. [2]. Both techniques have been implemented using the force-
feedback PHANTOM device.

Little research has been carried out for the haptic visualization of scatter
plots. Haase and Kaczmarek [3] designed and tested the display of scatter plots
both on a fingertip- and an abdomen-based eletrotactile display and conducted
an experiment evaluating them. Scatter plots were created from sampling bi-
variate normal distributions with 25 data points and no axes were represented.
Crossan et al. [4] on the other hand presented a visualization method based on
haptic textures produced using granular synthesis and using the force-feedback
PHANTOM device so that the user explores the textured surface that represents
the plot. In contrast, our method for haptic visualization of scatter plots assigns
a force depending on the distance to each point, meaning the user has a greater
opportunity to explore the plot in 3D, and can detect the forces from multiple
directions.

As line charts are a common representation form, their non-visual represen-
tation has previously been investigated for the exploration and extraction of
features. Initially, the line was represented by a cylinder or an embossed ridge,
however, users found it difficult to follow the line without slipping off the edges
[5], [6]. Fritz and Barner [5] used attraction forces to keep the user on the line.
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However, Yu et al. [6] proposed that engraved modelling should be used instead
(also used by Van Scoy et al. [7]). Representing different lines is still an open
challenge. Yu et al. [6] used different surface friction to distinguish the lines, but
this misled the users at line intersections. In addition, using gridlines to convey
coordinate values, as with the visual counterpart, was found to be confusing.
Hence Yu et al. [8] adopted a multimodal approach, leaving haptics for navi-
gation and dedicating the auditory modality to providing quantitative values
through synthesized speech and overview through sonification. Roberts et al. [2]
investigated the haptic overview and suggested (but did not implement) sev-
eral different methodologies of exploration: unguided exploration (for instance
a ‘Friction & Zoom View’ where the areas above and below the lines were as-
signed different textures), the constrained exploration view (i.e. the ‘Exploded
Data View’ provides the user with different and simplified views of the data)
and the guided tour. In this paper we give implementation of our version of the
guidance tour.

The remainder of this paper is organized as follows. In section 2 we explain
in detail our scatter plot technique. In section 3 we show an implementation of
the guidance tour metaphors for the line chart in a data flow prototyping tool.
Finally, in section 4 we give our conclusions and discuss further work.

2 Scatter Plots

A scatter plot is a visualization technique used to reveal the correlation between
variables. By displaying data as a collection of points, the scatter plot shows
the relationship between the variables through the size and location of the point
cloud, the direction of the relationship, and whether outliers exist. Analyzing a
scatter plot typically consists of two tasks: identifying the general trend (direc-
tion, size and position) and spotting interesting features such as outliers. This
process corresponds to the visualization mantra of Ben Shneiderman namely
‘Overview, zoom and filter, details on demand’. Getting an overview is therefore
the first step to understanding the data. Hence we designed an overview haptic
interaction technique for scatter plots that conveys the general trend of the plot.

The interaction technique was developed using a haptic interaction prototyp-
ing tool (HITPROTO) based on the haptic scene-graph H3D API [9]. The tool
uses visual configurable blocks to represent the flow of data. There are two main
blocks categories: the flow blocks (Wait For, Everytime, Switch) which are either
event-based (e.g. “Wait For the device’s button to be pressed”) or testing condi-
tions (“If the key pressed is equal to 1”) and the actions blocks (adding/removing
effects, creation/modification of haptic and guidance effects). Setting the param-
eters of these blocks and linking them together enables to produce an executable
scenario. X3D1 scenes can also be ‘loaded’ to use a scene representation or act
on it (for example by highlighting shapes or removing them from the scene).
1 X3D [10] is an ISO open standard scene-graph design and the successor to the VRML

standard. It is used and extended within H3D to specify the 3D scene-graph of the
world and particularly the geometric and basic haptic properties.
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Fig. 1. Diagram showing the data flow of the scatter plot visualization of Irises. The
haptic effect is first created, then when a key is pressed, the haptic effect is either
set for a particular grouping node (for all of the Irises or each of them) or removed
depending which key was pressed.

Figure 1 shows the data flow diagram of the scenario for the haptic visualiza-
tion of a scatter plot. The data used was the Iris dataset by R.A. Fisher [11]. Three
species of Iris flower (Setosa, Versicolor and Virginica) have been studied and par-
ticularly for the following parameters: sepal width, sepal length, petal width and
petal length.2 Both 2D and 3D charts were generated to highlight the correlation
of the flowers sepal length and petal length/width (see Figure 2). The scenario’s
concept is simple, each dataset is associated with a key on the keyboard (‘1’,‘2’,‘3’)
and pressing that key ‘adds’ the haptic effect to the corresponding dataset (see
Figure 1). The user can then feel the datasets successively as well as the whole
dataset. We believe that in doing so the user will get a general idea about the lo-
cation of the different datasets relative to each other as well as their respective
size as it provides simplified and different views of the data [2].

The force model used is part of the PositionFunctionEffect block in the HIT-
PROTO tool where the user can either specify the 3D components of the force
or use a predefined force model, which can be applied to grouping nodes in the
scene graph, according to the device’s position. For the scatter plot scenario, the
predefined model was used (see Figure 3 and 4), which computes the resultant
repulsive force to be applied as the sum of the inverse of the distances from the

2 The Iris dataset was obtained from the XmdvTool website, in the data sets
category[12].
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Fig. 2. Screenshot showing the 3D visual display of the Iris datasets used for the haptic
visualization as well as a rotated view

Fig. 3. Diagram describing the force model used in the scatter plot visualization sce-
nario. The resultant force is equal to: F = −k ×

∑7
i=1

1
di

× ui with k a constant and
di being the distances to the points from the device and ui the unit vectors from the
device to the points.

haptic device to each point from the point cloud in the chosen grouping node
along with the sum of the unit vectors between the device and these points (see
Equation 1 and Figure 3 for an example).

F = −k ×
n∑

i=1

1
di

× ui . (1)

with di, the distance from point i to the device and ui, the unit vector of the
vector from the device to point i.
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Fig. 4. To illustrate the forces on the device, this figure gives a 2D representation of the
force model using a 2D Iris dataset. The larger filled circles show the device positions
and the vectors show the force applied on the device. The magnitude of the force was
scaled down for the figure.

The initial idea to convey the scatter plot’s general trend was a function that
depends on the number of points within a given radius. However, simply using
the number of points as a factor led to jerky forces thus highlighting the need
for a continuous force that would give a smoother feeling. After experimenting
and discarding different models (including one trying to use the device’s velocity
vector), we decided to use all the points of the dataset, and not only the ones
present in the device’s tip vicinity, along with the continuous model based on
the inverse of the distances from each point to the device. The idea was that
the closer the device would get to a highly point-concentrated area, the greater
the force factor would be, while being further away from the points reduces the
force (see Figure 4). This model can convey relatively well the direction of the
point cloud and relative position to the other datasets (when felt successively as
in the scenario presented above and in Figure 1). However, it is often difficult to
get an accurate picture of the point cloud density.

The axes are not represented haptically and thus cannot be used directly
with the scatter plot representation as the user can get lost easily in 3D space.
Nonetheless, the axes could be included using a guidance interaction technique,
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as detailed in the following section, by taking the user to the centre of the axes
and then to the first point(s) of the point cloud to help the user locate the point
cloud within the world coordinate system.

3 Line Charts

Line charts are one of the most common representations for statistical data.
However, many challenges still remain for their exploration with non-visual tech-
niques. Researchers resort to solving these using the auditory modality (as ex-
plained in section 1), however this modality may not be appropriate or available,
and so a pure haptic technique would be preferable as an alternative. The chal-
lenges are similar to that for the scatter plot: getting an overview of the chart
and locating and comparing specific features (such as minimum and maximum
values, intersections). Getting an overview haptically is difficult, especially when
using point-based devices.

We believe that guidance coupled with free exploration can contribute to build-
ing a better mental image of the chart. To that effect, three different guidance tours
have been developed (initially presented as a poster at the HAID’07 workshop [13])
using the HITPROTO tool. In this paper, we describe an alternative implementa-
tion of the museum tour metaphor, where the user is taken along a predefined path

Fig. 5. The 3D visual display of the line chart, presenting a V-shaped line and embossed
axes on a chart surrounded by walls. The device is led along the shown engraved line,
but stops for a given time to allow for user exploration in the areas indicated by circles,
which are max, min points and intersection with axes.
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Fig. 6. Diagram showing the data flow of the museum tour scenario in the case of a line
chart visualization. The tour stops at all the points of interests: maximum, minimum
and intersection with the axes.

and stops at chosen points of interest. The user can then roamaround to explore the
surroundings for a given amount of time before the tour resumes. The tour relies
on a spring force to keep the user attached to a moving ‘anchor’.

Unlike previous work ([6], [8]), the representation chosen occupies the whole
chart display (not only positive values) and in addition to the V-shaped line,
some ‘bumps’ are added at the intersections of the V-shape line with the axes
(see Figure 5). Figure 6 shows the data flow diagram of the museum tour sce-
nario. The museum tour interaction is the combination of a standard guidance
block and the behaviour at points of interests during the movement. The guid-
ance block enables setting general parameters, such as the parameters for the
attaching force, the path and speed or cycle time (see Figure 6 as these general
parameters are repeated in the ‘Add Modify’ block). The behaviour at the points
of interest is tuned with the block ‘Everytime’, set on monitoring the movement
positions, the block ‘Switch’ testing whether the user is passing through a point
of interest and the blocks ‘Guidance Control’ to specify the actions of pausing
(with the roaming around) and resuming the guidance. Additionally in this case,
the axes are removed during the guidance and added back whenever the guidance
is interrupted (by pausing it or by triggering the free exploration mode).

4 Conclusion

This paper has presented two types of interaction technique that aim to help the
user get an overview of data. The first technique displays scatter plot data and
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uses a force model based on the sum of the inverse of the distances to each point
from the current user location to feel the data. The interaction technique scenario
described allows feeling the different datasets successively, thus providing the
user with the relative positions of the datasets and their general direction. The
second technique describes guidance tour interactions, in particular a museum
tour metaphor, in the context of line chart data. The user is taken along the
V-shaped line and can explore the surroundings at points of interest, such as
minima/maxima and intersections with the axes, where the tour pauses for a
given time. Different variations of the guidance interactions (waterskier tour,
bus tour, museum tour) can be used to provide different types of information
(the whole line overview, the points of interests, the surroundings).

Future work might consist in perfecting the force model for the scatter plot
interaction technique, as the ones presented lack accuracy for the point density
and possibly finding and testing new models such as one using the inverses of
the squared distances as commonly used in physics. Equivalent models could
be found for tabular data. As for the guidance interaction techniques, more be-
haviour at the points of interest will be investigated in the case of line charts.
Examples of such behaviour ideas include adding magnetic lines leading to the
axes to provide an estimate of the coordinate values as well as possibly allowing
the user to leave haptic landmarks to find the points easily during free explo-
ration. The guidance techniques could also be extended to other types of charts,
such as bar charts, where the path could take the user along each bar and back to
the x-axis or along the envelope of the bar chart. The two interaction techniques
described should also be evaluated. More generally, other types of interaction
techniques should be researched to provide chart overview and also to provide
quantitative and qualitative values.
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Abstract. We introduce the concept of Audio Bubbles - virtual spheres
filled with audio that are geocentered on physical landmarks, provid-
ing navigational homing information for a user to more easily locate the
landmark. We argue that the way in which tourists navigate is not well
supported by traditional visual maps, and that Audio Bubbles better
support the serendipitous discovery and homing behaviours exhibited in
such tourist activities. We present a study comparing Audio Bubbles to
a visual map in a real world navigation task. Navigation with Audio
Bubbles appeared to be faster and was preferred by most of the partic-
ipants. We discuss the findings and outline our future development plans.

Keywords: Non-visual Navigation, Wayfinding, Auditory Display.

1 Introduction

The evolution of hand-held mobile computers into generic, powerful, location-
aware connected devices, has dramatically increased their utility as mobile navi-
gation and tourism guides. This has allowed dynamic contextual information to
be easily provided to the user. However, most of these applications, whilst al-
lowing dynamic overlay of tourist related information, such as restaurants, and
other points of interest, present this information on a visual display. Most com-
monly this is achieved by overlaying the information onto a visual map. This
requires the user to look at the map to locate, and then navigate towards, points
of interest. The user is required to make an explicit decision to find a feature on
the map and then determine how to navigate towards it. Whilst this is useful
when the user has a pre-determined goal in mind, there are many situations
when being a tourist where there are no concrete destination goals.

Brown and Chalmers [1] carried out an ethnographic study of tourist wayfind-
ing and navigation in Edinburgh in the UK. Visiting activity was found to be
planned, but only up to a point. They found that the user would “wander” along
the streets and serendipitously discover interesting sights and sounds. In picking
a restaurant for example, tourists would select an area with a number of restau-
rants and wander about until they found one that met their needs. The user would
not find a particular restaurant in a guidebook and then constantly refer to a map
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to head towards that restaurant. Similar requirements, that mobile guides should
not be over controlling or constraining, were found by Kassinen [2] and Cheverst et
al. [3]. However, Brown and Laurier [4] identified situations where a tourist would
study a map out of context in an effort to learn an unfamiliar area and its points
of interest. An obvious conclusion to draw is that the user does not want to be
explicitly burdened with constant referral to a visual map, but at the same time
does not want to miss important (to the tourist) points of interest in an area that
is being explored. This is something that existing visual maps fail to adequately
support, primarily as the user must make an explicit decision to refer to the map,
which is unlikely in such a “wandering” scenario.

Another situation where traditional visual maps fail to properly support
wayfinding is when the user must relate a position of a point of interest in a
printed map or guidebook, to his or her current position in the environment [1].
This context change is most common at the very end of a route. For example,
identifying which building on a street was the birthplace of a famous author,
when the user is standing on the same street. At this point, traditional street
level maps provide poor support for the user to “home in” on the desired point
of interest. Brown and Chalmers [1] describe an example of finding a particular
building in amongst other buildings, but many other points of interest may be
equally unobtrusive, and considerably smaller in the environment (e.g. the zero
kilometer point in Place du Parvis in Paris - represented by a small brass disc
on the ground). Again, visual maps are not particularly suitable to support this
activity.

Both of these situations, wandering and homing, are related - the user may
not have an explicit goal in mind, preferring to find interesting features as he or
she walks. However, when the user identifies an interesting feature or landmark,
perhaps from a street sign, a handed paper flyer, or the pre-study of guidebooks
[4], it can be difficult to use a visual map to home in on the point of interest.
In both cases the visual nature of maps (both paper and electronic) means that
they are not the most appropriate way to support these types of activity, either
due to context changes, or that when wandering there would be little need for
constant referral to maps.

2 Audio Bubbles

To better support the kinds of activities previously mentioned, we have devel-
oped a technique called Audio Bubbles. These provide serendipitous, non-visual
awareness and “homing” information onto nearby points of interest, without the
explicit user intervention that would be required with a visual map. An Audio
Bubble is a virtual sphere geolocated on a real world point of interest. Within
the bubble audio information is played. This audio is manipulated to indicate
the user’s distance from the point of interest that the bubble is centred upon.
As a user walks around the environment, he or she will come into contact with
the boundary of the Audio Bubble, and become aware of a nearby point of in-
terest, or that a pre-determined point of interest is being approached. Using
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Fig. 1. Right: A screenshot of the visual display showing the current user location (A)
and the location (B) and name of the next landmark). Left: A picture of the landmark.

the distance information encoded in the audio, the user is guided the last few
meters onto the point of interest. In this way, the Audio Bubble acts as a form
of augmented reality, overlaying virtual audio in the soundscape of the environ-
ment, and increasing awareness of nearby interesting things that can either be
attended to or ignored, without the need to make the explicit decision to look
for points of interest that is required with a visual map.

We explicitly make two decisions with Audio Bubbles and our future imple-
mentations. Firstly, that the sound we use within the bubble is unspecified. There
are several types of sound that could be used to fill an Audio Bubble, however
what sound is used will depend on the use to which the bubble is being put, and
the point of interest it represents. In some cases a sound representative of the
point of interest would be most appropriate, but as with many other areas of
auditory display, such sounds may not be possible and a different kind of sound
may need to be chosen. We discuss this issue later in the paper. Another deci-
sion with the design of Audio Bubbles is that they should augment the existing
soundscape in an environment. Both Brown and Chalmers [1] and De Certeau
[5] point out that the sights, sounds and smells - the ambiance of an area - is
one of the main aspects of a location a tourist wishes to experience.

3 Related Work

Whilst there has been a great deal of work on visual navigation (e.g. [3] [4]),
less has been done on auditory navigation. The bulk of this work on auditory
navigation has investigated the presentation of route and nearby environmen-
tal information to people with visual impairments (e.g. [6]). One of the first
systems for sighted users was Holland et al’s. [7] AudioGPS system. This used
spatial panning, with the user wearing headphones to communicate accurate
direction of a specified point of interest. To communicate distance, a Geiger
counter metaphor was used, with a sound repeating at an increasing rate as



44 D. McGookin, S. Brewster, and P. Priego

the user became closer to the point of interest. Whilst informal comments on
AudioGPS proved positive, no formal evaluation was carried out. Strachan et
al’s. [8] gpsTunes worked in a similar way, but modified the perceived spatial
location of music that the user listened to to provide bearing information and
modified volume to provide distance information. Again, the user had to wear
headphones to support the spatialisation. An informal field evaluation was car-
ried out which showed promise that the audio manipulation may be useful in
navigation. Reid et al’s. Riot! 1831 [9] study used similar techniques to present
an auditory soundscape of the Bristol riots of 1831 in the streets of modern day
Bristol. As users walked around a city square wearing headphones and a GPS
equipped mobile device, their current locations were used to trigger sound effects
and vignettes of real world events from the riots. Reid et al. found that their
system provided a deep level of immersion within the experience. Stahl’s [10]
Roaring Navigator used a similar technique, with spatialised sounds of animals
being used to indicate the directions of, and guide visitors to, various enclosures
in a zoo. Software running on HP iPaq mobile computers was used to deter-
mine the user’s position and to adjust the sounds so that they appeared to be
coming from the direction of the appropriate enclosure. Participants could ei-
ther browse, hearing the nearest four enclosures, or could navigate by hearing
only the destination sound source. Again, Stahl’s system required the user to
wear headphones, but shared the audio being played so that users could interact
with each other and use the sound as a shared reference point. Stahl notes that
in audio museum guides, visitors often do not interact with each other due to
the wearing of headphones causing social isolation. An evaluation of the system
was performed with encouraging user feedback, however Stahl did not compare
performance with a standard visual map of the zoo.

Whilst these previous systems show that there are uses of auditory wayfind-
ing, they also have issues when being applied as solutions to the issues of tourist
navigation discussed in the introduction. Firstly, they all use spatialised audio,
which works by varying the waveforms that reach the left and right ears, al-
lowing the user to determine the direction of the sound source. However, such
spatialisation requires the user to wear headphones. Headphones can have the
effect of blocking out the existing auditory soundscape. In some cases this may
be desirable, such as on a crowded commuter train; in other cases it may be less
desirable, such as wandering through the streets of an historic Italian town. It
is very much a preference of the user whether to wear headphones or not. Addi-
tionally, as noted by Stahl, wearing headphones can cause the wearer to be more
socially isolated from his or her fellow travellers. Given that travel is a social
activity [1], this social isolation would not be desirable. Whilst there are other
types of headphone such as bone conductance [11], which do not occlude the ears
and other sounds reaching them, they are not common or widely available. As we
would like Audio Bubbles to augment the existing environment (and certainly
not block it) and that some users may not wish to wear headphones, we con-
sider that monaural presentation (without headphones) via the loudspeakers on
the mobile device presents a “worst case” scenario, and worthy of investigation.



Audio Bubbles: Employing Non-speech Audio to Support Tourist Wayfinding 45

Secondly, whilst users can perform navigation using the audio, none of the studies
discussed have compared performance between visual only and auditory navi-
gation. Does the addition of sound lead to superior performance in near field
navigation over navigation with a visual map? Finally, the sounds used in these
systems always present some sort of audio no matter how far away the user is
from the point of interest. As already described, this is unlike Audio Bubbles,
which have a defined outer exterior beyond which no sound is heard. This is
important as if the user has no defined route, such as when wandering, the au-
dio that is presented must be controlled in some way so that too much is not
presented concurrently, and the overall effect is not cacophonous [12].

4 Evaluation

In our initial evaluation we chose to investigate only the “homing” scenario
as discussed in the introduction. Primarily, this is because we wanted to gain
feedback on the size and utility of the Audio Bubbles. Once we have investigated
this scenario we can consider more fully the utility of the Audio Bubbles and
investigate the wandering scenario, where the user has no fixed destination in
mind. Given the discussion of the previous work, we sought to answer two related
research questions about Audio Bubbles:

RQ1: Can Audio Bubbles presented usingmonaural (without headphones) sound
be effective navigation aids to help users locate points of interest?

RQ2: Do Audio Bubbles improve navigation performance over a visual only
map?

Our initial Audio Bubbles implementation was developed as an application on
a Nokia N810 Internet Tablet. We used the built-in GPS system on the tablet
to determine the position of the user. The visual display of the device showed a
scrollable overview map of the area (obtained from www.openstreetmap.org),
the current user position and one or more landmarks (see Fig.1). The Audio
Bubbles were implemented along the Geiger counter principle of Holland et al.
[7]. Distance was mapped to the repetition rate and volume of a short “click”
sound. The closer the user was to the point of interest, the louder and more
frequently the click was played. We set the initial boundary to be 250 meters
from the point of interest, and no sound was played out with this. To evaluate
our initial Audio Bubble implementation, we carried out a within groups study
on a route navigation task. Eight participants (4 women and 4 men) aged 24-
27 took part in the experiment. All of the participants reported normal hearing
and normal, or corrected to normal sight. None were paid for participation. Each
participant walked a route using a visual map representation (Visual Condition),
or the same map representation but with each landmark encased in an Audio
Bubble (Audio Bubble Condition). The order in which participants carried out
each condition was counterbalanced. Two different routes (of length 940m and
810m respectively) around different landmarks (4 and 3 respectively) in a lo-
cal park were used. Routes were counterbalanced between conditions to avoid
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Fig. 2. Graph showing the mean time taken in both the Visual and Audio Bubbles
Conditions. Shown with one standard deviation.

difference effects. We chose the park as it has a number of small points of in-
terest, such as statues, that are easy to miss even when close by. These are the
sorts of points of interest that we consider the Audio Bubbles to be particularly
useful to find, as they are not obvious in the environment. This is similar to
the situations where a user is trying to home onto a very old pub, or a niche
museum in a city centre, but keeps walking past as these are unobtrusive land-
marks in the environment. None of the participants were regular visitors to the
park. Participants were shown how to use the system for the current condition
and told that they should navigate to the landmarks given. The position of the
first landmark and its name was displayed on the map, as was the participant’s
current location (see Fig. 1). In the Audio Bubbles condition only the Audio
Bubble for the current point of interest was active. As the participant entered a
zone approx 10m around the landmark, a trumpet sound was played, signalling
that the landmark had been correctly identified. The next landmark was then
shown on the display. When all landmarks had been found, the participant was
given a message that the experiment was over. At the end of the experiment the
participant was verbally debriefed and asked for any comments.

4.1 Results

As participants were required to reach each point of interest, accuracy was uni-
form. In addition, we recorded the time taken to complete each route. One par-
ticipant’s results were found to be over two standard deviations from the mean
for each of the conditions. We judge this participant as an outlier and exclude
those results from the analysis. The mean time taken for the other seven par-
ticipants is summarised in Fig. 2. As the groups were not fully counterbalanced
we elected not to perform a formal statistical analysis of the time taken. How-
ever the results do seem to indicate that there was some influence of the Audio
Bubbles in reducing the time taken to find the points of interest.
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4.2 Qualitative Results

The interviews with participants after the experiment yielded valuable insights
into the usefulness of the Audio Bubbles, and how they compared to the Visual
condition. Participants were asked a number of open-ended questions about their
experience with both of the systems. These included the usefulness of the Audio
Bubbles, as well as how the sounds changed as the participant moved around
the environment. The participants were also asked for any further issues that
they felt relevant.

Five of the eight participants stated that they found the Audio Bubbles helpful
in trying to locate the points of interest. One participant (the participant whose
results were excluded from those in Section 4.1) did not find the Audio Bubbles
helpful, and two participants were unsure if the Audio Bubbles were helpful or
not. All of the participants were able to determine the changes in sound as they
walked through the Audio Bubbles. Comments primarily addressed the “range”
of the Audio Bubbles, that is how far away from a point of interest the user
should be before entering the bubble. Two of the participants found that the
sound started too far away from the point of interest and was initially annoying,
but with decreasing distance from the point of interest the sound became more
useful and valuable. One participant saying “I would use it, yeah. ... But the
beeping would be annoying if it would beep for every little sight. I would turn
off the sound until I got closer to the points ”, the same participant went on to
say that the sound cues were useful “especially when you were closer, when you
were closer it really gave you hints I think”. In the experiment a user entered an
Audio Bubble when around 250 meters from the point of interest. However, in
this situation where the user already has a destination determined, the Audio
Bubble would only be useful (as discussed in the introduction) when close to
that destination. Whereas, in a wandering scenario, where the Audio Bubble
notifies the user of a nearby point of interest that he or she may not be aware
of, a larger radius may be more appropriate. Further investigation is needed to
provide concrete guidance in this area.

In conclusion, we can consider to have provided some answer to RQ1, that
Audio Bubbles were a useful way to navigate and locate points of interest. How-
ever, we cannot make claim to have answered RQ2, that Audio Bubbles are
superior to simple visual maps. The results we obtained appear to show that
the Audio Bubbles allowed some reduction in time taken for the fine grained
homing behaviour participants needed at the end of a route, and that the Audio
Bubbles were certainly not poorer than only using a visual map. However, the
results are not definitive and further investigation, given the qualitative feedback
from users, is required to refine Audio Bubbles to be truly useful navigational
aids.

5 Future Work

From the experimental results there are several refinements that should be car-
ried out on the Audio Bubbles, and several future avenues for investigation.
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5.1 Audio Bubble Size

Many of the participants stated that they found the audio started to play too
early. In other words the Audio Bubble was too big. As sound can be annoying,
determining the appropriate size of the Audio Bubble, so that it is neither too
large or too small is important. In our initial implementation we chose 250m
as the boundary of the bubble, primarily down to informal testing by the ex-
perimenter. While reducing the size of the bubble would be beneficial based on
the comments by participants, we also need to consider the role the Audio Bub-
ble plays at a particular time, and if its size should be adjusted accordingly. In
our experimental situation, the Audio Bubbles were centred on locations that
the participant was trying to reach and were felt to be useful in “homing” onto
the point of interest when nearby. However when wandering, the purpose of the
Audio Bubble is primarily to inform the user of a nearby, non-obvious point of
interest, that he or she might be interested in. In such a situation, an Audio
Bubble with a radius extending to a “reasonable walking distance” between the
user and the point of interest, may be more appropriate. Further research into
how the size of the Audio Bubble should change according to user context is
therefore required.

5.2 Investigating Different Types of Audio for Points of Interest

In our experiment we chose to follow the same auditory design as that of Holland
et al. [7], using a Geiger counter metaphor, where audio pulses repeat at a
faster rate the closer the user is to the point of interest. We also increased the
volume level of the pulses as the user came closer to the point of interest. We
chose to investigate this kind of mapping as it provided more information in
the sound as to how far the user was from the point of interest. As we did not
use spatial presentation (see Section 3), we wanted to ensure that the distance
information was communicated as clearly as possible. In addition, unlike the
work of Stahl [10], many of our points of interest had no obvious sound that
could be used to represent them, meaning a more abstract sound was required.
The issue being that although the sound communicates distance information, it
contains no information as to the point of interest being navigated towards. In
our initial study this is not so important, but it would be useful to communicate
some information about the point of interest in the sound, thereby assisting the
user in the decision to walk towards that point of interest or not. In practice, it is
likely that there will be a mixture of points of interest which can have appropriate
natural sounds associated with them, and points of interest for which there is
no obvious sound. Therefore, it would be necessary to use different auditory
representations to represent different points of interest, and further investigation
is required to identify how well these different auditory representations work with
our monaural system.
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5.3 In-Field Evaluations

Our evaluation work described in this paper has sought to investigate both the
utility of Audio Bubbles as an idea, and consider how they can be used in the
homing scenario discussed in the introduction. However, another goal of our work
is to allow discovery of points of interest in a wandering scenario - where the
user has no particular goal or destination in mind, and would tend not to use a
visual map as a means of navigation. Our intention is that Audio Bubbles would
allow him or her to “stumble” upon interesting places that may not be obvious
in the built environment. However, our current implementation is not advanced
enough to be used as a full tourist application. Therefore, we are building an
Apple iPhone application so we can evaluate the wandering scenario with real
tourists.

5.4 Social Points of Interest

Our experiment, as well as all of the existing work in Section 3, assumes that
points of interest are fixed and determined by some prior authority. However
with the growth of the mobile Web and geotagging (associating a geographic
location with data) of information on the Web, we can add and augment points
of interest from other users of the system. Axup and Viller [13] have looked at
how backpacking is a temporally shared activity amongst travellers, and Goel
[14] has looked at how information on tourist guides can be shaped and filtered
by social networks. In addition, websites such as www.tripadvisor.com allow
users to rate and comment on their experiences of hotels and restaurants. How
should this information be represented through Audio Bubbles? One approach
would be to modify the size of the Audio Bubble based on recommendations.
For example, a well recommended restaurant would have a larger Audio Bubble
than one with a poorer recommendation. However this may, given the results of
our study, be annoying, as the audio would begin to play too far away from the
point of interest. An alternate approach would be to use speech as the sound in
the Audio Bubble, reading out the review comments that previous visitors have
left. Which is better is unclear, and further investigation is needed in this area
to identify the best approach.

6 Conclusions

In this paper we have introduced the concept of Audio Bubbles - virtual spheres
filled with audio that are geocentered on physical points of interest to provide
serendipitous discovery and assist in fine grained navigation. We argue such a
technique is both necessary and useful, as visual maps fail to adequately support
the non-directed wandering and homing activities that tourists engage in. The
outcome of our experiment does indicate that the use of the Audio Bubbles
provided some advantage to users when trying to locate points of interest in a
park. Future versions of the Audio Bubbles will seek to identify how flexible the
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concept is, by evaluation in less directed navigational scenarios than those in our
experiment, and as such will provide answers to many of the issues raised in our
future work section. In conclusion, we believe that with further refinement to
the auditory design, future versions of the Audio Bubbles will provide significant
advantages to users engaged in loosely directed navigation, in a way that is useful,
but not intrusive or annoying, and support the undirected wandering behaviours
that tourists currently engage in.
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Abstract. This paper presents a number of different sonification ap-
proaches that aim to communicate geometrical data, specifically curve
shape and curvature information, of virtual 3-D objects. The system de-
scribed here is part of a multi-modal augmented reality environment in
which users interact with virtual models through the modalities vision,
hearing and touch. An experiment designed to assess the performance of
the sonification strategies is described and the key findings are presented
and discussed.

Keywords: sonification, sound synthesis, modal synthesis, virtual envi-
ronments, haptics, human-computer interaction.

1 Introduction

The work presented in this paper describes how sound is used in a multimodal
design environment in the context of the European project called: Sound And
Tangible Interfaces for Novel product design (SATIN). The aim of the project
is to develop a multimodal interface consisting of an augmented reality environ-
ment in which a product designer is able to see virtual 3-D objects and to both
explore and modify the shape of these objects by directly touching them with
his/her hands. This visual–haptic interface is supplemented by the use of sound
as a means to convey information and feedback about the virtual object and the
user interaction. More specifically, the use of sonification allows the designer to
explore geometric properties related to the surface of the object that are hardly
detectable by touch or sight.

The sonification of the surface shape and curvature of the virtual object is
a specific requirement of the SATIN project. Shape and curvature data are of
special interest to designers when considering the aesthetic quality of the object’s
surface. In industrial design, for example, a smooth surface that is continuous in
terms of curvature is highly desirable because discontinuities in curvature result
in a disconnected appearance in the light reflected from the surface. Designers
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refer to surfaces with continuous curvature as Class A surfaces and they consider
them as being aesthetically appealing [1].

This article is organized as follows. Section 2 of this paper presents a short
summary of work related to this study. Then in section 3 we propose and describe
the sonification strategies. This is followed by section 4 where the evaluation and
results are presented. Finally, a summary of the work and a discussion of the
results are given in section 5.

2 Related Work

Previous work involved physical models that are able to synthesize sounds that
are perceptually associated with interactions between humans and physical ob-
jects [2,3,4]. In studies involving interaction with virtual objects this type of
auditory feedback can be used to convey important environmental information
in order to improve perception and performance [5,6].

One of the requirements of the SATIN project is the interactive sonification of
numerical data related to the geometrical properties of a virtual object. Another
related study suggests the use of sonification as a means to present geometrical
data of surfaces in scientific and engineering applications [7]. However, so far in
this context we are not aware of any study carrying out a formal evaluation of
the success of such an approach.

In the current literature there exists a number of studies with a similar aim,
but in a variety of different contexts. For example, some attempts have been
made to sonify numerical data for people with visual impairment; in some cases
this is combined and/or compared with kinaesthetic methods used to represent
the same data [8,9,10,11]. Perhaps one of the earliest studies was made by Mansur
who used a sinusoidal wave, the frequency of which is used to sonify the ordinate
value of a numerical function where the abscissa is mapped to time. Mansur
discovered that mathematical concepts such as symmetry, monotonicity and the
slopes of lines could be determined using sound after a relatively small amount
of training [10]. Another related application domain involves the sonification of
financial data [12,13,14]. The aim of such systems is to inform the user about
financial information, for example stock market prices.

Recently, researchers have also been interested in a more general approach to
sonification, in which the aim is to produce sonification toolkits. Such toolkits
are designed to allow users to map arbitrary data to sound with relative ease.
Examples of sonification toolkits include Listen [15] and Muse [16], developed
by Lodha, Musart [17], developed by Joseph and Lodha and the Sonification
Sandbox [18], developed by Walker and Cothran. However, these toolkits are
not suitable for the SATIN project because, in their current state, they rely
on pre-defined data sets. In the case of the SATIN project the data are pro-
duced dynamically by the interaction of the user with other elements of the
system.
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Fig. 1. Example of a virtual 3-D object with two potential 2-D cross-sectional slices
highlighted

3 Sonification of Geometrical Data

In the SATIN system, although dealing with 3-D models, the haptic interaction
is limited to a 2-D cross-sectional slice of the virtual object’s surface. The user
is free to select this slice from any part of the 3-D object. An example of two
different cross-sections of the same 3-D virtual object is illustrated in Fig. 1. In
this work we consider two specific requirements of the SATIN project, which are
the sonification of data relating to the curve shape and curvature of the surface
of the virtual object along the cross-sectional plane of interest. It is important to
note that curve shape and curvature information are not sonified simultaneously,
but prior to the operation of the system the user can select which of these two
geometrical properties will be sonified. The aim of the sonification system is to
inform the user about the chosen geometrical property of interest at the point of
contact between the user’s finger and the haptic device. The system is designed
so that only one point of contact along the 2-D cross section can be evaluated
using sound at any one time. The data to be sonified are described below.

– Curve shape: We consider only a 2-D cross-sectional slice of the virtual
object’s surface such as those highlighted in Fig. 1. As a result, the curve
shape is a plane curve C represented by a two-dimensional function. For
example, an arbitrarily generated curve shape is shown in Fig. 2, which
illustrates the shape of an object’s surface along the cutting plane.

– Curvature: For a given plane curve C, the curvature at point p has a
magnitude equal to the reciprocal of the radius of the osculating circle, i.e.
the circle that shares a common tangent to the curve at the point of contact.
The curvature is a vector that points to the centre of the osculating circle.
For a plane curve given explicitly as C = f(p) the curvature is given by:

K =
d2C
dp2(

1 +
[

dC
dp

]2
) 3

2
. (1)
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Curve shape
Porcupine Curvature Display
Porcupine Quills

Fig. 2. Illustration of curve shape with curvature illustrated using a porcupine display

In Fig. 2 the curvature of the afore mentioned curve shape is illustrated by using
a technique referred to as porcupine display. Porcupine quills are perpendicular
to the curve and their lengths are proportional to the curvature at the point of
contact with the curve shape, as given by (1). Therefore the longer the porcupine
quill line, the higher the value of curvature, i.e. the tighter the curve. Note that
in this example if the porcupine quill is drawn on top of the curve shape this
denotes a negative curvature value, i.e. a convex shape, whereas a porcupine
drawn underneath the curve shape denotes a positive curvature value, i.e. a
concave shape.

Modes of interaction
During the sonification of the curve shape and curvature of a virtual object, three
different modes of haptic interaction are considered, as illustrated in Fig. 3. The
first involves the impact between the user’s finger and the model at a certain
point, for example by tapping the object, as shown in Fig. 3(a). The second, Fig.
3(b), involves a sustained contact with the object without movement. Finally,
the third type of interaction, Fig. 3(c), involves sliding a finger over the object.

Surface

(a) (b) (c)

Fig. 3. Modes of user interaction with the virtual model

3.1 Sonification Approaches

The selection of sound synthesis approaches and mapping strategies to sonify
the geometrical data of interest may have a significant effect on how the infor-
mation is perceived by the user. The users expressed a wish for the sound that is
produced to be influenced by the mode of interaction in an intuitive way. In an
attempt to address this, we developed a post-processing module which we refer
to in this article as the kinetic module. This module post-processes the gener-
ated sound according to the interaction between the user’s fingers and the haptic
device, i.e., the speed of the finger and pressure it exerts on the device. Further-
more, three different sonification strategies were designed. These strategies and
the kinetic module are described later in the text.
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As the final haptic interface is in development, we are currently using a digi-
tal drawing tablet as an alternative input device. Contact between the drawing
tablet pen and the tablet is analogous to contact between the user’s finger and
the haptic device in the SATIN project. The position of contact along the x-axis
of the drawing tablet is equivalent to the position of finger contact along the
length of the selected cross-sectional profile represented by the haptic inter-
face. In order to develop and prototype the sonification platform, we use the
Max/MSP graphical development environment.

3.2 Mapping Strategy

In each of the three sonification methods, the value of the geometrical parameter
of interest, curve shape or curvature, is mapped to the fundamental frequency of
the carrier sound. The mapping is implemented in such a way that the minimum
absolute value of the geometrical parameter is mapped to a minimum frequency
of 200 Hz and the maximum absolute value found in the dataset is mapped to a
maximum frequency of 800 Hz. Additionally, linear changes in the geometrical
parameter of interest are mapped to logarithmic changes in the sound carrier
frequency. After experimenting with a number of mappings, users considered this
to be the easiest to understand. In fact, frequency is a common choice for this
type of application and it is considered to be particularly strong as a means to
sonify changing values [19]. Humans perceive frequency changes with a relatively
high resolution. Typically, frequency changes of pure tones can be perceived
with an accuracy of up to 0.3% [20]. The following sub-sections describe the
three sonification strategies used in this study, named after the sound synthesis
technique used to sonify or carry the information of interest.

3.3 Sinusoidal Carrier

For this approach, a pure sinusoidal tone is used as the carrier and its frequency
is modulated according to the mapping strategy described in the previous sub-
sections.

3.4 Wavetable Sampling Carrier

For this strategy, a continuous sound is produced whilst the user remains in
contact with the haptic device. This sound is made up of a harmonically rich
recording of a bowed cello. The attack and decay parts of the note are removed
from the sound excerpt, leaving only the middle part with a stable fundamental
frequency. The fundamental frequency of the recorded note is 131 Hz, which
closely corresponds to C3 on the Western musical scale. This sound is con-
tinuously played back in a loop, in such a way that no audible artefacts or
interruptions are present.

Given the harmonically rich nature of the cello sound, the technique referred to
as Time-Domain Pitch-Synchronous Overlap-Add (TD-PSOLA) provides a high
quality yet computationally efficient way to modify the fundamental frequency
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of the sound [21]. Using this technique, the fundamental frequency of the cello
sound is mapped to the geometrical property of interest according to the mapping
strategy defined in sub-section 3.2.

3.5 Physical Modelling Carrier

In this case the carrier sound is generated using amodal synthesis approach.Modal
synthesis is a physical modelling technique for sound rendering, with theoretical
roots in modal analysis [22]. The aim of modal synthesis is to mimic the dynamic
properties of an elastic structure in terms of its characteristic modes of vibration.
The modal synthesis implementation employed for this work is based on research
by Van den Doel and Pai [23]. A more detailed explanation of this approach and
its implementation in the SATIN project is given in [24].

For this study, a model of a circular plate was implemented, resulting in
a sound with a rich but in-harmonic spectrum. The modal frequencies of the
plate were calculated by solving the wave equation for a circular plate [25]. In
order to sonify the geometrical data we map the magnitude of the parameter of
interest to the fundamental frequency of the modal synthesis model, according
to the mapping strategy described in sub-section 3.2. The perceptual effect of
frequency scaling in this way gives the impression that, as the fundamental
frequency increases, the modelled object decreases in size.

3.6 Kinetic Module

The kinetic module is an optional addition to the sonification system that post-
processes the generated sound according to the interaction between the user’s
fingers and the haptic device. When the kinetic module is switched on, the in-
tensity and the spectral tilt of the selected sound are varied according to the
pressure and exploration speed exerted by the user’s finger. In addition, the
sound is passed through a high-pass filter with a cut-off frequency that is var-
ied according to the pressure of the user’s finger. This technique is based on a
perceptual study, the details of which can be found in [26]. Finally, with the ki-
netic module switched on, if the user taps the haptic interface, as illustrated by
Fig. 3(a), a short impulse of the selected sound is produced. Note that, apart
from varying its intensity, the kinetic module has very little perceptual effect on
the sinusoidal carrier, which consists only of a single spectral component.

4 Evaluation and Results

This paper presents a selection of results from two separate studies, performed
as part of a wider experiment aimed at investigating the use of sound in the
SATIN system [27]. These studies were designed to evaluate the performance of
the sonification strategies as a means to communicate both curve shape and cur-
vature. Twelve test subjects participated in the evaluation, with the requirement
that they all have a basic understanding of calculus. In both studies all three
of the sound carriers described above were used and compared. In the case of
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Fig. 4. Screen-shot showing an example of the multiple choice options presented to
the test subjects. The small circle indicates the position on the curve that the user is
exploring at that time.

wavetable sampling carrier and the physical modelling carrier we also tested the
effect of applying the kinetic module. For the first experiment a number of differ-
ent synthetic curve shapes were generated. The subjects were invited to explore
the curve shape using a stylus on a digital drawing tablet as input, as described
earlier. At the same time they were presented with the graphical representations
of four different curve shapes, of which only one corresponds correctly to the
sonified data. From these options, they were then asked to choose which of the
curves best corresponds to the sounds that resulted from their exploration using
the stylus. Fig. 4 is a screen-shot showing an example of the multiple choice
options presented to the test subjects. The circle is used to convey to the test
subject the position on the curve that he/she is exploring at that time.

For the second experiment, the same group of subjects were invited to another
session, in which they were again presented with the graphical representations
of four curve shapes. This time the data sonified corresponds to the curvature
of one of the presented curve shapes. As an example, for the curve illustrated in
Fig. 2, the subject would see the black curve but would listen to the sonification
of the grey curve. In this case the subjects were given a short explanation of how
curvature is related to curve shape.

Fig. 5 shows the average percentage of correct answers and response times
for each sonification strategy and for both experiments. A significant finding is
that each of these strategies, both with and without the kinetic module, per-
formed at an equivalent level of about 80% accuracy. In addition, as a result
from questionnaires administered during the tests, it was discovered that the
subjects exhibited a preference for the sinusoidal and wavetable sampling car-
rier approaches. It was also found that participants needed in the region of 30
seconds to make their decision in each of the multiple choice questions.
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Fig. 5. Judgement accuracy and response time for both curve shape and curvature
experiments

5 Conclusions

In this paper we present a sonification approach to communicate information
about the curve shape and curvature of a virtual 3-D object. The described
auditory system is part of a multi-modal augmented reality environment where
designers can interact with 3-D models through the additional modalities of
vision and touch. We implemented three sonification approaches that share a
common mapping scheme, in which the parameter to sonify is mapped to the
fundamental frequency, or the set of modal frequencies, of the sound carrier.
The three approaches consisted of sinusoidal, wavetable sampling and physical
modelling sound carriers. In addition, a novel concept is presented in which
the sound that is produced is intuitively influenced by the way that the user
explores the virtual object. A post-processing module, referred to in this article
as the kinetic module, has been developed to implement this concept. A number
of experiments have been conducted in order to evaluate the performance of
these sonification strategies in communicating both curve shape and curvature
information. The results, for a set of twelve participants, show a consistently
high level of performance in all cases of about 80% accuracy for both curvature
and curve shape. Participants required on average around 30 seconds to choose
their answer in the multiple choice test. Finally, in this specific implementation
and context, we could not find any advantage of using the kinetic module either
in terms of performance or user preference.

The main contribution of this work is to show the feasibility of communicat-
ing geometrical data through sonification. We have attempted to validate this
concept by means of a formal evaluation. We consider the obtained results to
be highly encouraging since they suggest that humans, previously unexposed to
the system, are capable of establishing a clear connection between the sound
and the underlying data. This relatively high level of performance is consistent
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for the curvature experiment. We consider this to be a remarkable result, as in
this case the sound is related to one of the presented images through the non-
trivial mathematical expression given by (1), rather than the direct relationship
exhibited in the curve shape experiment.
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Abstract. In this paper, recent developments of the HFVE vision-substitution 
system are described; and the initial results of a trial of the “Silooet” software 
are reported. The system uses audiotactile methods to present features of visual 
images to blind people. Included are details of presenting objects found in 
prepared media and live images; object-related layouts and moving effects  
(including symbolic paths); and minor enhancements that make the system 
more practical to use. Initial results are reported from a pilot study that tests the 
system with untrained users.  

Keywords: Vision-substitution, sensory-substitution, HFVE, Silooet, blindness, 
deafblindness, audiotactile, haptics, braille, Morse code. 

1   Introduction and Background 

HFVE Silooet software allows blind people to access features of visual images using 
low-cost equipment. This paper will first summarise the system, then report on the 
latest developments, and finally describe initial results of a pilot study that tests the 
system.  

At the 1st HAID Workshop, the HFVE (Heard & Felt Vision Effects - pronounced 
“HiFiVE”) vision-substitution system was shown exhibiting areas of images via 
speech and tactile methods, with demonstration shapes also shown [1]. At the 3rd 
HAID Workshop the “Silooet” (Sensory Image Layout and Object Outline Effect 
Translator) software implementation was shown presenting predetermined object out-
lines and corners of items present in a sequence of images [2]. Recent developments 
include:- presenting found or predetermined objects; symbolic moving effects and 
layouts; and minor enhancements such as an adapted joystick, and methods for rap-
idly creating and presenting simple images and diagrams in audiotactile format.  
A pilot study of the system has recently commenced. 

The HFVE project is not focused on a specific application, but is trying various 
methods for presenting sequences of visual images via touch and sound. The main 
approach used differs from other methods which, for example, allow people to ex-
plore a shape or image by moving around it under their own control. Instead, the 
HFVE system generally "conducts" a user around an image, under the control of the 
system (albeit with user-controlled parameters), which might be less tiring and require 
less attention of the user than when requiring them to actively explore an image. (The 
system could be used in combination with other approaches.)  
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Other work in the field includes tone-sound scanning methods that have been de-
vised for presenting text [4], and for general images [5]; and software for presenting 
audiotactile descriptions of pixels in computer images [6]. Audio description is used 
to supplement television, theatrical performances etc. (The merits of other approaches 
are not discussed in this paper.) 

2   System Features 

The HFVE system aims to simulate the way that sighted people perceive visual  
features, and the approach is illustrated in Fig. 1:- 

 

Fig. 1. Presenting features of a visual image as Area or Object “tracers” and “layouts” 

For any image, or section of an image, the property content (colour, texture etc.) of 
“Areas” can be presented; or the properties of identified “Objects”. (The term  
“object” is used to refer to a specific entity that is being presented, for example a per-
son, a person's face, part of a diagram, a found coloured “blob” etc., whether found by 
the system, or highlighted in material prepared by a sighted designer.) For both “Ar-
eas” and “Objects”, the information is presented via moving audiotactile effects re-
ferred to as “Tracers” - for Areas, the tracer path shows the location of the areas, and 
for Objects the path shows the shape, size, location and (if known) the identity of the 
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objects. “Layouts” present the arrangement of (usually two) properties within an Area 
or Object, and normally use a regular grid-like format Fig. 1. 

The paths of the tracers are presented:- via apparently-moving sounds, that are po-
sitioned in “sound space” according to location, and pitched according to height; and 
via a moving force-feedback device that moves/pulls the user's hand and arm – in 
both modalities the path describes the shape, size and location (and possibly identity) 
of the Areas or Objects. As the system outputs both audio and tactile effects, users can 
choose which modality to use; or both modalities can be used simultaneously. 

The properties (colours, textures, types etc.) of the Areas or Objects are either pre-
sented within the audiotactile tracers, or separately. In the audio modality, speech-like 
sounds generally present categorical properties (e.g. “boo-wuy” or “b-uy” for “blue 
and white”). In the tactile modality, Morse-code like “taps” can be presented on a 
force-feedback device, or alternatively a separate braille display can be used Fig. 1. 
The “layout” of properties is best presented on a braille display, though, as will be 
described later, there are practical ways of presenting certain object layouts via speech 
or taps. (Appropriate mappings for speech etc. have previously been reported [1,2,3]). 
Until recently, layouts were used for presenting the arrangements of properties in rec-
tangular Areas. However the content of objects can be also presented via layouts.  

A key feature of the system is the presenting of corners/vertices within shapes, 
which initial tests show to be very importing in conveying the shape of an object. 
Corners are highlighted via audiotactile effects that are included at appropriate points 
in the shape-conveying tracers. 

Although one possible tracer path for presenting an object's shape is the object's 
outline Fig. 1, other paths such as medial lines and frames can be used Fig. 5. “Sym-
bolic Object Paths” are found to be effective, as they present the location, size, orien-
tation and type of object via a single tracer path.  

3   Recent Developments 

3.1   Presenting Predetermined and Found Objects 

HFVE Silooet can present both objects found in images “on the fly”, and predeter-
mined objects from prepared media. Fig. 2 illustrates the process:- for non-prepared 
media (e.g. “live” images) the system attempts to Find (a) objects according to the 
user's requirements, and builds a “Guide” (b) of the found objects. Alternatively a 
previously-prepared “Guide” (b) can be used to give the objects and features that are 
present. Finally, the corresponding Effects (c) are presented to the user. 

The system can use predetermined Guide information if available, otherwise it  
attempts to find appropriate objects, and if none are found, it outputs area layouts. 

Fig. 2. The HFVE system processing approach 
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For prepared media, a sighted designer can highlight the entities present in images, 
and identify what they are, their importance etc. Such predetermined entity informa-
tion can be embedded in files of common multimedia formats (e.g. MP3 or AVI). The 
combined files are produced via a straightforward procedure, and they can also be 
played on standard media players (without audiotactile effects). 

The predetermined sequences are presented as a series of one or more “Views” that 
comprise a scene, the set of Views being referred to as a “Guide”. For each View, one 
or more objects can be defined. These can be marked-up on bitmap images, each bit-
map containing groups of non-overlapping objects. Usually one bitmap will contain 
the background objects, and one or more further bitmaps will handle the foreground 
and details Fig. 3. 

 

Fig. 3. An image marked-up with “objects”. This example has two groups of non-overlapping 
objects : one for the background, and one for the “objects” (the figures) in the foreground. 

Extra “Paths” can be included to illustrate the route that objects move along in the 
scene being portrayed. For example, for a bouncing ball, the shape of the ball, and the 
path that it follows, can be presented.  

A Guide can be bound to an audio file soundtrack (e.g. MP3 or WAV file). In a 
test, a sequence lasting approximately 150 seconds was presented via a Guide file 
bound to a corresponding MP3 file of acceptable sound quality. The combined file 
was about 500 kilobytes in size. 

The system can present the most important objects and features. Alternatively the 
user can specify a keyword, so that only items that include the keyword in their de-
scription are presented. For each item, the system moves the “tracer” to describe the 
shape for the item (for example via an outline tracer, or via a symbolic tracer etc.), as 
well as presenting related categorical information (e.g. colours, texture etc.). The  
tracers can be sized to correspond to the item's size and shape; or be expanded; or 
expanded only when an item is smaller than a certain size. 

It is found to be effective to “step” around the qualifying objects in a View, show-
ing the most “important” objects and features (however determined), in order of  
importance. 

For non-prepared media, the system has to look for objects to exhibit. The user can 
control the object selection. For example the check-boxes Fig. 4 provide a simple 
method of telling the system to look for particular colours. More precise parameters 
(e.g. specifying size, shape etc.) can be given elsewhere. Fig. 4 also shows the 
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check-boxes for requesting that certain types of object (faces, figures, or moving ob-
jects) are looked for. (Advanced object recognition is not currently implemented for 
live images, but the controls could be used to select particular objects types from pre-
pared media – for example people's faces could be requested to be presented.) Object 
detection and identification is not a main focus of the project as it is a major separate 
area of research, but simple blob-detection methods are currently implemented, and in 
future standard face-detection facilities etc. [7,8] may be included. 

 

Fig. 4. Finding four blue or green objects, and presenting them in size order 

Any found objects can be presented as audiotactile effects in the same way as if 
they had been marked-up in a prepared image – though the system has to decide 
which of the found objects (if any) are presented (i.e. which objects best match the 
user-controlled parameters), and their order of importance (e.g. by order of size). 

3.2   Object Tracer Paths 

The object tracer paths can follow several different types of route, and these are  
described below and illustrated in Fig. 5. 

 

Fig. 5. “Object” tracer path types 
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The outline (a) of an “object” can be presented, as previously described. Alterna-
tively the audiotactile tracer can follow a path that “frames” the extent of the object. 
The frame can be rectangular (b), or be rounded at the corners (c), and sloped to 
match the angle of the object.  

The tracer can follow the “centre-line” of an object (d). This is most effective for 
elongated objects, where the path travels in the general direction of the longest edge, 
but is not as effective for objects with no clear elongation : for them, a "circuit me-
dial" (e) can be used, where the path travels in a loop centred on the middle of the 
object, and is positioned at any point along its route at the middle of the content found 
between the centre and the edge of the object. 

Symbolic Object Tracer Paths. For identified objects, the system can present a  
series of lines and corners that symbolise the classification of those objects, rather 
than presenting the shapes that the objects currently form in the scene. Fig. 6 shows 
example symbolic paths. Human figures (a) and people's faces (b) are examples of 
entities that can be effectively presented via symbolic object paths. It is best if the 
paths are such that they would not normally be produced by the outline of objects, for 
example by causing the paths to travel in the reverse direction to normal. 

Currently, symbolic object tracer paths would mainly be displayed for prepared 
material. However image processing software can at the present state of development 
perform some object identification, for example by using face-detection methods 
[7,8]. In such cases a standard symbolic shape Fig. 6 (b) can be presented when the 
corresponding item is being output. An “X”-shaped symbolic object path representing 
“unknown” is provided Fig. 6 (c), allowing “unidentified” objects to be handled in the 
same way. (Alternatively the system could revert to presenting the outline or other 
shape when an unidentified object is processed.) Symbolic object paths are generally 
angled and stretched to match the angle and aspect ratio of the object being presented. 

 

Fig. 6. Symbolic object tracer paths 

Basic symbolic shapes can be assigned to particular classifications/types, and em-
bellishments can be added to represent sub-classifications e.g. a shape representing a 
face can be embellished to include features representing a pair of glasses, left-profile, 
right-profile etc. by having additional effects added. By using this approach, basic 
symbolic shapes of common object classifications can be easily recognised by begin-
ners, with sub-classifications recognised by more experienced users. It was found to 
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be useful to have sub-categories of symbolic shapes that show parts of an object. For 
example it is useful to provide a shape for the the top half of a human figure, head and 
shoulders etc., as these are often what is present in a visual image. 

3.3   Object-Related Layouts 

When presenting objects, a "layout" related to the object can be presented at the same 
time, for example by using a braille display.  

 

Fig. 7. Object-related layout types 

Because the shape of the object is known, the image content in only the area cov-
ered by the object can be presented, spread to fill the layout area. Alternatively the 
content of the rectangular frame enclosing the object can be presented, with the con-
tent stretched if necessary in one direction to use the full height and width of the 
frame Fig. 7 (a & b). 

Alternatively, the content of the frame can be presented using an approach which 
incorporates the perceptual concept of "figure/ground" i.e. the effect whereby objects 
are perceived as being figures on a background. If one object is being presented then 
the system can present the layouts as showing the regions covered by the object 
within the "frame" enclosing the object (optionally stretched to match the layout di-
mensions) Fig. 7 (c & d); or the location of the object ("Figure") within the whole 
scene ("Ground") can be presented (e) - when the system is "stepping" round the im-
age, presenting the selected objects, the highlighted objects within the layout will  
appear and disappear as the corresponding objects are presented, giving the user in-
formation about their location, size and colour etc. (Alternatively all of the objects 
being presented within the whole scene can be displayed simultaneously Fig. 7 (f).) 

If object types can be identified, then “Symbolic Layouts” can be presented (using 
a similar approach to that used for Symbolic Object Paths), wherein the arrangement 
of dots is constant for particular object types (as previously reported [9]).  

When objects of particular colours are being looked for and presented, and 
“framed” layouts are being used (i.e. not the whole image), the frame can be set wider 
than the exact extent of the frame enclosing the found object, otherwise the typical 
effect is for the layout to show mainly the found colour. By setting the framing wider, 
the context in which the found colour is located is also presented. 

Layouts that are output as speech or Morse (i.e. not braille) tend to be long-winded. 
If object-related layouts are being presented, a compact format can be used : only the 
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location of the centre of the object can be presented, via a single “CV” syllable, the 
C(onsonant) and V(owel) giving the vertical and horizontal “coordinates” of the cen-
tre of the object. Additional coded “CV” syllables can give the approximate size 
and/or shape, colour etc. of the object if required. 

3.4   Processing Simple Images 

It is important that the HFVE system effectively handles simple images or other vis-
ual materials containing a limited number of colour shades, and with clearly defined 
coloured regions. Examples include certain maps, diagrams, cartoons etc., and these 
are often encountered, particularly in environments where a computer might be being 
used (e.g. office or educational environments). Though they can be handled via the 
standard routines that handle any type of image, it was found to be effective to have 
special processing for simple images. 

Simple images can be detected by inspecting pixels and testing if the number of 
different shades is less than a certain value. An effective way of automatically deter-
mining the “background” colour shade is by finding which colour shade predominates 
along the perimeter of the image. 

Such images do not require special optical filtering, as “objects” are already clearly 
defined in them, and these can be presented. The approach works well for simple  
images held in “lossless” image file formats, e.g. “GIF” and “BMP” formats. For ex-
ample diagrams drawn using Microsoft's Windows “Paint” program can be effectively 
presented in this way, or a special facility can be provided to allow shapes etc. to be 
rapidly drawn and then immediately presented in audiotactile format. 

4   Pilot Study 

A pilot study/trial with untrained users has recently commenced. The prototype Silooet 
software was installed on an ordinary laptop computer, and separate speakers and two 
types of low-cost force-feedback devices were used, namely a Logitech Force Feed-
back Mouse, and an adapted Microsoft SideWinder Force Feedback 2 joystick Fig. 8.  

 

Fig. 8. The pilot study equipment (a); the force feedback mouse and adapted force feedback 
joystick, with alternative handles (b); and the main GUI for the trial Silooet software (c) 
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The standard joystick vertical handle configuration is designed for computer 
games, flight simulators etc. The handle was detached and some wires de-soldered, so 
that four control buttons, the slider, and potential twist action remained (the original 
handle could easily be re-fitted if required). Three alternative wooden handles 
(roughly the size of an apple, a door-knob, and a large grape) Fig. 8 were tested.  

The two force-feedback devices tested in the study are low cost but not current 
(though relatively easily obtainable) - testing the system with current force-feedback 
hardware may be worthwhile. Braille output took the form of simulated braille cells 
shown on the main GUI, which is obviously not suitable for blind testers (a program-
mable braille display has not been implemented at the time of writing).  

The system was presented to several sighted participants, of different ages, in in-
formal trial/interview sessions, and their impressions were noted and performances 
assessed. Standard shapes were presented at various speeds and sizes, in audio, tactile, 
and combined audiotactile format. Sequences of filed and live images were tested. 

The initial findings are:- 

• After a few minutes practice, participants could typically recognise more that 
90% of standard demonstration shapes. Shapes with many features, representing 
more complex objects, were more difficult to interpret directly, but could be rec-
ognised after several repetitions, when interspersed with the standard shapes. 

• Emphasised corners are essential for recognising shapes. 
• Standard shapes could be recognised at Full-, 1/2-, and 1/4- image diameters with 

no difficulty. Recognition became more problematic at 1/8 diameter sizes. This 
finding suggests that small shapes should be automatically enlarged, perhaps with 
audiotactile cues given to indicate that this has been done.  

• Of the two haptic devices tested, their was no clear preference. The force feed-
back mouse had a more suitable handle configuration for the HFVE Silooet appli-
cation and gave very accurate positioning (but users needed to hold it lightly by 
their fingertips), while the joystick gave more powerful forces. All participants 
preferred one of the replacement joystick handles to the standard vertical handle : 
the door-knob handle was preferred by a child, while older testers preferred the 
apple-sized handle. A tennis ball cover was added to this to provide a softer sur-
face, and this was the most preferred joystick configuration. (The standard joy-
stick handle was usable, but not as effective for presenting shapes.) 

• Audiotactile output (i.e. both modalities together) generally worked best. Audio 
(speech) was most effective for categorical information, and tactile was most ef-
fective for comprehending shapes. 

• None of the testers liked the Morse-code like effects (either audio or tactile 
“taps”), but this could be due to their lack of familiarity with Morse. The speech-
based categorical effects and braille layouts are more immediately accessible.  

• A “novice” mode was requested, wherein the colours (and recognised objects) are 
not coded, but spoken in full (this was what was originally planned [9]). 

• Sudden moves of the joystick, when it was repositioning to present new objects, 
were found distracting by certain testers, but others felt it gave a clear indication 
that a new object was being presented. Some clarification via audiotactile effects 
is needed, perhaps with several styles of repositioning being made available. 
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• The most liked features were recognising standard shapes; corners; symbolic 
tracers; using the system to find things in live images; and the “quick draw” / 
simple image feature. 

• The least liked features were Morse-style output, and very small shapes. 

The trial/interview sessions lasted about an hour each. Participants reported feeling 
tired after this period, though that may have been due to the intensity of the sessions 
and their unfamiliarity with the system. The effects of longer-term use of the system 
has not yet been assessed. 

At the time of writing testing has only recently commenced, and all of the testers 
have been sighted. It is hoped that fuller results, and the feedback of blind testers, can 
be reported at the HAID workshop. 

5   Conclusions and Future Development 

The HFVE system has now been developed to the point where the prototype Silooet 
software is being tested in a pilot study. The system's aim of effectively presenting the 
features of successive detailed images to blind people, is challenging. Some users 
might only use the system for accessing more straightforward material. 

Future developments can build on the trial results, and attempt to create a useful 
application. The test done so far show that most people are able to easily recognise 
standard shapes. The positive response to recognising shapes, to symbolic object 
shapes, and to live images suggests that a future development could be to incorporate 
automatic face-recognition and other object-recognition facilities.  

Possible applications include:- presenting shapes, lines, maps and diagrams for in-
structional purposes; providing information to users wishing to know the colour and 
shape of an item; and for specific tasks such as seeking distinctively-coloured items. 
The recently-commenced pilot study should help to clarify which aspects of the  
system are likely to be the most useful. 
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Abstract. 3D virtual environments (VE) require an advanced user interface to 
fully express their information contents. New I/O devices enable the use of mul-
tiple sensorial channels (vision, hearing, touch, etc.) to increase the naturalness 
and the efficiency of complex interactions. Haptic and acoustic interfaces ex-
tend the effective experience of virtual reality to visually impaired users. For 
these users, a multimodal rendering that matches the subjective characteristics 
and the personal abilities of individuals is mandatory to provide a complete and 
correct perception of the virtual scene. User feedbacks are critical since the de-
sign phase. This paper proposes an approach for the design of haptic/acoustic 
user interface to makes up the lack of visual feedback in blind users interaction. 
It increases the flexibility of the interface development by decoupling the mul-
timodal rendering design from the VE geometric structure. An authoring tool 
allows experts of the knowledge domain (even without specific skills about the 
VE) to design the haptic/acoustic rendering of virtual objects. 

Keywords: Haptic\acoustic interface design, cooperative design, visual im-
paired users, 3D virtual environments. 

1   Introduction 

3D virtual environments (VE) increase the amount of data that can be conveyed to the 
user but requires more complex interaction paradigms compared to the traditional 
WIMP approach. New I/O technologies, such as 3D pointing devices, spatial audio 
and haptic devices, provide tools to cope with this greater complexity through natural 
human/machine interactions. These devices address specific sensorial channels (tac-
tile, hearing, seeing, … ) and propose different interfaces, see [1] for a broad review. 
In such multimodal interactions information is rendered in a polymorphous and re-
dundant way: therefore each user can select the interaction modalities best suited to 
his own characteristics. These new approaches to VR user tasks require new interac-
tion metaphors to be used in the design phase. 

Multimodal 3D human-machine interaction enables the development of applica-
tions addressing users with sensorial disabilities, who can select the modality (haptic, 
acoustic, visual, gestures) that best fits their needs and personal characteristics. In 
particular [2][3][4] proved that haptic\acoustic VE applications represent valid tools 
for visual impaired users: they provide the access to and facilitate the manipulation 
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Fig. 1. The applicative scenario 

and comprehension of many kinds of information usually conveyed by physical arte-
facts that are sometimes less effective and more expensive. 

Our previous research [4] [5] lead us to envision an applicative scenario, shown in 
figure 1, in which domain experts and VR experts design and create VEs and their 
multimodal interfaces using properly developed tools. A multimodal system, called 
OMERO [4], allows visually impaired users to explore such 3D scenes. The design of 
the user interface becomes a challenging task because haptic and acoustic have to 
compensate for the lack of visual feedback. This means that haptic and acoustic ren-
derings of 3D objects have to emulate some important features of vision. Moreover, 
blind users show a wide variability in terms of subjective characteristics and sensibil-
ity: expressing effectively the intended informative content requires a careful consid-
eration of users feedback to refine design choices.  

The presented approach decouples the design of the VE from the design of its hap-
tic\acoustic interface. In this way a one to many relationship can be established be-
tween a VE and its possible user interfaces. To offer a wide variety of metaphors as 
long as a large flexibility in matching the rendering to specific user needs, tools to 
design and modify quite easily and quickly the multimodal user interface are pre-
sented. The VEs design and development is not take into account because many tools 
exists to create VEs, from authoring tools (Google SketchUp) to complex CAD sys-
tems (Maya, AutoCad,…). 

Such a decoupling generates two related outputs: a VRML structure describing the 
geometry f the scene and a XML based structure containing the user interface. Such 
XML based schema called OMDL (Omero Multimodal Markup Language) allows an 
easy association of a particular interface\display combination with the virtual world. 
An editor tool (Editor herein) allows a visual authoring of the OMDL file on a specific 
virtual scene. The designed VE can be successively explored by blind users using the 
OMERO multimodal framework. The users feedbacks provided by the final users 
during the experience can be used by domain experts and VR engineers to refine the 
design choices by using the Editor, in an iterative and adaptive application lifecycle.  
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The paper is organized as follows: in section 2 the multimodal metaphors used for 
define the conceptual framework behind the multimodal user interface are presented 
and compared with analogous approaches used in applications of VEs for sighted 
users. In section 3 the OMDL schema is described and the Editor is presented and its 
features and functions are described. In section 4 an application with blind users is 
reported and, finally in section 5 conclusions are drawn. 

2   Non Visual 3D User Interface 

We have focused our attention on a set of haptic/acoustic interaction metaphors for 
the design multimodal user interface for visually impaired users. There are no univer-
sally accepted standards for this task, although a lot of research has been carried out 
and few guidelines have been proposed [6][7]. 

Our interface implements previously proposed guidelines and adds two new inter-
action techniques: Active Objects and Scenarios. Our conceptual framework supports 
different user tasks: navigation, objects selection\manipulation [8] and what could be 
called scene querying. As stated in [9], not all the existing metaphors of interfaces 
with VEs can be suitably enhanced by haptic. Despite this, haptic and acoustic have to 
make up for the lack of visual display in a multimodal interaction addressing blind 
users.  

 Navigation: metaphors for visual navigation mainly rely on camera manipulation 
methods [1][9], which can be roughly divided in egocentric and exocentric tech-
niques. Egocentric camera manipulation require a continuous change of the point of 
view depending on the user movements: this can confuse blind users that miss stable 
references points [6]. Furthermore egocentric navigation approaches for visual im-
paired are poorly documented (an example can be found in [10]). For these reasons, 
exocentric metaphors are mainly used. 

In our approach the movement of the haptic stylus does not affect the reference 
system of the VE, as with a (Haptic) World in Miniature metaphor [9], that keeps 
constant absolute position and orientation with respect to the desk. The avatar moves 
in a virtual workspace delimited by a Containment Box directly coupled with the 
physical dimension of the haptic device workspace. The user explores the VE in a 
“God-eye” way. Acoustic messages inform the user whenever (s)he enters new re-
gions of the scene (a useful cue to support wayfinding [1]). The Containment Box 
prevents blind users from moving too far from the virtual scene. This feature proved 
to be a valuable help to prevent the user from wasting time in useless regions of the 
workspace, getting back in touch with the objects of interest. 

To face the problem of the limited physical workspace Dragging and Scaling 
functionalities are provided, based on the work in [11], to dynamically change which 
part of a large model is shown in the workspace and its scale. Two types of dragging 
are given: in the Stylus Dragging technique the user has the impression of moving 
the whole VE model (according to the movements of the stylus) in respect of  
the position of the containment box. In the Box Dragging technique the user has the 
impression of moving the containment box (by pushing on its walls) in respect of the 
VE. The Scaling technique dynamically changes the sizes of scene details according 
to the dimension of the user avatar. This can reduce the degree of manual dexterity 
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required for their correct perception. If the user requires the scaling while touching an 
object, the VE is scaled according to the position of this contact point, otherwise the 
scaling is made according to the position of the centre of the scene. This meaningful 
reference prevents the user from being confused by an uncontrolled movement of the 
environment. Preliminary experiments with blind users showed that choices of the 
more comfortable method seemed to be influenced by subjective user characteristics 
and that scaling is well accepted and used in combination with dragging to navigate in 
particular regions of the scene. However further studies are needed to better ground 
these conclusions. 

Metaphors such as “Teleportation” [12] and “Small Scene Manipulation” [13] can 
both be used in visual interaction as basic techniques to move the user avatar between 
two targets (target-based travel) and for route planning [1]. The first proved to con-
fuse sighted persons [14], and force feedback does not provide any improvement for 
this type of users. Contrariwise suitable attractive forces [6] can be applied to the 
blind user hand to guide the exploration: in our approach a sequence of targets de-
fined by the designer [14] form a Guided path which guides users through salient 
regions of the scene. Vocal messages inform the user that the target has been reached. 
This haptic\acoustic rendering proved to increase the completeness and effectiveness 
of the mental schema constructed by blind users during the virtual environment explo-
ration. This kind of guided tours (or haptic glance) supports wayfinding allowing a 
first coarse perception of all the relevant features of the model. 

 Object selection and manipulation: this task require objects in the scene to be 
suitably organized and associated with haptic\acoustic displays, to facilitate their 
perception by blind users. We defined Active Objects, [4] as parts of the scene con-
veying further information apart from their shape and geometry. These objects are 
associated with specifically defined actions when touched by the user. Haptic effects 
such as attraction, vibration, or viscosity can be used to identify the associated ob-
jects. Active Objects can be classified as haptic, acoustic or haptic/acoustic according 
to their associated renderings effects (haptic, acoustic or some combination of both 
modalities). Active Objects can be associated with a vocal message providing addi-
tional information (i.e. historical or artistic descriptions, dimensions, material, etc. ). 
Other type of objects will be referred to as background objects. Some active objects 
(referred to as dynamic) that have a function in the environment, such as doors, win-
dows or switches, hare associated with translation\rotation predefined behaviors that 
the user can trigger. In this way components of the scene that are relevant for its com-
prehension can be properly emphasized. 

To adapt the interaction between the user and the active objects to individual 
needs, effects and dynamic behaviors can be produced under two different conditions: 
On Touch, that is automatically whenever the user gets in touch with the Active Ob-
ject. On Demand, only if the user asks for it, in order to avoid an unintentional and 
sudden scene modification.  

Object selection task in visual interfaces exploit metaphors such as Ray-Casting and 
Cone-Casting [9]. A type of haptic metaphor similar to the Cone-Casting could be the 
Navigation Sphere in [7]. A metaphor similar to Ray-casting is used in our work: at-
tractive force fields surrounding Active Objects. When the avatar is inside an attractive 
field, the stylus is attracted, automatically or on demand, towards the object whose 
nature is specified by a vocal message. This technique has been successfully used to 
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make users aware of Active Objects placed in the central part of the environment (less 
probably visited by blind people that tend to move along the borders of spaces): from 
this point of view it can be seen as both a selection and a navigation technique. 

 Scene Querying: A complex virtual world, rich of several kinds of details, gener-
ates a long sequence of local perceptions. Integrating all these data into a coherent and 
meaningful mental schema is often a real challenge. A VE can be seen as a database 
containing different type of information represented in the form of 3D objects such  
as different kinds of data available in a geographical map or different anatomical 
systems of an organism. From this point of view a user can explore a VE querying  
the scene for different type of information to be displayed. We organize the scene in 
Scenarios, views that represent semantically consistent and coherent parts of the 
complete information content of the scene. A Scenario can be turned on and off (be-
ing touchable and visible or not) and is a set of semantically related Active Objects. 
This is accomplished by inserting Switch nodes in the VE scene graph opportunely. 
The user, at each specific time, can query the scene asking for a particular Scenario 
and focus his\her attention only on the information associated with it, temporarily 
discarding all the other data. The perception of the scene can therefore be tailored to 
focus attention on the data of interest in a progressive access to information. 

3   Authoring the Scene 

In this context the design work focus on how to configure an instance of the concep-
tual framework previously described. To do this all the metaphors are been integrated 
together in a unique model. The scene is viewed as a series of Scenarios, each offer-
ing a specific semantic view of the whole information content. Each scenario may 
have a “global” effects associated with it, which is active all the time except when a 
“local” effect, triggered by an Active Object, is turned on. Furthermore, each Scenario 
may be associated with a guided path. An object can belong to several Scenarios and 
Active Objects can belong to different guided paths. Whenever needed the user can 
drag and scale the scene.  

Our approach decouples “what” must be rendered (the VE geometry and structure) 
from “how” it is proposed to the final blind user (the multimodal interface), because 
there is not a unique optimal choice of effects to convey a specific information. Even 
the subdivision of the scene into Scenarios may change over time depending on the 
specific communication goals and on the target users. In this way a one to many rela-
tionship can be established between the VE and its possible interactions with the user. 
Therefore, the design process must be open-ended: every rendering of a specific scene 
should be improved and personalized as soon as new user feedbacks become avail-
able. Moreover, information contents are generally decided by the domain expert, 
which is not necessarily well grounded in 3D multimodal design. This suggests that 
the structure of the user interface should be authored directly by those who are re-
sponsible for the scene contents. To account for these requirements an intermediate 
human-readable media is needed to describe an instance of the multimodal user inter-
face: an XML schema called OMDL (Omero Multimodal Description Language) has 
been created to allow designer to easily configure the interface, adding sharing and 
reuse potentialities to the approach.  
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a)       b) 

Fig. 2. Examples of the OMDL schema. In a) the Haptic and Scenarios description section  
b) excerpt from the description of an Active Object. 

The schema is divided in three sections, the first section is about the chosen haptic 
framework (figure 2.a): since the multimodal system OMERO is independent from the 
haptic device used, data about which device to adopt must be supplied to configure the 
system. The second section describes data for all the defined Scenarios (figure 2.a). For 
every Scenario data about global effects, guided paths and configuration of Switch 
nodes are given. The Switch grouping nodes select which of their children will be 
visited during the rendering by indicating one of the following values: none, all or one 
of their children. During scene exploration, activating a Scenario means to set these 
values for every Switch in the scene graph according to the decisions taken during the 
design phase. The last section concerns Active Objects (figure 2.b). For every Active 
Objects there are data about the material (stiffness and friction), local effects (haptic, 
acoustic or both) and relative trigger mode (on touch or on demand), eventual TextTo-
Speech string and the associated trigger mode, a series of dynamic events that can be 
3D translation and/or 3D rotation, a sequence of events (dynamic or acoustic) that 
occur in the time line during the object motion and finally the Scenario the object  
belong to.  

To allow an easy and straightforward configuration of the OMDL file an Editor has 
been developed whose layout is depicted in figure 3. It uses contextual menus and 2D 
UI to allows domain experts to load a particular VE and to develop the relative user 
interface. The output of the application is the OMDL file that is loaded by the 
OMERO framework together with the VRML file describing the VE. 
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Fig. 3. The Visual Editor look and feel 

3.1   The Editor 

Once loaded the VRML scene into the Editor two main tasks can be performed: defin-
ing Active Objects and creating Scenarios and their guided paths. The former task 
requires an object in the scene to be selected using the mouse. A contextual menu (the 
one on the left in figure 3) allows the designer to edit the object interface. The “Sce-
narios” and “Guided path” menus (not shown here) allows the designer to select an 
already inserted Scenario to check or modify its state and to select the belonging Ac-
tive Object to form a guided path.  

As an example of the above setting, consider the black foreground door in figure 1: 
its OMDL configuration as a dynamic haptic/acoustic active object is shown in 
figure 2.b. The object has been associated with a stiffness value of 8 and a friction of 
3: these values are normalized in the range of [0,1] when the XML is produced. A 
haptic effect of vibration has been chosen to distinguish the door from the walls. Con-
sequently the haptic trigger mode has been set to “on touch”. 

The acoustic effects imply two .wav files (the sound of an opening and of a closing 
door). Because the acoustic effect is related to the opening\closing dynamic its trigger 
mode has been set automatically to “on demand”. Two translations have been defined. 
The dynamic is described as the sequential trigger of: an opening door sound, a then a 
vertical opening translation, a vertical closing translation (opposite to the previous 
one) and a closing door sound. 

The Editor enhances the internal structure of the VRML scene graph too. Indeed 
while creating Scenarios, the Editor automatically inserts proper Switch nodes in the 
scene graph. The insertion and configuration of Switch nodes groups Active Objects 

belonging to the same Scenario and close to each other under the same switch node, 
accounting for their position inside the whole scene. Figure 4 describes an example of 
the use of Scenarios. In the depicted VE two scenarios have been designed, one con-
taining Active Object placed in the middle of the environment and another one con-
taining Active Objects placed along the boundaries. It can be useful for a blind user to 
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perceive these types of objects separately: indeed they normally use objects on the 
boundaries as reference points while hardly came in contact with objects in the mid-
dle. When the user decides to explore the objects placed in the middle of the envi-
ronment, attractive forces can be used to make easier to find them inside the free 
space. 

 
                      a)                                        b)                                        c) 

Fig. 4. Scenarios functioning, a) a VE with all the objects inside, two scenarios have been 
defined: b) only active objects in the middle are rendered, c) only active objects on the bounda-
ries are rendered 

4   Preliminary Experiments 

A didactical application has been designed and realized following the previously 
described approach and then tested with blind users with the aim of enabling the mul-
timodal experience of basic concepts of plane geometry. Four Scenarios have been 
designed: Shapes, Geometric features, Perimeters and Areas. Active objects (shape, 
perimeters and areas) have been associated with synthetic speech that, on demand, 
inform the user about their dimension and related mathematical formulas. Further-
more, active objects have been rendered with a rough material in contrast with the 
smooth Containment Box. Active objects corresponding to geometrical characteristics 
have been associated with vibration effects, triggered on touch, and synthetic speech, 
triggered on demand. 

This application has been tested on a visually impaired user that had never used 
haptic interfaces (a PHANToM Omni in this case) before. He expressed a positive 
feedback on the possibility of focusing on particular informative contents and on the 
autonomous switch among scenarios. Haptic rendering and effects were useful to 
perceive the circular sector while they did not help the comprehension of other geo-
metric characteristics: for example it was difficult to follow the radius when its pres-
ence was highlighted only by the vibration effect. Synthetic speeches were of great 
help in integrating information coming from the haptic feedback with high-level in-
formation on the related concepts.  

On the base of these feedbacks the scene was re-authored with the Editor: the inter-
face of the indicated Active Objects was changed using the Active Object Menu. The 
vibration effect on the circular sector and on the radius was left unaltered. The diago-
nal of the square and the cord of the circle chord were associated with attractive force 
effect while some features of the pentagon and the height of the triangle were associ-
ated with a material with high friction. 
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                            a)                                                                  b) 

Fig. 5. Two of the designed application scenarios: a) Geometric characteristics scenario  
b) Areas scenario 

The V.E. with its new interface was tested on other two blind users. Their feed-
backs were similar to those of the first user. Moreover they perceived well the active 
objects associated with attractive forces while provided negative feedback about the 
use of materials with high friction. 

5   Conclusion 

This paper describes an approach to design multimodal 3D user interface for the  
interaction of blind users with VEs. This kind of design must be kept flexible: no 
standard hapto-acoustic interaction metaphors are universally accepted and the effec-
tiveness of haptic/acoustic rendering for visually impaired people strongly depends on 
subjective factors and personal abilities. The proposed approach integrates multimo-
dal interaction metaphors for non visual exploration of VEs: they try to make up for 
the lack of visual display. The approach intends to exploit user feedbacks to refine the 
design choices about user interface and haptic/acoustic effects used to multimodally 
render the scene. To reach this goal, the descriptions of the user interface and of the 
VE geometric structure are decoupled. The former is described by an XML schema 
called OMDL. In this way a single VE can be associated with a large number of dif-
ferent renderings tailored to specific individual user needs. Moreover the use of XML 
schema add sharing a reuse potentialities to the approach.  

The use of a visual Editor tool to configure the OMDL file by directing authoring 
the VE simplifies the design phase: the most important part of the design can be made 
by experts of the domain and by final users, even if they don’t have technical skills in 
the VR field. The former can contribute by selecting the relevant semantics and by 
organizing the structure of the scene in the way best suited to communicate those 
information contents. The latter can select the multimodal rendering that matches 
their own characteristics and sensorial limitations. Some preliminary tests conducted 
on three blind users suggests how this cooperative process strongly simplify design 
and refinement phases making the final experience effective for the intended goals. 
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Abstract. With tactile paper prototyping user interfaces can be evalu-
ated with blind users in an early design stage. First, we describe two exist-
ing paper prototyping methods, visual and haptic paper prototyping, and
indicate their limitations for blind users. Subsequently, we present our
experiences while preparing, conducting and analysing tests performed
using tactile paper prototyping. Based on our experiences, we provide
recommendations for this new usability evaluation method.

Keywords: tactile paper prototyping, low-fidelity prototyping, usability
evaluation method, visually impaired, tactile interaction, design method-
ologies, usability, user-centred design.

1 Introduction

Paper prototyping is a widely used method in user-centred design (see ISO 13407)
to develop software that meets users’ expectations and needs. Testing concepts
with prototypes before implementation allows for inexpensive changes as paper
mock-ups, e. g. hand-sketched drawings, can be adapted quickly according to
users’ comments.

Henry [1] describes common procedures for testing accessible software. Be-
sides the conformance to accessibility standards, evaluation expertise and the
experience of people with disabilities is needed to evaluate applications. Speci-
fied methods such as heuristic evaluation, walkthroughs and screening techniques
can be conducted with design team members or users. Though, Henry does not
describe any concrete methods for testing with subjects with disabilities in the
early development stage.

Visually impaired access digital information using assistive technology such as
screen readers and Braille displays. Within the project HyperBraille1, a tactile
two-dimensional display with the size of 120×60 pins, the BrailleDis 9000, is
1 HyperBraille project website: http://www.hyperbraille.com/
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being developed which can be used to display multiple lines of text and graphical
information [2]. Furthermore, interaction is possible through its touch-sensitive
surface. In addition to the hardware, a software system for presenting content
of conventional applications (e. g. Microsoft Office, Internet Explorer) is being
developed which considers the special needs of blind users. The adaptation of
detailed and coloured GUIs to a lower binary tactile resolution with adjusted
interaction techniques required an elaborate conceptual design accompanied by
ongoing formative evaluation2.

The first usability test of our concept’s tactile user interface was conducted
in an early development stage. For this evaluation we applied tactile paper pro-
totyping (see Section 3) in combination with audio confrontation [4]. The focus
of this paper is not to give a summary of our evaluation, but to present our
observations and recommendations for conducting tactile paper prototyping.

The paper is structured as follows. First, an overview of types of paper proto-
typing is given. After a brief description of the evaluation, our observations while
preparing, conducting and evaluating our tests are discussed. In the following,
recommendations for conducting tests using tactile paper prototyping with blind
subjects are given. The paper closes with a conclusion and an outlook.

2 Paper Prototyping

In user-centred design, paper prototyping is a widely used low-fidelity usability
inspection method to evaluate drafts in an early stage of product design. Proto-
types similar to the final product are called high-fidelity while those less similar
are called low-fidelity [5]. In this paper we focus on prototypes for user interfaces.

Subjects evaluate products or applications via mock-ups that provide low
functionality and can consist of different materials. Alternatively, prototypes,
usually computer applications, provide more functionality, but are normally cre-
ated later in the development process when basic concepts have already been
approved [6]. Paper prototyping does not only serve to evaluate existing con-
cepts and to identify weaknesses, it also offers the possibility to the subjects
to make suggestions for improvement. This technique is very inexpensive and
effective as it allows for testing a product before implementation.

Mock-ups are prepared in advance by mock-up designers who are not neces-
sarily identical to the product designers. Conducting paper prototyping normally
requires four responsibilities: greeter, facilitator, computer and observer [7]. A
greeter is responsible for welcoming subjects, the facilitator conducts the session.
Usually developers play the role of computers, manipulating the interface pieces
according to the subject’s actions. Observers take notes and are responsible for
recordings.

Depending on modes of perception, we can classify current paper prototyping
methods in visual (2.1) and haptic (2.2) paper prototyping. According to this
naming convention we call our new approach tactile (2.3) paper prototyping.

2 For more information on formative evaluation see [3].
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2.1 Visual Paper Prototyping

Among the three methods visual paper prototyping is the most widely used. Its
mock-ups consist of drawn interfaces on one sheet of paper or of several movable
and interchangeable individual interface elements which simulate interaction on
a static background interface.

According to Snyder [8] most paper mock-ups do not need straight lines or
typed text and consistent sizing of components. A complete and neat looking
design rather encourages unwanted pedantic feedback, e. g. concerning alignment
and sizing. Additionally, Snyder points out that paper prototyping encourages
creativity as the handwritten mock-up looks unfinished.

The nature of visual paper prototyping assumes that subjects are sighted and
can evaluate the designs with the help of visual information. Thus, this method
excludes visually impaired and blind users.

2.2 Haptic Paper Prototyping

Haptic paper prototyping is a special form of haptic low-fidelity prototyping [9].
It serves to simulate and evaluate haptic interaction with a haptic application
in an early development stage. A common material for mock-ups is cardboard.

In contrast to visual paper prototyping, haptic paper prototyping can find
limited use with visually impaired and blind subjects under the condition that
pure haptic interaction is concerned and visual perception is unnecessary. For this
reason this method is seldomly applicable with blind subjects when evaluating
GUIs. One of the few examples is a media set (see Fig. 1) for teaching graphical
user interfaces to blind students, developed by the project EBSGO [10].

Fig. 1. GUI-Taktil of the EBSGO project showing a search dialog box

Moreover, Tanhua-Piironinen and Raisamo [11] used two types of haptic
mock-ups consisting of cardboard models and plastic artefacts for tests with
visually impaired children. They pointed out that a possible drawback of this
method was the abstract model which does not allow for a full conception of the
application as a whole.
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2.3 Tactile Paper Prototyping

To be able to perform tests with blind subjects, we adapted visual paper proto-
typing according to our requirements. In principle, the concept (see Section 2.1)
is also applicable to test user interfaces with blind subjects, but the special needs
of this user group have to be considered.

Accordingly, our evaluation method allows for evaluating user interfaces re-
specting the subjects’ needs. Indeed, speech output of screen readers can be
presented neither by paper nor by tactile mock-ups. Thus, to create a realistic
work environment, speech output needs to be presented by the conductors in
the role of computers.

The integration of haptic prototyping techniques in our method is conceivable,
as interface elements with a structured surface can be used to indicate certain
details, e. g. focused elements, as a compensation for highlighting on visual mock-
ups. In our special case, evaluating an interface for a device whose pins can only
be set or not (on/off), additional haptic elements were not needed.

Fig. 2. Subjects exploring our tactile mock-ups

Test material for visual paper prototyping usually consists of individual inter-
face elements which can be produced, arranged and changed quickly according
to the simulated action or the suggestions of the subject. As more preparation
is needed for tactile mock-ups when compared to the pen-and-paper approach,
changes are unlikely while conducting the evaluation. Anyhow, it is possible
to generate new mock-up elements with users during the evaluation e. g. using
paper and heat-pen or Braille paper.

3 Evaluation

The evaluation is only briefly overviewed as the focus of this paper lies in the
evaluation technique of tactile paper prototyping. A comprehensive description
of the evaluation can be found in [4].

In our evaluation, we used paper prototyping in a vertical3 and low-fidelity
manner with a total of 11 blind subjects in groups of two to five. Low-fidelity
3 Vertical prototyping tests the exact functionality of few elements of a GUI. In con-

trast, horizontal prototyping tests a broad spectrum of GUI elements with a low
level of functionality.
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prototyping was appropriate as it was the first test of the designed interface. We
used vertical prototyping, as we only focused on some features such as layout
and application concept, while neglecting navigation and interaction.

Our test comprised several scenarios with one or two pages each which rep-
resented the adapted GUIs for our two-dimensional tactile device. Embossed
printings, matching the resolution of the target output device, served as test
material. Within our project we relied on two self-developed programmes called
HBGraphicsExchange and HBBrailleExchange [12] which allowed our blind and
sighted designers to create mock-ups in the appropriate resolution and size,
printable with any embosser. To allow for comfortable turning and to sustain
the order, the sheets were assembled in binders (see Fig. 2). The hands of the
subjects on the mock-ups were videotaped and the discussions were recorded.

4 Observations

In the following, we only report on observations concerning blind subjects. Of
course, most general aspects for preparing, conducting and analysing a test with
sighted subjects [3] apply as well. Additionally, general issues [1][13] regarding
blind subjects have to be considered. Subjects might need escort and transporta-
tion to and from the facility and are likely to bring along a guide dog. Thus,
setting up the test takes more time and during its conduction additional breaks
might be needed. Furthermore, extra room for service animals or assistants is
needed and obstacles should be cleared out of the way.

4.1 Preparing

For tactile paper prototyping thorough preparation is important. To be able to
present several solutions, it is advisable to produce multiple mock-ups for each
scenario in advance, as new ideas of subjects are difficult to cover during a test.

Embossers. Creating tactile paper mock-ups requires special hardware. In the
following we only discuss Braille printers, called embossers, because their prints
have similar physical properties as Braille displays and most planar tactile de-
vices. In general, the material used should resemble the final product as much
as possible to ensure realistic results.

Before designing tactile mock-ups, essential facts of the embosser are needed.
These comprise the embosser’s resolution, equidistant or non-equidistant output,
and the format and type of paper needed. Printable file formats of the chosen
embosser affect the choice of the software for designing the mock-ups.

Software. Alternatively to the programmes for creating mock-ups used in our
evaluation, Word documents can be interpreted by most printer drivers. While
this works well for text, graphics are interpolated, resulting in tilted lines of
varying thickness. Thus, it is best to create graphics matching the embosser’s
resolution. Graphics software can also be used, if its file formats are directly
supported or if translation software is available.
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Material. In contrast to sighted users who perceive representations as a whole
and focus on details later on, blind users first explore details to construct a
complete mental model. Thus, one representation of our test comprising multi-
ple widgets on one sheet of paper caused difficulties in locating the described
element. Therefore, it is advisable to display only one representation per sheet.

To avoid orientation difficulties due to sketchy representations it proved es-
sential to map geometrical shapes as precise as possible, and to maintain the
proportions and scale of the original output device, especially as Braille requires
a fixed resolution. Thus, the special needs of the target group impede confor-
mance to Snyders demand for handwritten visual mock-ups (see Section 2.1).

In our test, subjects were irritated by missing elements as some regions of
our representation were not as detailed as the planned implementation. In such
cases missing elements need to be indicated on the mock-ups or mentioned by
the facilitator to avoid confusion. As it is more difficult to refer to and to dis-
cuss certain elements or positions on the mock-ups than with sighted subjects,
a coordinate system can be helpful to improve the subjects’ orientation, e. g.
dividing the representation like a chess board and referring to the squares.

Proofreading. Before producing copies for the subjects, mock-ups should be
proofread by Braille literates. This is necessary as spacing and spelling mis-
takes frequently occur when transcribing from print to Braille. In a non-visual
context, spelling mistakes irritate even more than in visual mock-ups as the two-
dimensional representation is unfamiliar to the users and an overall overview is
missing. Additionally, the facilitator, not necessarily Braille literate, cannot con-
trol and correct mistakes as easily as in print.

Unless sighted designers are experts in Braille and working techniques of the
blind, it is, of course, best to include blind mock-up designers in the prepara-
tion process. A couple of our mock-ups were dismissed by the subjects because
the design strongly resembled visual concepts. These mock-ups had not been
reviewed by our blind designers and had inevitably failed during the test.

Assembling. Supporting a smooth work flow, the order of the mock-ups used has
to be consistent with the tasks. It proved useful to label the sheets with numbers
or letters in Braille and print for the subjects and the facilitator.

When movable individual interface elements are used, they have to cling to
the main representation (with help of magnets, sticker, felt etc.) to avoid shifting
during exploration. As we conducted our tests with groups, individual interface
elements would have been impracticable. Thus, changing screens were simulated
by different prints, available by turning the page.

4.2 Conducting

After preparing the test material, five main aspects have to be taken into con-
sideration. These comprise setup, recording and team structure. Furthermore,
timing and explaining are crucial for tactile paper prototyping.

Setup. Our mock-ups were in landscape format; therefore the opened binders
faced the subjects with their narrow side. In one location, the width of the table
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was not sufficient, thus the two facing binders touched each other and impeded
the turning of pages. It is favourable to choose a table which is large enough to
arrange all test materials comfortably and to allow the subjects to move their
hands and arms freely to avoid collisions while exploring a paper mock-up.

Recording. As a repetition of tests with small user groups is difficult, it is ad-
visable to prepare and record the sessions carefully. In advance, the positions of
microphones and cameras need to be considered and tested depending on the
seating arrangements and the area of interest to be recorded. We positioned a
camera on the table to record the subjects’ hands and the mock-ups.

Fig. 3. Subject with hands under mock-ups

Unfortunately, with some subjects the recording was useless, as they explored
the mock-ups with their hands underneath the previous sheet of paper, i. e. they
did not turn the page (see Fig. 3). In such cases the facilitator must ask the
subjects to turn the pages completely.

While the video shows, where the subjects’ hands are positioned, it does not
show satisfactorily if there was contact with the mock-up at all and which parts
of the hand touched the mock-up, and how much pressure was applied.

Team. When using movable individual interface elements, the number of people
needed for conducting tactile paper prototyping increases with the number of
subjects. For a test with several subjects, the facilitator cannot demonstrate
tactile representations to all group members simultaneously. Therefore, subjects
must be provided with their own copy of a mock-up as it can only be explored by
one person at a time. The subjects must be able to handle these copies on their
own or, depending on complexity, one assistant (in the role of the computer) for
one or two subjects is necessary.

Timing. Before dealing with a new mock-up, the facilitator has to make sure
through announcing the mock-up’s label that each subject has the correct mate-
rial in front of him. Furthermore, the facilitator has to consider different reading
speeds and exploration styles (one- or two-handed) of the subjects. Without
allowing for sufficient exploration time, subjects might be overwhelmed by the
amount of information, try to keep up at the expense of exploring details, ask
unnecessary questions or be more likely to abort the test.
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Presenting mock-ups in binders can be problematic, when subjects are too
curious. Some of our subjects were distracted by successive scenarios because
they turned pages. An alternative could be to hand out individual sheets of
paper. When doing so, the computer has to ensure that all mock-ups lie in
the correct orientation in front of the subjects to avoid confusion. Therefore
piles of mock-ups should not be circled around but rather be placed in front of
each subject individually. Though, this procedure can be disruptive and time
consuming. The facilitator should thus, when using binders, indicate during and
in the beginning of the test when it is appropriate to explore which mock-up or
when e. g. listening is desired.

Explaining. As blind subjects seldom have experience and knowledge about
GUIs, it is essential to explain the design, content and purpose of the general
design concept and the current mock-up from their perspective. This task can
become a challenge, because difficulties in understanding might occur, even if
the facilitator and his assistants are familiar with blind work techniques. It is
advisable to take help from blind experts in advance and prepare explanations
with them beforehand.

Additional illustration is also needed for specific tasks in applications that
blind users are not familiar with, in order to allow them to comment on the
implementation proposal. In our test, prior explanation of the mock-ups proved
helpful because not all subjects possessed sufficient background knowledge.

4.3 Analysing

Shortly after the test, the results and impressions should be documented and
analysed to avoid forgetting important details. The evaluation can comprise
reading and completing the minutes, transcribing the audio to collect comments
and evaluating the video. When video recordings are used, it is advisable to
have ink printing superposed with embossing on one sheet. One could first print
and then emboss or use a special printer which can do both simultaneously.
In our test the sole embossed printings were hard to perceive on the recording
when analysing the video, so that the elements explored in scenes could only be
guessed by the positions of the subjects’ hands.

After extracting impressions and comments of the subjects, it should be de-
cided whether it is a problem of concept, material, explanation or a personal
preference. When testing multiple mock-ups, e. g. for different scenarios, it is ad-
visable to compare the comments concerning the different mock-ups to extract
aspects which can be applied to the entire concept or design.

5 Recommendations

The main goal of an evaluation is to identify existing problems and to find po-
tential for improvements. To achieve this aim, the evaluation must be prepared,
conducted and analysed carefully and adequately. In the following, we present
recommendations for tactile paper prototyping which have been condensed from
our observations (see Section 4):
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– Consider general issues when hosting blind users.
– Provide adequate facilities according to the special needs.
– Check for special hardware and software required.
– Design mock-ups not for sighted but for blind users.
– Even better, have blind people design the mock-ups.
– Proofread the mock-ups before conducting the test.
– Check the recording before and during the test, as repetition is expensive.
– Provide a sufficient number of assistants.
– Make sure that mock-ups are provided synchronously to each subject.
– Allow for sufficient time to explore the mock-ups.
– Explain from the blind users’ perspective.

Different usability evaluation methods have different aspects which should be
considered. Nevertheless, many of these recommendations do not only apply to
tactile paper prototyping but are also applicable for other evaluation techniques
involving blind subjects.

6 Conclusion and Outlook

Tactile paper prototyping is a new approach to design haptic user interfaces. It
allows to bridge between the visual and haptic modality while ensuring multi-
modality when using assistive technology to gain access to graphical user inter-
faces. Tactile paper prototyping applies to user centred design.

We developed 16 tactile paper mock-ups to design a user interface which
includes Braille and tactile graphics using a planar tactile display. Due to limi-
tations of resolution and size of such a tactile display re-design of visual concepts
is required. Like paper mock-ups, tactile mock-ups allow for verification of de-
sign concepts before implementation and involvement of end users. Therefore,
we found it essential that blind people contribute to mock-up production and
that mock-ups are evaluated by prospective blind users.

To aim at validation of our approach a follow-up study using a wizard-of-oz
approach has been conducted. It involved three separate users who confirmed the
suitability of a selection of haptic designs on the actual planar tactile device [14].
The mock-ups that were rejected during the tactile prototyping had deliberately
not been included in this evaluation.

Future work will have to extend our approach to the design of audio-haptic
interfaces possibly supporting also Braille-illiterate users. The suitability of tac-
tile paper prototyping must be tested for other application areas such as maps,
games, or collaborative software. The analysis of hand contact will have to be
considered in more detail in order to understand failures and mismatches in the
design more easily.
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and Christiane Taras for providing us with the software to create the mock-ups.
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Abstract. The carillon is one of the few instruments that elicits sophisticated 
haptic interaction from amateur and professional players alike. Like the piano 
keyboard, the velocity of a player’s impact on each carillon key, or baton, af-
fects the quality of the resultant tone; unlike the piano, each carillon baton re-
turns a different force-feedback. Force-feedback varies widely from one baton 
to the next across the entire range of the instrument and with further idiosyn-
cratic variation from one instrument to another. This makes the carillon an ideal 
candidate for haptic simulation. The application of synthesized force-feedback 
based on an analysis of forces operating in a typical carillon mechanism offers a 
blueprint for the design of an electronic practice clavier and with it the solution 
to a problem that has vexed carillonists for centuries, namely the inability to re-
hearse repertoire in private. This paper will focus on design and implementation 
of a haptic carillon clavier derived from an analysis of the Australian National 
Carillon in Canberra. 

Keywords: Haptics, musical instrument, physical modeling, National Carillon. 

1   Introduction 

1.1   Haptics in Musical Instruments 

It has been conclusively demonstrated that musicians and sound-makers depend heav-
ily on their haptic interaction with a sound-producing device; it has also been demon-
strated that performers are ‘trainable’, with an inherent capacity to learn new haptic 
cues and employ them in musical performance of novel instruments [1]. Indeed, novel 
instruments incorporating some form of haptics are increasingly pervasive as the 
barrier to entry for hardware and software is lowered [2]. 

However, sophisticated haptic implementations of traditional musical instruments 
are less common. The TouchBack piano [3], the V-Bow [4], the D’Groove [5], the 
MIKEY project [6], and the Haptic Drumstick [7] are notable examples of the few 
traditional instruments rendered specifically as haptic devices. Even rarer are attempts 
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at applying haptic principles in realising instrument designs specifically designed to 
help train musicians in the performance of a traditional instrument. 

In the authors’ opinion, the greater research focus on haptics in novel, non-
traditional devices is due to both legitimate interest in augmenting conventional in-
struments and creating new ones in order to extend the capabilities of electroacoustic 
performance, and the problems associated with recreating and simulating traditional 
instruments. These difficulties range from gathering information about the dynamic 
behavior of a traditional instrument to building a satisfactory prototype that has the 
‘feel’ a seasoned instrumentalist expects. 

A haptic incarnation of a traditional instrument, built for the purpose of practice or 
honing musicianship skills, must perform to the constraints of the real instrument. 
Further, a haptic instrument needs to replicate the visual, mechanical and sonic cha-
racteristics of the manipulandum – the point at which haptic interaction occurs be-
tween the musician and the instrument. 

1.2   The Carillon Problem 

The Haptic Carillon project is motivated by the possibility that the haptic and sonic 
characteristics of any carillon in the world can be simulated. To this end, an analysis 
of the haptic and sonic properties of the National Carillon in Canberra, Australia [8], 
has been undertaken, and these features have been statistically modeled. 

           

Fig. 1. (a) the carillon keyboard – National Carillon, Canberra, Australia (b) simplified repre-
sentation of the carillon mechanism 

A carillon (Figure 1) is a mechanical construction with bells of various size played 
by a carilloneur from a mechanical keyboard, or clavier, housed beneath the bell 
chamber. It represents a particularly difficult haptic/sonic problem. 

The carillon exhibits a mechanical complexity comparable to the piano, but where 
the piano aims at a consistency of haptic response across the entire instrument the 
carillon is predicated upon the idea that each key requires a different degree of force 
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to play. These forces vary widely across the instrument, and are subject to seasonal 
variation. 

The sonic response of the carillon is also subject to change over time; while bell, 
and carillon, sound synthesis is an established research area [9, 10], it is also recorded 
that the sonic output of carillon bells change significantly over time [11]. What is less 
well-established is that the haptic behavior of a carillon also changes over time. This 
change is in no way linear or predictable, and it is not necessarily related to a change 
in the sonic behavior of the carillon. 

The need for carilloneurs to develop musicianship and extend the instrument's re-
pertoire offers a compelling musical reason to build a haptic practice instrument. 
Unlike other traditional instruments, the carillon, always has an audience, willing or 
unwilling, even if the carilloneur is only trying to practice. 

We have developed the concept of a haptic signature as a way of acknowledging 
that a single type of instrument might have a variety of haptic behaviours, each of 
which is important to replicate if the instrument is itself to be haptically rendered. 

2   The Carillon Mechanism 

The National Carillon in Canberra, located in a tower on Aspen Island in Lake Burley 
Griffin, houses 55 bells spanning four and a half octaves. Each bell weighs between 7 
kg and 6 ton. Despite the carillon's imposing mechanical construction its kinematic 
configuration is relatively straightforward. 

Figure 1(b) is a simplified representation of the mechanism for one of the batons 
used to play the instrument. In its détente position, each baton rests against one of two 
beams that run horizontally across the range of the clavier, the upper beam for 'black' 
notes the lower for 'white' notes; in this position, the clapper on each bell is held away 
from the inside rim of the bell. 

The bell clapper is connected to the baton via the bell crank. When a player presses 
downward on a baton, the clapper is pulled toward the inside of the bell. Between the 
upper and lower bells there is considerable variation in the force required to displace 
the clapper from its détente position. Measured at the tip of the baton this force is 
from 20-30 N for the lower bells to 1-3 N for the upper bells. This variation is con-
tinuous across the range of the clavier but is not linear; bell 4, for instance, requires 
6N to displace the baton where bell 28 – at the halfway point in the keyboard – re-
quires 1.3N. This component of the National Carillon haptic signature is shown in 
Figure 2. 

2.1   The Haptic Signature 

The overall trend can mostly be explained in terms of different clapper masses and 
lengths for different sized bells. However, differently configured springs in most 
baton mechanisms, and different initial angles at which the clapper is held ( ) sig-
nificantly mitigate or exaggerate the differences in clapper mass.  
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Fig. 2. Change in force required to bring the carillon system to static equilibrium across the 
range of batons in the National Carillon, Canberra. The baton’s total displacement from the top 
of its stroke to the bottom is approximately -5cm. 

The haptic signature above shows that the change in force required to play a baton 
is not linear, or even monotonic, across the range of the carillon. For the purposes of 
further modelling, we particularly note the difference between the force required at 
the top of the baton stroke and that required at the bottom of the stroke. 

2.2   Dynamic Analysis and Modelling 

For the purposes of analysis, the carillon model is divided into three rotational sub-
models, each of which interacts with the other through reaction forces, otherwise 
interpreted as the tension in the two cables that join the baton system to the crank 
system (TB), and the crank system to the clapper system (TC). While these cables 
retain some tension (as they do throughout normal operation of the carillon), it is 
possible to define equations of motion for the respective rotational systems. A full 
description of the equations is presented in [12], however to facilitate further discus-
sion, below are the three basic equations of motion for the respective rotational sub-
systems. Here, I is the sum of moments of inertia,  is angular displacement, L is the 
full length and  is the net torque occasioning from gravity acting on the components 
of each mechanism. The systems interact by solving for tension in the two cables. 2  0                            (1)    0                   (2)   . sign .    0                                     (3) 

where ∑         (4) 
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 in (1) is the torque generated by the player applying force at the tip of the ba-
ton. { . sign θ    in (3) models the position-dependant damping induced by the 
cable TB – when the baton is fully depressed, the cable is pulled at an angle against a 
wooden frame lined with a felt-covering.  in (3) is a combined Coulomb (static) 
and viscous friction model. The three masses and lengths in (4) represent the three 
segments of the clapper, visible in Figure 1: the upper rod, the clapper ball, and the 
lower rod. As different bells are modelled, equations (1) and (2) are left unchanged; 
all variable parameters are localised in equation (3). 

The variables in (3) can be grouped into those that generate torque from angular 
displacement and those that generate torque from angular velocity. Though possible, 
it is undesirable to model each bell by manipulating every variable independently. 
Two important simplifications are made: 1) curve-fitting techniques are used to esti-
mate the lengths of the clapper components based on a limited set of measurements; 
and 2) post-facto analysis demonstrates that the change in torque over displacement 
can be well-fitted to simple linear polynomial equations. 

2.3   Clapper Dimension Estimation 

Each clapper mechanism is different from the next, both in the length of the entire 
mechanism, and the ratios between the positioning of the clapper ball and upper/lower 
rods. The physical inaccessibility of a clear majority of the bells in the carillon makes 
it very difficult to measure the dimensions of each clapper, so twelve clappers spaced 
across the carillon were measured and the change in lengths was plotted, then fitted 
using a smoothing spline function (Figure 3a). 

  

Fig. 3. (a) interpolated change in clapper mechanism lengths over the carillon (b) change in 
torque as a function of clapper position for bells 4, 7 and 10 

Note the gradient of this graph is not particularly close to the changes in force 
shown in Figure 2, indicating that the torque generated by the clapper mass orienta-
tion is not the most important source of torque felt by the user. The other important 
determinants of the clapper’s net torque are the clapper’s initial angle, the force ap-
plied by the spring at the clapper’s initial angle, the k value of that spring, and the 
friction induced by the motion of the cable TB against the keyboard frame. 
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2.3.1   Change in Clapper Force – the Haptic Signature 
While the crank and baton confer a mechanical advantage to the player that changes 
over the range of baton displacement, the primary sensation of force-feedback is pro-
vided by the changing clapper torque over baton displacement. Figure 3b shows this 
change in force for bells 4, 7, and 10, calculated simply by separating and solving for 
the position-dependant terms in equation (4). 

The graph shows a near-linear change, and curve-fitting demonstrates it to be a lin-
ear polynomial function: 

                                                     (5) 

where  is the rate of change and  is an initial offset. The initial offset term encapsu-
lates the mass and length components of the clapper mechanism, the clapper’s initial 
angle, the initial force applied by the spring, and the maximum friction force gener-
ated against the cable TB. The rate of change encapsulates the change in torque gener-
ated by the change in angle of the clapper mechanism, the spring k and the change in 
friction against the cable. 

The linear function does induce a small amount of error due to the sin function in 
(4) effectively being eliminated, however this is intuitively negligible when recalling 
that, for small values of , sin(   . 

2.4   System Modelling 

Applying the principle of uniform acceleration and calculating the relative accelera-
tions between systems, it is possible to determine reaction forces at each cable con-
nection and thoroughly model the dynamics of every bell in the National Carillon. 

3   Models – Simulated and Measured Motions 

The motion of the National Carillon was measured using an inertial sensor to compare 
the performance of the analytically derived model against the real carillon. All the 
mathematical models are programmed and executed step-wise in the Simulink ODE 
solver (www.mathworks.com/products/simulink). 

3.1   Bell 4 

Bell 4 is particularly well modelled, as it was reasonably accessible for the purposes 
of obtaining geometric and force measurements. The following figures demonstrate 
the performance of the simulated model against the measured data. Two initial tests 
are taken: releasing the baton from the bottom of its stroke in order to measure the 
dynamics of the system without user influence (Figure 4a), and releasing the baton 
from the top of its stoke with a mass attached in order to measure the system’s  
response to applied force (Figure 4b). 

It can be seen there is very little error between the simulated and measured data. 
This is supported by a static analysis of this bell in which forces recorded in Figure 2 
are applied to the mathematical model and found to match the behaviour of the real 
carillon, i.e. finding equilibrium at the top and the bottom for the respective forces. 
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Fig. 4. Performance of the simulated model against measured data, a) for free motion of baton, 
and b) with 2.5kg mass attached to the tip of the baton 

3.2   Bells 7 and 10 

This method is proven for other bells; bells 7 & 10 modelled in Figure 5.  
Note that the motions for bells 7 and 10 are quite different; in fact, bell 10 is a lot 

more similar in motion to bell 4 than it is to bell 7. The time is takes each baton to 
come to rest is a direct function of the difference in force required to stabilise the 
baton in different position as shown in Figure 2. 

4   Prototype and Audio 

The dynamic analysis presented in this paper is the basis for the haptic carillon proto-
type pictured below. The mathematical model is arranged such that it can be solved in 
real time using forward dynamics, i.e. the system’s motion in response to forces. It is 
programmed in Simulink and compiled to run on a standalone target PC which con-
nects to an electromagnetic linear actuator through a dedicated analog I/O board. 

This actuator controls the position of the baton, and back-EMF at the actuator 
windings is measured in order to close the feedback loop by determining the force 
applied by the player. 

Fortunately, the problem of generating appropriate sound synthesis is somewhat 
mitigated in this environment. Typically, a carillonneur only hears their instrument 
through loudspeakers amplifying the signal picked up by strategically-positioned 
microphones in the bell tower. The National Carillon, for example, provides only this 
type of aural feedback to the performer. The insulation of the playing room from the 
bell tower is very thorough. 

The authors have recorded the carillon bells directly from these microphones, and 
by carefully mapping the velocity at which the baton was travelling when hitting the 
bell (propelled with a motor attached to a tachometer, and recorded at 15 velocities 
per bell) to the recorded sound, it has been relatively straightforward to design a play-
back mechanism in the real-time audio software environment, pure-data, that mixes 
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Fig. 5. Bells 7 and 10 modelled 

 

Fig. 6. The haptic carillon single-baton prototype 

the samples together based on the velocity with which a player has the clapper strike 
the bell. User-testing thus far indicates that carillonneurs are unable to distinguish 
between this method of sample playback and the amplification of an actual carillon 
bell signal in the tower. 

5   Summary and Future Work 

This paper has demonstrated analytical techniques that permit the accurate simulation 
of batons of varying force-feedback across the range of the National Carillon. 

Future user-testing will build on current haptic research to assess the nature of a 
performer’s perception of a traditional instrument against this haptically rendered one. 
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A particularly interesting avenue of enquiry will be researching the extent to which 
high-fidelity audio synthesis can mitigate low-fidelity haptic interaction – and vice 
versa – in the context of a replica of a traditional musical instrument. 
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Abstract. This paper presents integrated vibrotactiles, a novel interface for 
movement and posture tuition that provides real-time feedback in a tactile form 
by means of interactive haptic feedback, thereby conveying information neither 
acoustically nor visually and it is a promising feedback means for movements 
in 3D-space. In this paper we demonstrate haptic augmentation for applications 
for musicians, since it (a) doesn't affect the visual sense, occupied by reading 
music and communication, (b) doesn't disturb in bang sensitive situations  
such as concerts, (c) allows to relate feedback information in the same  
tactile medium as the output of the musical instrument, so that an important 
feedback channel for musical instrument playing is extended and trained sup-
portive. Even more, instructions from the teacher and the computer can be 
transmitted directly and unobtrusively in this channel. This paper presents a 
prototype system together with demonstrations of applications that support  
violinists during musical instrument learning.  

Keywords: closed-loop tactile feedback, tuition, sensor, violin, bow,  
3D-movement, real-time feedback. 

1   Introduction 

Musical instrument learning is a complex multi-modal real-time activity. It is repre-
sentative for the larger class of human activity where expression and behavior shape 
and develop during practice towards a specific goal, similar to dance, etc. Due to its 
richness and complexity, novices tend to allocate their attention on the closed-loop 
interaction so that they comply with a coarse level of control, e. g. to produce the ac-
curate frequency or to generate the accurate rhythm and this strong focus on primary 
objectives induces a neglecting of other important aspects such as a good body pos-
ture and alike that become relevant at later stages. Particularly, wrong coordination 
can even cause physical problems for musicians, and therefore techniques that can 
actively shift the player's focus of attention during practice are highly motivated.  

In this paper we present an approach that uses tactile feedback as real-time feed-
back for the musician. Tactile feedback addresses our highly developed yet often ne-
glected sense of touch. Extending or replacing visual or displays, tactile feedback  
is not limiting the focus of attention to attend a spatial location, it is wearable or  



 Augmented Haptics – An Interactive Feedback System for Musicians 101 

connected with the used tools, here the violin bow and is highly capable to direct and 
alter the human's focus of attention directly at the right position, like a finger touch. 
Furthermore, we are capable to attend to even subtle cues in multi actuator scenarios 
simultaneously and perceive the vibrotactile stimuli as a whole at the same time. 

With this motivation, the idea is to measure the player's motoric activity and to re-
flect specific properties of his/her performance as a task-specific and unobtrusive in-
teractive haptic feedback, so that on the one hand, the musician can still focus on the 
musical sounds but receives additional information to keep awareness on relevant 
aspects of the physical execution. Practically, a prototype system has been developed 
and integrated into a common violin bow. The emitter is connected to an integrated 
chip, switching the small vibrotactile on and off and receiving control data via radio 
frequency transmission. 

The vibrotactile feedback bow is our approach to integrate the essential technology 
in a tool that is typically in use anyway for musicians. It represents a first principled 
approach towards better closed-loop tactile interaction, here developed and optimized 
for a specific user group and application, but conceptually reaching beyond this case 
towards general vibrotactile based interaction support. The paper continues with a 
description of design aspects and a presentation of the technology. This is followed by 
a section on the selection of movements and requirements for the application of violin 
learning support. Finally we discuss our first experiences and our plans for continua-
tion of this research.  

2   Sensors and Actuators for the Closed-Loop Tactile Feedback 
System 

This closed-loop tactile feedback, as shown in Fig. 1, supports musicians in learning, 
tuition, practicing and performing situations. Practicing and tuition are learning situa-
tions, if the output of a linear system (here the sensors) provides input for a learning 
system, the student or musician. This system is not only “learning”, it is also “closed-
loop”, regarding the definition of Hugh Dubberly in [1], “if the learning system also 
supplies input to the linear system, closing the loop, then the learning system may 
gauge the effect of its actions and “learn” “. 

In Sec. 3.2. we describe an exercise to be used to demonstrate the use of haptic 
feedback. It is an every-day situation, independent of age or skill level. Haptic feed-
back supports (a) the active learning phase by significant vibrotactile events for in-
struction in real-time, (b) the every-day practicing situations by long-term monitoring 
and increasing attention hints if fatigue symptoms appear, and (c) the non-solo per-
forming situations by showing a new way and possibilities of musician-to-musician or 
conductor-to-musician communication. Besides these scenarios of violin learning, 
practicing and performing, other possibilities in the area of instrumental music or 
dance and sports are possible. The main parts of our prototype system are the accel-
eration and gyroscope sensors, the calculation of the feedback or receiving data via 
radio frequency transmission and the vibrotactile motors itself. The evaluation process 
includes sensor-based motion capturing, evaluated on music instrument learning and 
exercising based scenarios and closed-loop tactile feedback. 
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Fig. 1. The figure depicts the modular decomposition of our closed-loop system, showing the 
signal flow from sensing to actuators wrapped around the human in the loop. 

2.1   Sensor Hardware for Sensing Motion 

Similar to the carbon K-Bow form Keith McMillen [2], the “V-Bow” from Charles 
Nichols [3] and the used technologies in [4] and [5], acceleration and gyroscope sen-
sor data were measured. In our exemplary use cases, 5 degrees of freedom, namely 
acceleration sensors for x-, y-, and z-axis and 2 gyroscopes are analysed. The data 
from the sensors are transmitted via radio frequency. A small Lithium Polymer (LiPo) 
battery is directly attached for power supply. The H-Bridge is an integrated electronic 
circuit, to apply a voltage to the vibration motors and changes the speed. Increased 
speed implies more urgency and attention of the musician, lower speed feels more 
soft. This small and light-weight sensor module can be used as a stand-alone tool, just 
for movement learning, or it can be clipped to a bow of a string instrument. 

2.1.1   The Gyroscope  
A IDG-300 dual-axis angular rate sensor from InvenSense is used. This allows the 
measurement of the rotation of the x- and y-axis of the bow stroke (see Fig. 2). The x-
axis rotation is an additional compensating motion for e.g. soft bowing starts. The y-
axis rotation is besides other functions relevant for pressure transfer onto the bow and 
to balance and change articulation and volume. 
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Fig. 2. The figure shows the x-axis (left) and y-axis (right) rotations of the player's hand, which 
corresponds to the sensed rotations using the bow-attached sensors during bowing activity 

2.1.2   The Accelerometer 
For the measurement of linear accelerations, the ADXL330 from InvenSense sensor is 
used, a small, thin, low power, complete x-, y-, and z-axis accelerometer. According 
to the description of the test cases in Sec. 3.1, every axis is important and has it's own 
defined plane, in which the movement is performed. Thinking in planes and rotations 
helps to learn complex movements, especially when the movement takes place beside 
your body and you can hardly see it or control it visually. 

 

 

Fig. 3. Motion coordinate system, x-, y-, and z-axis 

2.1.3   The Vibration Motor 
Several vibration devices were taken into account, including simple vibration motors, 
solenoid piezo-electric elements and voice coils. Besides the simple control, weight 
and form factor, the availability and price have been important criteria for the choice. 
The vibration motor (see Fig. 4) with the dimensions 5x15mm, lightweight and cylin-
dric shape seemed to be the best compromise. Furthermore, this kind of motor is typi-
cally used in mobile phones and is easy available for around 1€€ . Suitable vibration 
frequencies are around 250 Hz, since fingers and skin are most sensitive to these  
frequencies (see [6]). 
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2.2   Actuator Hardware for Tactile Feedback  

In [7] a virtual environment with a haptic model of violin bowing has been imple-
mented, focusing on the contact point between bow hair and the string and giving 
physical feedback. In this paper we present a new developed active vibrotactile feed-
back system, easy to use, lightweight and attachable very flexible to manifold objects 
such as violin bows. In this case two vibration motors (see Fig. 4 nr. 1 and 2) are fixed 
to the bow. Furthermore a small IC and a radio frequency transmission module inclu-
sive a small battery is also fixed near the frog (see Fig. 4 nr. 3). 

 

 

Fig. 4. 1 + 2=Vibration motor, 3=Sensor and battery 

2.2.1   Description and Setup 
The main goal was the mounting of the sensors, battery, radio frequency transmission 
module and the vibration motors on the little free areas at the frog of the bow. They 
are all fixed with adhesive foil for simple adjustment and removing. Also only one 
vibration motor can be fixed, depending on the demand of the scenario. 

The second important point was the placement of the vibration motors without 
generating hearable vibrations or distortion. Fixation near the fingers came up to our 
expectations of an unobtrusive, everyday usage without influencing the movements, 
postures and gestures. 

2.2.2   Data Flow Diagram with and without External Computer 
The tactile feedback works with and without computer (see Fig. 5). In everyday sce-
narios and performance situations, the independence of computers is important.  For 
that reason, a simplified usage of sensors combined with data calculation on an IC is 
possible. This system is cheaper and easier to use, because no radio frequency trans-
mission is needed, and the radio module can be plugged off.  

2.2.3   Listening with the Skin - Awareness of Tactile Feedback 
The vibrations are short rhythmic bursts between 40Hz and 800Hz, which is the sensi-
tive range of the mechanoreceptors in the fingers. The distance between the two mo-
tors is big enough for easy identification which one is vibrating. The amplitude and 
frequency can be varied independently. This allows to evoke more or less attention, 
increasing and decreasing of the vibration and at least 4 significant combinations be-
tween the two motors: (1) both motors on, (2) motor 1 on, motor 2 off, (3) motor 2 on  
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Fig. 5. Data flow diagram, with and without computer 

and motor 1 off and (4) both motors off. As described in [8] the touch-sense feedback 
channel is extended and the awareness of the vibrotactile feedback is increased and 
trained. 

3   Performance Aspects in Musical Instrument Learning 

3.1   Methodical and Systematical Learning Scenarios for Complex Motor Skills  

The following scenario is a basic extraction of beginners' violin lessons. Depending 
on the age of the pupil or student, different approaches exist. One of these is the 
breakdown and fragmentation of a movement into several simpler action units, based 
on the ideas of Conrad von der Goltz [9]. In our scenarios, a simple bow-stroke is 
decomposed in an exemplary use case. This is not only a beginner's problem, this is 
even trained from time to time by advanced students and professionals to develop 
their skills and physical awareness. The described sensor and the real-time tactile 
feedback gives us the possibility to train this simplified movement. The movement 
described in the following section can be performed simultaneously or successively, 
with or without instrument. The application of our system for the support of bowing 
movements is exemplary for many use cases in learning more or less complex move-
ments. The capabilities of the closed-loop tactile feedback system cover different  
areas like sports, rehabilitation and other everyday scenarios.  
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3.2   Use Case of a Specific Motion Coordination Problem 

Problem: Drawing a virtual straight line with the hand beside the body in the x- and 
y-planes with zero deviation of the x- and y-axis (see Fig. 3).  

Pedagogical aspect: Understanding the “virtual straight line” of bowing movement. 

Idea: If you move your hand exactly along one direction so that you draw a perfect 
line into the air beside your body, complex compensating movements of the hands 
and arms are necessary. If you try this with a pupil the first time, it is not only hard  
to understand the movement without seeing your hands, also practicing in front of a 
mirror is difficult, because every change has to be side-inverted.  

Result: Students learn to move the hand on defined straight lines, without looking to it. 

4   Interactive Tactile Design and Examples 

4.1   Design of the Additional Haptic Feedback 

In many teaching situations, body awareness of the pupil is important for gestures, 
postures and body movements. Tiredness causes malpositions and often a small ver-
bal hint or touch on the concerned body part is enough to remember the correct posi-
tion or movement. The closed-loop tactile feedback fits perfectly in this discreet way 
of indication and can support body awareness over a long period of time. Besides the 
mechanic feedback of the violin while playing the instrument and the uncomfortable 
feeling of a wrong body posture, the signals of the used mechanic vibrotactiles create 
passive touch cues, which are presented to the observer’s skin, rather than felt in re-
sponse to active movements, similar to [10]. As [11] states,  “typically, this kind of 
functionality targets multitasking environments where the user’s primary attention, as 
well as visual resources and possibly hands, are engaged in another task” .  

4.2   Recommender System  

For stroking the bow, the challenge is to move the bow along a straight line in 3D 
space. Such a task is enormously complex without any feedback. However, if the 
hand would be in contact with a wire under tension along the direction, the tactile 
feedback emitted to the hand would easily enable the hand to move along the line.  
The tactile feedback provides a guidance along which the hand can orient its move-
ment. Obviously, feedback facilitates greatly the performance under such constraints. 
For the case of violin playing, a feedback of similar type can be implemented by trig-
gering haptic feedback whenever a corridor of acceptable behavior is left. In doing so, 
the pupil can start with rather coarse constraints and gradually decrease the corridor 
size (with ongoing improvement) until ideal performance is obtained. The corridor of 
acceptable orientation can be defined by help of the sensor deviations (e.g. acceler-
ometer or gyroscope) from an ideal orientation. 

For instance, a tactile burst can be switched on whenever the orientation deviates 
more than a given threshold, for each direction in space via different tactile feedback 
frequency or tactile actuator. 
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The corridor could even be adjusted to be at 75% of the standard deviation in per-
formance over the past 5 minutes. In doing so, both the progress is measured, and the 
system adapts to the performance of the pupil. It could also be quite motivating for a 
pupil to see such objective progress analysis over time. The described haptic feedback 
scheme is demonstrated in an interaction video on our website [12]. 

4.3   New Ways of Interaction with Silent Hints and Codes 

In common one-to-one teaching situations, radio frequency based data transmission in 
combination with tactile feedback allows hints, physically executed with the vibration 
motor, controlled by the teacher instead of disturbing verbal reminders. The problem 
in teaching and learning situations is, that after a while or a short played phrase, prob-
lems discussed shortly before are forgotten. But mostly a small hint e. g. from the 
teacher, is enough, to remember it. Usually this is a spoken word, but here, a short 
physical hint is used. But if you define a short “reminder-sequence”, e. g. three short 
vibration impulses from motor 1, motor 2 and motor 1 again, while discussing the 
problem before the performance, it makes the remembering during the performance 
for both sides, the pupil and the teacher, who executes the sequence, “the physical 
hint” with the vibrotactile in the right moment, much easier. This is just one of many 
examples, how such hidden and silent hints can be used. 

5   Discussion 

The possibilities of the sensor data based closed-loop tactile feedback system will 
show in an intuitive way, that every change of the movement, here in 3D-space can be 
signaled unobtrusively. Even a real-time correction or an overdone correction can be  
shown. The signals help to understand quite intuitively, how a special movement, in 
this case the bowing on a stringed instrument, works. To our first experience, it sup-
ports the learning effect and the optimization of the movement, only by the sense of 
touch. With “Hearing with the skin”, the very underestimated and often neglected but 
important feedback channel for musicians, the vibrotactile feedback will be furthered 
and trained like the active listening ability, not only by music students and pupils. 

Our first impression is that the continuous sensor data based closed-loop tactile 
feedback described above works well and is quite efficient to direct the attention to 
improper executions. As promising prospect, the system may lead to learning aids for 
visually impaired people, especially as they are more biased to use their non-visual 
senses to compensate the lacking visual information. 

6   Conclusion 

This paper has introduced the sensor data based closed-loop tactile feedback system as 
a portable, integrated, versatile, interactive system for musicians. The system combines 
sensor technology, real-time tactile feedback, and new ideas on learning movements, 
postures and gestures into a usable every day system. The presented application has 
been specifically selected and optimized for the task of violin learning and the closed-
loop tactile feedback demonstrates that the vibrotactile feedback and impact sound 
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conveys useful information. We plan to conduct long-term user studies with this proto-
type and we'll find more scenarios of competitive and useful closed-loop tactile feed-
back. We hope that our closed-loop tactile feedback system can make a positive  
contribution to better pedagogic approaches and methodical understanding, exercising-
productivity rising methods and ultimately to the development of more healthy prac-
tices for musicians. 

Finally, we are very convinced that we can easily adapt the system to other musical 
instrument playing problems and even to other fields such as movement training in  
sports and dance, where the closed-loop tactile feedback system can help to better 
learn, understand and perform complex movements. 
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Abstract. This paper presents the user centered iterative interaction design of  
a mobile music application. The application enables multiple users to use one  
or more accelerometers in order to simulate the interaction with real percussion 
instruments (drums, congas, and maracas). The ways through which the accel-
erometers are held, before and during interaction, define the instruments they 
represent, allowing the swapping of instruments during musical performances. 
The early evaluation sessions directed to the interaction modes created for each 
instrument enabled design iterations that were of utmost importance regarding 
the final application’s ease of use and similarity to reality. The final evaluation 
of the application involved 4 percussionists that considered it well conceived, 
similar to the real instruments, natural and suitable for entertainment purposes, 
but not for professional musical purposes. 

Keywords: Audio Interaction, Context Awareness, Mobile Interaction,  
Accelerometer-Based Gesture Recognition. 

1   Introduction 

Mobile music is a new field concerned with musical interaction in mobile settings 
through the utilization of portable technology [1], such as laptops, tablet PCs, mobile 
phones, and PDAs, amongst others. These devices have long been recognized as hav-
ing potential for musical expression [2]. Such potential enables entertainment and 
artistic applications to leave the stationary living-room set, detaching themselves from 
the graphical and audio output of televisions (e.g. Wii), therefore, becoming available 
anywhere, allowing and encouraging multiple users to engage in spontaneous jam-
sessions.  

On another strand, the availability of an immense variety of sensors, their low 
prices, and their recent and rising inclusion on mobile devices enables the creation of 
mobile sensor-based musical applications. As we show in this paper, and as others 
have shown in previous experiments and products [4] (e.g. Wii), the use of sensor 
technology brings simulated musical interaction closer to reality [6]. It enables and 
facilitates the creation of input modalities that replicate musical interaction with dif-
ferent, well-known, real musical instruments (or families of musical instruments). 

The research presented on this paper focuses the user centered iterative design of a 
multi-user mobile music application: The Mobile Percussionist. This application uses 
movement and grasp, both inferred from acceleration, as input, triggering percussion 
audio samples as output. It simulates three well-known percussion instruments, which 
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are played in different ways: drums (drumstick strikes), congas (hand strikes), and 
maracas (shaking movements); attempting to imitate, as much as possible, the interac-
tion with these instruments’ real counterparts. The application makes use of one or 
more accelerometers, wirelessly connected to a mobile device. These accelerometers 
are used in order to simulate the interaction with real percussion instruments, and the 
way through which they are held defines the instruments they represent, introducing 
context awareness principles in order to enable the intelligent selection and swapping 
of the different percussion instruments that are simulated (drums, congas, and mara-
cas). The differences between how these instruments are played presented a motivat-
ing challenge for the interaction design of this application regarding both the selection 
of the instrument simulated by each accelerometer and the interaction modes created 
for each instrument. As it was being developed, the application was evaluated through 
strongly user-centered procedures, presenting very good results for entertainment 
purposes. 

The following section presents the work developed in the mobile music field, em-
phasizing the differences with the research presented on this paper. Afterwards, we 
present and discuss the iterative user centered interaction design of the Mobile Per-
cussionist. Subsequently, we describe and discuss the final evaluation of the different 
interaction modes available on the application, and, finally, we conclude and present 
future work directions for the Mobile Percussionist. 

2   Related Work 

The field of mobile music is developing fast over the past few years. A clear fact 
supporting this affirmation is the recent creation of the Mobile Phone Orchestra  
(MoPhO) [3] of the Center for Computer Research in Music and Acoustics of Stan-
ford’s University. MoPhO is the first repertoire and ensemble based mobile phone 
performance group of its kind and has already performed concerts. The ensemble 
demonstrates that mobile phone orchestras are interesting technological and artistic  
platforms for electronic music composition and performance. 

The creation of the abovementioned orchestra was only possible because research-
ers have developed different mobile music applications, some of which are becoming 
very famous and broadly used. One good example is the Smule OCARINA [4], which 
is sensitive to blow, touch and movements. This application does not use pre-
compiled riffs and allows users to select between diatonic, minor and harmonic 
scales. Moreover, it is a social application. Users can see and hear other Ocarina play-
ers throughout the world and rate their favorite performances, enabling other users to 
benefit from their judgments.  

CaMus [5] - collaborative music performance with mobile camera phones -
demonstrates that mobile phones can be used as an actively oriented handheld musical 
performance device. To achieve this, the visual tracking system of a camera phone is 
used. Motion in the plane, relative to movable targets, rotation and distance to the 
plane can be used to drive MIDI enabled sound generation software or hardware.  

Closer to our goals, ShaMus [6] - a sensor-based integrated mobile phone instrument 
- presents a sensor-based approach to turn mobile devices into musical instruments. The 
idea is to have a mobile phone be an independent instrument. The sensors used are  



 Interaction Design: The Mobile Percussionist 111 

accelerometers and magnetometers. The sound generation is embedded on the phone 
itself and allows individual gestural performance through striking, shaking and sweep-
ing gestures. The striking gestures presented enable users to play at most 4 drum com-
ponents (base, snare, tom, and hi-hat). To prove this concept a Nokia 5500 was used, 
connected to a Shake unit [7], which is a small device that incorporates a range of high-
fidelity sensors for rapid prototyping of mobile interactions. The Shake’s core unit con-
tains a 3-axis accelerometer, a 3-axis magnetometer, a vibration motor for vibro-tactile 
display, a navigation switch, and capacitive sensing abilities. 

The Mobile Percussionist is significantly different from ShaMus. We do not limit 
the number of accelerometers used. This introduces the possibility of having multiple 
users playing music at the same time, while using only one mobile device with sound 
processing capabilities. Moreover, our approach enables users to perform natural 
actions that simulate the interaction with different percussion instruments, allowing 
them to swap instruments while playing. Finally, the interaction modes of the Mobile 
Percussionist were iteratively designed through strongly user centered procedures 
where accuracy rates for the different actions were registered. These procedures also 
considered users’ opinions regarding the actions’ ease of use and naturalness when 
compared to real percussion instruments. 

3   Iterative User Centered Interaction Design  

This section describes the user centered interaction design of the Mobile Percussion-
ist. The process focused the creation and evaluation of different interaction modes for 
each one of the three instruments considered, as well as the creation and evaluation of 
a mechanism that enables the application to be continuously aware of which instru-
ments are being simulated by each accelerometer in use.  

Accordingly, the process comprised the development and evaluation of different 
prototypes. The prototypes created were developed using NetBeans IDE 6.1, Java 
1.6.0_07, two SunSPOTS [8], one laptop, and a set of stereo speakers. SunSPOTS 
(Fig. 1) are small devices with processing capabilities. These devices include two 
buttons and a variety of sensors: one 3 axis accelerometer, one light sensor, and one 
temperature sensor. Furthermore, they can also work as a platform where other sen-
sors can be connected. The mentioned accelerometer has a sensitivity of either 600 
mV/G or 200 mV/G relative to the selected scale +/-2G or +/- 6G, respectively [8]. In 
our experiments we used the 6G scale. 

The early evaluation sessions, which guided the iterative user centered design of 
this application, focused the different prototypes created and considered all the ac-
tions supported by each interaction mode available in the application. The main goal 
was to understand the accuracy rates for each action and users’ opinions about the 
similarities between the interaction modes created and the interaction with real  
instruments. Four users were involved, all male, with ages comprehended between  
20 and 30 years old. Two of these users had previous experience with percussion 
instruments while the other two had experience with simulated percussion instruments 
(e.g. Wii Drums).   
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Fig. 1. SunSPOT and Accelerometer Axis  

Following we describe the iterative user centered design of the interaction modes 
developed for each instrument considered, and afterwards, the design of the instru-
ment selection and swapping algorithm.  

3.1   Drums Interaction 

Initially, in order to create an interaction mode that simulates real drums interaction, 
the design team focused only on accelerometer data. We defined the way the devices 
should be held, attempting to simulate drumsticks’ grasp (notice that the leds are 
facing up in Fig. 2 and Fig 5). Following, it was necessary to accurately identify natu-
ral gestures on the accelerometer data. Three actions were defined, visually identified 
(inverted acceleration peaks), and labeled (Fig. 2): X-Strikes (fast movements per-
formed sideways ); Y-Strikes (fast movements performed forwards and back-
wards ); and Z-Strikes (fast movements performed up and down ). 

In order to programmatically identify these actions, a simple algorithm was imple-
mented and evaluated in terms of accuracy. The actions were evaluated in terms of 
ease of use and similarity to reality. Each user performed each available action 20 
times, in a random order with the purpose of reducing bias. Average accuracy rates  

 

 

Fig. 2. Accelerometer Data: Strike Gestures (from the left to the right: Z, X, Y)  
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were of 90% for X-Strikes, 85% for Y-Strikes, and 95% for Z-Strikes. All users re-
ported that performing Y-Strikes was very unnatural, and, therefore, more difficult 
than the remainder actions. Moreover, they all emphasized that Z-Strikes were the 
most natural ones regarding the interaction with drums. This early evaluation proce-
dure was of utmost importance, since it revealed that only 2 of the 3 gestures were 
considered natural enough and that one of those was more natural than the other.  

Afterwards, our team faced another design issue. Drums are composed by many 
components (e.g. snares, toms, crash, hi-hat, etc.), and when users are interacting with 
them they can “jump” directly from one component to another. Accordingly, the two 
gestures, which were previously considered natural enough for the interaction with 
drums, were not sufficient to simulate such a complex interaction. Therefore, in order 
to increase the number of samples available on each accelerometer, we considered the 
use of the 2 buttons available on each SunSPOT. The use of such buttons enables the 
definition of 4 different states. When these states are combined with the 2 previously 
elected strike actions, 8 different samples become available on each accelerometer. 
However, two questions still remained, whether to consider both strike actions or only 
one, and whether to consider combinations of buttons or not? In order to answer these 
questions, two prototypes were created and evaluated. Both prototypes considered the 
use of the 2 buttons available on the SunSPOTS. These buttons were used in order to 
select the audio samples, and the strikes to trigger those samples. The difference be-
tween the prototypes relied on the triggering of the samples. One considered only Z-
Strikes and the other considered both Z and X-Strikes.  

The same four users evaluated each prototype created. All of them reported that the 
use of Z-Strikes created an interaction mode that was more similar to reality. How-
ever, all the users agreed that the use of X-Strikes, despite being less natural, should 
also be considered, since it doubles the number of samples that can be triggered by 
each accelerometer. Finally, all users reported difficulties while having to press more 
than one button at a time, suggesting that the use of button combinations in order to 
increase the number of samples available is not a good approach.  

Accordingly, the drums interaction mode available on the Mobile Percussionist 
considers the use of all the buttons (per se) available on the Sunspots, Z-Strikes, and 
X-Strikes, allowing the use of 6 audio samples per accelerometer. 

3.2   Congas Interaction 

The design of the congas interaction mode started by considering only accelerometer 
data. Similarly to the interaction design presented above, the main goal was to create 
an interaction mode that simulated as much as possible the interaction with real con-
gas. We started by defining the way the devices should be held, in order for the appli-
cation to be aware that the user is playing congas (notice that the leds are facing down 
in Fig. 3 and Fig. 5).  

Following, we decided to consider 2 different actions that are used when playing 
real congas: center strikes (Fig. 3 on the left) and edge strikes (Fig. 3 on the right). 
Again, these actions were visually identified, and, afterwards, programmatically iden-
tified. Their distinction is inferred from the average acceleration on the Y-axis ( ). 
When holding the device in the two different ways shown in Fig. 3 ways, the average 
acceleration on the Y-axis varies significantly enough to enable the application to be  
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Fig. 3. Playing Congas  

aware of users’ intentions regarding the type of strike they are performing: center 
strikes consider a positive average acceleration, while edge strikes consider a negative 
average acceleration. Finally, Z-Strikes trigger the samples. Nonetheless, contrarily to 
the drums interaction mode, and since the way the accelerometers are being held is 
different, the Z-Strikes are represented by acceleration’s peaks ( ) instead of inverted 
peaks.  

The users mentioned on the introduction of this section were all involved on the 
evaluation of this interaction mode. Again, each user performed each action 20 times, 
in a random order with the purpose of reducing bias. The procedure revealed average 
accuracy rates of 90% for both center strikes and edge strikes. Users reported that this 
interaction mode was very similar to the real interaction with congas. However, they 
disliked the limitation of using just one conga, since, usually, percussionists use more 
than one.  

Similarly to what was done with the drums interaction, we decided to use the but-
tons available on the SunSPOTS, in order to increase the number of congas available. 
Two prototypes were created and evaluated by the same users. The difference be-
tween these prototypes relied on the way the buttons are used. One prototype consid-
ered holding the buttons pressed as state activators, while the other would activate and 
deactivate states when the users pushed the buttons. 

The results were very similar for both prototypes. Users were more satisfied with 
the increased number of samples available, but all of them reported that interaction 
became a little less natural than before. Moreover, all the users agreed that holding the 
buttons pressed implied less cognitive effort than pushing the buttons in order to acti-
vate states, since the latter demands the memorization of the actual state in use. 

Accordingly, the congas interaction mode available on the Mobile Percussionist 
considers the use of all the buttons (held pressed and per se) available on the Sun-
SPOTS, Center-Strikes, and Edge-Strikes, allowing the use of 6 audio samples per 
accelerometer (3 different congas). 
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3.3   Maracas Interaction 

The design of the maracas interaction mode considered only accelerometer data. As 
for the previous instruments, the main objective was to simulate reality as much as 
possible. We started by defining the way the devices should be held, in order for the 
application to be aware that the user is playing maracas (notice that the device is in a 
vertical position in Fig. 4 and Fig. 5).  

Accordingly, two audio samples can be triggered by each accelerometer. One re-
lates to shaking the maraca and the other transmits the sound of stopping the shaking. 
This interaction mode joins principles of the two abovementioned designs. Both peaks 
( ) and inverted peaks ( ) are considered, the first triggering one audio sample and 
the latter the other. 
 

 

Fig. 4. Playing Maracas  

The four users, mentioned on the introduction of this section, performed each avail-
able action 20 times. Average accuracy rates were of 95% for both actions. All users 
reported that this interaction mode was very similar to the real interaction with mara-
cas and, therefore, very natural.  

3.4   Instrument Selection and Swapping 

Once the application is initiated, the users select the instrument they want to associate 
to each accelerometer in use. This selection (Fig. 5) is based on the way the devices 
are held, which is inferred from the acceleration on the Z-axis, and acti-
vates/deactivates the different interaction modes available. While playing an instru-
ment, the acceleration on the Z-axis varies considerably. However, the average-based 
analysis behind the instrument selection and swapping mechanism enables the identi-
fication of the instrument being played also during interaction, allowing users to swap 
between instruments, depending on the way they hold the accelerometers.  

The evaluation procedure considered the initial selection of the instruments and the 
swapping between instruments while playing. Again the order of the experiments was  
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Fig. 5. Initial Step: Instrument Selection 

defined in order to reduce bias. Firstly, each user involved performed 5 initial selec-
tions for each instrument, averaging 100% of accuracy. Afterwards, while playing the 
instruments, each user performed 5 swaps for each of the 6 possible transitions  
between instruments. Here, the average accuracy was also of 100%. However, the 
response time on the swapping between instruments caused the triggering of one 
unwanted audio sample on 30% of the swaps (e.g. playing a drum audio sample while 
the user was already holding the device as a maraca). Nevertheless, these unwanted 
samples were only triggered on the beginning of the experiment, suggesting a very 
short learning curve. 

3.5   Discussion 

The primary goal of this design process was to create natural interaction modes that 
simulate the interaction with real percussion instruments, allowing the swapping of 
instruments during musical performances. This goal could only be achieved through 
the iterations of the user centered design process conducted. 

The first prototypes designed considered only accelerometer data, which was 
enough to enable the natural swapping of instruments. However, the experiments 
abovementioned, especially the ones regarding the interaction with drums, led us to 
use the buttons available on the devices, in order to increase the number of audio 
samples triggered by natural gestures. These gestures were elected by the users in-
volved and all the possible combinations of buttons were experimented. The use of 
more than one button at a time decreased interaction’s naturalness significantly, al-
though the use of the each button per se did not. The use of the buttons was also in-
cluded on the interaction with congas, but not on the interaction with maracas.  

At the end of the process the users involved were satisfied with the different inter-
action modes created, their ease of use, and with the possibility of swapping instru-
ments while playing. 

xx: time (m:ss)
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4   Final Interaction Evaluation 

This section is dedicated to the final qualitative evaluation of the Mobile Percussion-
ist. The procedure involved four percussionists, none of them involved on the previ-
ous evaluation sessions, all male, with ages comprehended between 18 and 36 years 
old. There was a special concern in understanding if the users were capable of suc-
cessfully playing rhythms with the application and make use of all the different in-
struments that are available. Accordingly, the users involved were taught to interact 
with the application through its different features, and were encouraged to use it 
freely to its full extent during approximately 20 minutes. Finally, the users expressed 
their difficulties and opinions during an interview.  

All the users involved considered the concept of the application very interesting 
and useful for entertainment purposes, but not for professional musical purposes. 
They underlined the possibility of swapping between instruments while playing as a 
very innovative feature, emphasizing also the similarities between the interaction 
modes of the simulated instruments and their real counterparts as a very intelligent, 
usable, and natural feature, especially the ways the accelerometers are held.  

Concerning the interaction with drums, all the users considered that six audio sam-
ples per accelerometer was a small number to simulate a drum set to its full extent. 
The same issue was reported regarding the interaction with congas, however, in this 
case, only two of the users considered three congas per accelerometer as a small num-
ber. Regarding the interaction with maracas, all the users considered that the number 
of samples was appropriate, however, all of them expressed that the buttons could be 
used in the same way they are for the congas and drums, enabling the use of three 
types of maracas instead of one. 

Another issue, reported by all the users involved, consisted on the lack of expres-
siveness of all the interaction modes designed. This happened because our application 
makes use of accelerometer data only in order to trigger the samples used and not to 
define the strength with which these are performed (velocity). However, this data 
could also be used for this purpose. 

Finally, all the users reported minor issues related to their own expressiveness while 
playing. All these users were percussionists, and, consequently, they had previous 
experience playing the real instruments our application tries to simulate.  Accordingly, 
these users were experiencing difficulties during the first two/three minutes of their 
free play because their expressiveness caused an unwanted instrument swapping. 
However, after realizing this, these users voluntarily reduced their expressiveness be-
ing able to play fairly elaborated rhythms composed by the three available instruments. 

5   Conclusion and Future Work 

The research presented on this paper focused the iterative user centered interaction 
design of a mobile accelerometer-based percussion application. This application uses 
movement and buttons as input mechanisms, triggering percussion audio samples as 
output. It introduces context awareness principles that enable the swapping between 
the different percussion instruments available (drums, congas, and maracas) during 
musical performances. The different interaction modes available were designed and 
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developed through iterative user centered procedures that significantly increased their 
similarities to reality.  All the interaction aspects regarding the use and swapping of 
instruments were evaluated by four percussionists that considered that the application 
was innovative and simulated reality well enough to be used for entertainment  
purposes, but not for professional musical purposes.  

Our future work plans, regarding the Mobile Percussionist, include porting the ap-
plication to mobile phones, increasing the application’s mobility factor and enabling 
the use of built-in accelerometers whenever those exist on the host device. However, 
we want to keep the possibility of connecting multiple accelerometers via wireless 
technology (e.g. SunSPOTS through Bluetooth), maintaining the multi-user facet of 
the application. Once this port is complete we intend to evaluate the application in 
order to understand discrepancies between its performance on a laptop and on a mo-
bile phone. Moreover, we intend to test the application, both in the laptop and mobile 
phone versions, in order to understand how many accelerometers can be connected at 
the same time without generating or increasing latency significantly enough for it to 
be heard. We intend to use MIDI synthesizers in order to increase the expressiveness 
of the interaction modes available. Finally, we envision the inclusion of haptic feed-
back through the connection of vibrating devices to the SunSPOTS on the laptop 
version of the application, and through the use of mobile phones’ vibrators on the 
ported version of the application. 
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Abstract. Sound and vibration perception are always coupled in live
music experience. Just think of a rock concert or hearing (and feeling) a
church organ sitting on a wooden pew. Even in classical concerts kettle-
drum and double bass are sensed not only with our ears. The air-borne
sound causes seat vibrations or excites the skin surface directly. For some
instruments (e.g. an organ) structure-borne sound is transmitted directly
from the instrument to the listener.

If concert recordings are played back with multimedia hi-fi systems
at home, these vibratory information is missing in the majority of cases.
This is due to low reproduction levels or to the limited frequency range of
conventional loudspeakers. The audio signal on todays DVDs contains an
additional channel for low frequency effects (LFE), which is intended for
reproduction using a subwoofer. The generation of tactile components is
still very restricted. An enhancement of such a systems might be possible
using an electrodynamical shaker which generates whole body vibration
(WBV) for a seated person.

This paper describes a system implementing this approach. The gener-
ation of a vibrotactile signal from the existing audio channels is analyzed.
Different parameters during this process (amplitude of the vibration, fre-
quency range) are examined in relation to their perceptual consequences
using psychophysical experiments.

Keywords: Multimodal Music Reproduction, Whole Body Vibration,
Audiotactile Concert Perception.

1 Introduction

Measurements in real concert situations confirm the existence of whole body
vibrations. If a bass drum is hit or the double bass plays a tone the perceived
vibrations are noticeable. Nevertheless, in most cases the concert visitor will
not recognize the vibrations as a separate event. The vibrotactile percept is
integrated with the other senses (e.g. vision and hearing) to one multi-modal
event.

Experiencing a concert, the listener expects vibrations, even if he is not aware
of it all the time. These expected vibrations are missing in a traditional multi-
media reproduction setup. According to Jekosch [1] the perceived quality of an
entity (e.g. a reproduction system) results from the judgment of the perceived
characteristics of an entity in comparison to its desired/expected characteristics.
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If in the reproduction situation the vibratory component is missing, there might
be a loss of perceived quality, naturalness or presence of the concert experience.
To look at it from the other side: The perceived quality of a conventional repro-
duction system might be improved by adding whole body vibrations. This study
focuses on whole body vibrations for a seated person, like they are perceived in
a classical chamber concert.

Unfortunately there is no vibration channel in conventional multimedia pro-
ductions. Therefore it would be advantageous if the vibration signal could be gen-
erated using the information stored in the existing audio channels. This might
be reasonable, since the correlation between sound and vibration is naturally
high in everyday situations. The questions in focus of this study are:

1. Is it possible to generate a vibrotactile signal using the existing audio chan-
nels of a conventional 5.1 surround recording?

2. Up to which frequency should the WBV be reproduced?
3. Is there an ideal amplitude for the reproduction of WBV?

Previous studies are primarily concerned with the perception of synchrony be-
tween acoustical and vibratorical stimuli ([2], [3], [4], [5],[6]). Walker et al. [7]
investigates the tactile perception during reproduction of action oriented DVD
movies. In Merchel et al. [8] a pilot experiment is described, which aims at in-
vestigating the influence of WBV on the overall quality of the reproduction of
concert DVDs. This paper describes an extended experiment with 20 subjects.
The focus is on different vibration parameters like amplitude and frequency
range of the vibration.

2 Experiment

2.1 Stimuli

The stimuli should include instruments for which low frequency vibrations and
sounds are expected. Another criteria was that the stimuli represent typical
concert situations for both classical and modern music. To place the subject in
a standard multimedia reproduction context, an accompanying picture from the
DVD can be projected. The video sequence shows the stage, the conductor or
the individual instrumentalists while playing. The participant in the experiment
should have enough time to become familiar with the stimulus. Thus a stimulus
length of 1.5 minutes was chosen. The following sequences were selected:

– Bach, Toccata in D minor (church organ)
– Verdi, Messa Da Requiem, Dies Irae (kettledrum, contrabass)
– Blue Man Group, The Complex, Sing Along (electric bass, percussion, kick

drum)
– Dvořák, Slavonic Dance No. 2 in E minor, op. 72 (contrabass)

The sum of the three frontal channels and the LFE channel was used to generate
the vibration signal (see Figure 1). Two low pass frequencies were implemented
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Fig. 1. Generation of the vibration signal using four out of six DVD audio channels.
The transfer characteristics of the vibration chair was compensated and the signal was
filtered with a variable low pass as well as variable amplification.

(f1 = 100 Hz, f2 = 200 Hz), which seemed suitable for the chosen stimuli.
The low pass filter was a steep Butterworth filter with 10th order. Two test
persons adjusted the amplitude of the vibration, until it was just noticeable for
all frequencies. This amplitude is further referred to as a1 = 0 dB. To study
the influence of the vibration amplitude, an additional signal with an a2 = 6 dB
amplified vibration was generated. The peak value of the vibration at the surface
of the seat in vertical direction was measured using an Endevco triaxial seat pad
accelerometer. The peak vibration was measured between 0.25 and 0.60 m/s2,
depending on the reproduced sequence.

2.2 Setup

Figure 2 shows the used setup for reproduction of surround recordings according
to ITU [9]. It was build in front of a silver screen for video projection. Five Gen-
elec 8040A loudspeakers and a Genelec 7060B subwoofer were used. In addition
vertical whole body vibrations have been reproduced using a self build electro-
dynamical vibration seat. The transfer characteristic of the shaker loaded with a
seated person has been measured using an Endevco triaxial vibration pad. This
frequency response depending on the individual test person is called the Body
Related Transfer Function (BRTF) [10]. All stimuli have been compensated for
the transfer characteristic of the seat in vertical direction by using inverse filters
in MATLAB.

2.3 Crosstalk

There was also crosstalk between the different systems. The subwoofer excited
some seat vibrations. They were measured to be below 0.5 mm/s2. The peak
vibrations reproduced with the shaker reached from 250 to 600 mm/s2. This is
factor 1000 above the sound induced vibrations. Thus it was concluded, that
crosstalk is uncritical.

The vibration seat itself radiated some sound. It was measured at the hear-
ing position to be 40 dB below the signal reproduced by the loudspeakers. The
loudspeaker generated sound pressure level was approximately 68 dB(A).
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Fig. 2. Setup with six loudspeakers according to ITU [9]. An additional shaker was
used to reproduce vertical whole body vibration.

2.4 Subjects

20 Subjects participated voluntarily in this experiment (15 male and 15 female).
Most of them were students between 20 and 46 years old (mean 23 years) and
between 48 and 115 kg (mean 75 kg). All stated to have no known hearing or spine
damages. The average number of self reported concert visits per year was 18 and
ranged from 1 to 100. The highest number was reported from one subject, who
played guitar in a band. The preferred music styles were rock music (15 subjects),
classic (9 subjects), pop (6 subjects), jazz (3 subjects) and 12 subjects preferred
other genres in addition.

2.5 Experimental Design

Each subject had to judge 20 stimuli, five for each music sequence. All versions of
one sequence were played on after the other, always starting with the no vibration
condition. The remaining four combinations of low pass frequency (f1 = 100 Hz,
f2 = 200 Hz) and amplitude (a1 = 0 dB, a2 = 6 dB) had been randomized
between subjects using a balanced latin square, a williams square. The final
presentation order is illustrated in Table 1.

Before starting with the experiment the subjects had to do a training with
two stimuli to get familiar with the task and the stimuli range. The used stimuli
was the first 1.5 minutes from Bizet - Carmen (Prelude), which is a classical
composition with kettledrum and contrabass. After or while listening to the
concert reproduction, the subject had to judge the overall quality of the concert
experience using a quasi continuous scale. Verbal anchor points from bad to
excellent have been added similar to the method described in ITU-T P.800 [11].
Figure 3 shows the used questionnaire. In addition presence and naturalness had
to be evaluated by means of a five point Rohrmann scale [12].
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Table 1. Order of presentation of all factor combinations to the first four subjects.
The first stimuli in one sequence block is always without vibration. The other four
combinations are randomized using a williams square. The presentation order of the
music sequences are also randomized between subjects using a williams square.

Sequence Bach Verdi BMG Dvorak

Vibration Amplitude no a1 a2 no a1 a2 no a1 a2 no a1 a2

Vibration Lowpass Freq. no f1 f2 f1 f2 no f1 f2 f1 f2 no f1 f2 f1 f2 no f1 f2 f1 f2

Subject 1 1 2 3 5 4 6 8 9 7 10 16 19 20 18 17 11 15 12 14 13

Subject 2 11 13 14 12 15 1 4 5 3 2 6 10 7 9 8 16 17 18 20 19

Subject 3 16 19 20 18 17 11 15 12 14 13 1 2 3 5 4 6 8 9 7 10

Subject 4 6 10 7 9 8 16 17 18 20 19 11 13 14 12 15 1 4 5 3 2

…

Overall Quality

Excellent Good Fair Poor Bad

Fig. 3. Questionnaire to evaluate the overall quality of the concert experience

3 Results and Discussion

For statistical analysis the evaluation values were interpreted as numbers on a
linear scale from 1 to 5. Data was checked for normal distribution with the KS-
test. A multifactorial analysis of variance was carried out. The averaged results
for the overall quality evaluation are plotted in Figure 4 with mean and 95%
confidence intervals for all 20 stimuli. It can be seen that the influence of the
different vibration parameters (low pass frequency f1 = 100 Hz, f2 = 200 Hz and
amplitude a1 = 0 dB, a2 = 6 dB) on the overall quality judgement is relative
small.

Although reproduction with vibration is judged better than reproduction
without vibration in most cases. This is illustrated in Figure 5. The quality eval-
uations for all vibration versions have been averaged for each music sequence. A
t-test for paired samples showed very significant differences on a 1% significance
level for all music sequences, except Dvořák. This music composition is very calm
with gentle contrabass. Whole body vibrations might not be expected for this
kind of stimuli. For all other sequences the vibration reproduction improved the
perceived quality of the concert experience significantly. There was no significant
influence of preferred music style on the evaluation of the reproduction.

There was no significant overall preference for a specific vibration amplitude
or low pass frequency.

The interaction between the factors low pass frequency and sequence was signif-
icant on a 5% significance level. An interaction diagramm is plotted in Figure 6.
It can be seen that for the sequences from Bach, Verdi and Dvořák it is preffered
to reduce the frequency range for whole body vibrations to 100 Hz. If frequencies
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Fig. 4. Mean overall quality evaluation of all 20 participants with 95% confidence
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BACH VERDI BLUE MAN GROUP DVORAK

Vibration: No Yes No Yes No Yes No Yes 

Fig. 5. Comparison of overall quality evaluation for reproduction with and without
accompanying vibration plotted with 95% confidence intervals. It can be seen that
reproduction with vibration ist judged better.

up to 200 Hz are reproduced the judgement is slightly worse. This might be due
to a prickling sensation that is induced through higher frequency content. In ad-
dition no strong whole body vibrations might be expected in the range from 100
to 200 Hz for organ, kettledrum or contrabass. Contrary for the Blue Man Group
sequence a 200 Hz low pass is favored.

Figure 7 helps to understand this result. The figure shows spectrograms which
plot the frequency content (mono sum of L, C, R and LFE channel) over time
for all four music sequences. For the church organ in Bachs Toccata in D minor
(top left) the keynote and overtones are apparent. Note that the keynote remains
below 100 Hz. In the Dvořák (bottom left) and Verdi (bottom right) sequence
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BACH
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Fig. 6. Diagram showing the significant interaction between low pass frequency and
sequence. The lower low pass frequency (f1 = 100 Hz) is judged better in all cases
except for the sequence Blue Man Group (BMG).

Fig. 7. Spectrograms of the mono sums for all four music sequences. The low pass
frequencies (100 Hz and 200 Hz) are plotted with solid lines.
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the keynotes remain as well below 100 Hz. In contrast in the Blue Man Group
sequence (top right) the kick drum and the alternating keynote pattern of the
bass guitar can be seen up to 200 Hz . If this signal is now low pass filtered
with 100 Hz the frequency content of the electric bass keynote pattern is clipped.
Thus the alternating bass guitar pattern is only partly reproduces as whole body
vibration. This might be the reason for slightly worse quality judgments of this
stimuli.

It can be concluded that the ideal low pass frequency is dependent on the
particular music sequence.

The vibration amplitude had no influence on the overall quality judgments
of the music sequences. This is surprising, since the just noticeable difference
for vibration amplitude is approximately 1.5 dB [13]. The used amplitude differ-
ence of 6 dB was clearly noticeable. Still no preference for a specific amplitude
was found. In an additional experiment, the subjects were asked to adjust the
vibration amplitude for the same music sequences to an optimal level. A mark-
erless infinite rotary knob (PowerMate, Griffin Technology) was used to avoid
any visual cues. The results varied between subjects with a standard deviation
of approx. 6 dB. This indicates a broad range of preferred vibration amplitudes
for musically induced whole body vibrations. If one subject had to adjust the
vibration amplitude for one stimuli repeatedly, the within subject standard de-
viation was approx. 4 dB. This again indicates no strong preference for a specific
amplitude.

4 Summary

This paper investigates a reproduction method for whole body vibrations, which
are generated from audio recordings.

- The perceived overall quality of concert DVD reproduction can be improved
by adding vertical whole body vibrations.

- The vibration signals for the selected sequences could be generated by low
pass filtering the audio sum signal.

- The ideal low pass frequency depends on the specific music content.
- The preference for a specific whole body vibration amplitude varies.

5 Outlook

This study uses a broad band calibrated whole body vibration reproduction
system. The influence of an applicable reproduction solution in real life situations
needs to be investigated. Further research is necessary to evaluate the general
perception of whole body vibrations. The generation of the vibration signal using
an audio recording is promising. However more complex processing than low pass
filtering seems necessary. There are different approaches which are investigated
at the moment.
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Abstract. Many IT devices – such as mobile phones and PDAs – have recently 
started to incorporate easy-to-use touch screens. There is an associated need for 
more effective user interfaces for touch screen devices that have a small screen 
area. One attempt to make such devices more effective and/or easy to use has 
come through the introduction of multimodal feedback from two or more sen-
sory modalities. Multimodal feedback might provide even larger benefits to 
older adults who are often unfamiliar with recent developments in electronic 
devices, and may be suffering from the age-related degeneration of both cogni-
tive and motor processes. Therefore, the beneficial effects associated with the 
use of multimodal feedback might be expected to be larger for older adults in 
perceptually and/or cognitively demanding situations. In the present study, we 
examined the potential benefits associated with the provision of multimodal 
feedback via a touch screen on older adults’ performance in a demanding dual-
task situation. We compared unimodal (visual) feedback with various combina-
tions of multimodal (bimodal and trimodal) feedback. We also investigated the 
subjective difficulty of the task as a function of the type of feedback provided in 
order to evaluate qualitative usability issues. Overall, the results demonstrate 
that the presentation of multimodal feedback with auditory signals via a touch 
screen device results in enhanced performance and subjective benefits for older 
adults. 

Keywords: Multimodal User Interface, Multimodal Feedback, Multimodal  
Interaction, Older Adults, Touch Screen. 

1   Introduction 

According to a news item in USA TODAY (June 21, 2007), touch screen phones are 
poised for rapid growth in the marketplace. In addition to Apple’s iPhone®, many 
international electronics companies have recently launched touch screen phones as 
new cutting-edge user interfaces. The shipment of touch screens is projected to jump 
from less than 200,000 units in 2006 to more than 21 million units by 2012, with the 
bulk of the components going to mobile phones. USA Today quoted a maker of touch 
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sensors as saying that: “This new user interface will be like a tsunami, hitting an 
entire spectrum of devices”. Unlike input devices such as the computer mouse that 
require translation from one plane of movement to another, that require extra space, 
and can have substantial summative movement time between different parts of the 
screen, touch screen user interfaces have a one-to-one relationship between the con-
trol and display, and often no additional training is necessary for their efficient use. 
Accordingly, touch screens are now being used extensively in a variety of application 
domains owing to the intuitiveness and ease of direct manipulation in use. Touch 
screens will also be beneficial to various user groups, in particular, for older adults 
(i.e., for those aged 65 and older), who may not be familiar with the recent develop-
ments in electronic devices, including complicated functions and structures and also 
have age-related degeneration in memory, sensory perception, and other aspects of 
cognitive and motor processing [1]. What is more, as the number of people over the 
age of 60 is expected to reach 1 billion by 2020, representing 22 percent of the 
world’s population (according to 2006 UN world population prospects), they are 
likely to become a major group amongst IT consumers. 

Meanwhile, previous research has suggested that one of the most important factors 
determining the usability of touch screen interfaces is the size of menu buttons on the 
screen. It has been shown that touch screens only provide significant benefits to users 
when the size of the buttons is made sufficiently large [2, 3]. However, although some 
applications involving touch screen interfaces, such as information kiosk displays and 
ATMs, have sufficient space on the screen, others such as mobile phones and PDAs 
have only limited screen space. Considering that various devices with multiple func-
tions in the IT industry are focused on the miniaturization of portable smart phones 
including mobile phones and PDAs, the limitation of the screen space represents one 
of the most important challenges in the field of mobile user interface design. More-
over, this spatial limitation of touch screen devices may constitute a greater constraint 
for older adults than for younger adults. Consequently, researchers have attempted to 
integrate information from different sensory modalities in order to overcome the spa-
tial limit of visual information displays. For instance, Gaver (1989) proposed that 
auditory confirmation might provide a more obvious form of feedback for users than 
only visual feedback [4], while Akamatsu and Sato (1994) demonstrated that tactile or 
force feedback can be effectively linked to information provided via a visual display, 
to give users the advantage of faster response times (RTs) and a more extended 
effective target area [5]. 

What is more, certain types of multimodal feedback can enhance performance in 
direct manipulation tasks consisting of a series of ‘drag-and drops’ using a mouse, 
while lowering self-reported mental demand [6]. In this context, the present study was 
designed to provide empirical evidence regarding the benefits of multimodal (or mul-
tisensory) interfaces specifically for older adults. We investigated this issue using a 
touch screen device, asking whether multimodal feedback can help older adults over-
come the constraints of screen space in a dual task situation. RTs, error rates, and 
subjective ratings of type of feedback were measured. 

We conducted an experiment with older adults comparing unimodal (visual), bi-
modal (auditory + visual, tactile + visual), and trimodal feedback (auditory + tactile + 
visual) in response to button click events while participants dialed a series of numbers 
into a touch screen mobile phone. We investigated whether different combinations of 
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modalities of touch screen feedback were differentially effective in facilitating par-
ticipants’ behavioral performance under both single and dual-task conditions. The 
participants were placed in a dual task situation; they had to perform a visual recogni-
tion task (holding a picture in memory) while they carried out the touch screen mobile 
phone task. In addition to collecting objective measures of performance, we also 
measured the subjective difficulty of the task as a function of the type of feedback 
provided. It has been argued that the subjective evaluation of task difficulty may be 
just as important in terms of measuring (and evaluating) usability as objective 
behavioral performance measures [7]. 

2   Experiment 

2.1   Methods 

2.1.1   Participants 
Thirteen older adults (9 female; mean age 73 years, age range 69-75 years) with an 
average of 6 years mobile phone experience and normal or corrected-to-normal vision 
and hearing took part in the experiment. All of the participants were right-handed by 
self-report and all gave their informed consent prior to taking part in the study. All of 
the participants were naïve as to the purpose of the study which took approximately 
50 minutes to complete. They were paid £10 each for their participation. 

2.1.2   Apparatus and Stimuli 
Each participant was seated in an acoustically-isolated booth. An 8.4 inch LCD touch 
monitor with vibrotactile feedback (Immersion® TouchSense® Touchscreen Demon-
strator; 60 Hz refresh rate) was used to present the mobile phone task (see the right 
panel of Fig. 1). Auditory feedback was presented from a loudspeaker cone situated 
directly behind the touch screen. Auditory feedback was synthesized at 16-bit & 44.1  
 

 

Fig. 1. The left panel shows the experimental set-up involving the secondary task of visual 
recognition and the primary task of using a mobile phone touch screen; the right panel shows 
an example of the touch screen device being used during the experimental mobile phone task 
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kHz and saved in WAV format. The auditory feedback consisted of a bell sound 
(main frequency: 355 Hz) presented for 150 ms at approximately 70 dB as measured 
from the participant’s ear position. Tactile feedback (consisting of 50 Hz vibration) 
was presented via the touch screen for 50 ms from four actuators mounted within the 
touch screen device (index number 14 of the built-in Tactile Effects; for details, see 
Immersion® TouchSense® SDK Programming Guide, 2006). The tactile feedback 
was presented at a clearly supra-threshold level. In the dual task condition, the stimuli 
for the visual recognition task were presented on a 19 inch CRT monitor (75Hz re-
fresh rate) placed 50 cm from the participant (see the left panel of Fig. 1). The picture 
stimuli were modern art pictures that could not easily be verbally encoded. 

2.1.3   Experimental Design 
There were two within-participants factors: Type of feedback: Visual only (V), tactile 
+ visual (TV), auditory + visual (AV), or auditory + tactile + visual (ATV); Task: 
Single (mobile phone task) or dual task (mobile phone task + visual recognition task). 
For the single and dual task conditions, each participant completed 10 mobile phone 
task trials (consisting of five four-digit and five eleven-digit telephone numbers) with 
each type of feedback, with the order of presentation of the four types of feedback 
counterbalanced across participants. Each participant completed 80 mobile phone 
trials. 

2.1.4   Procedure 
In the single task condition, the participants only had to perform the mobile phone 
task; That is, they had to call a number on the touch screen device. On each trial, the 
telephone number to be typed was displayed on the touch screen itself. The partici-
pants were instructed to respond as rapidly and accurately as possible. If the partici-
pants made a mistake on the telephone task, they could delete their last key-press by 
pressing the ‘clear’ button on the keypad. In the dual task condition, the participants 
had to memorize a target picture that was presented in the middle of screen for two 
seconds. They were then required to hold the picture in memory while they executed 
the mobile phone task. Next, they had to pick out the target picture from amongst four 
alternatives. The participants were informed that they should divide their attention so 
as to perform both tasks as rapidly and accurately as possible. In addition, after the 
participants had completed 10 single and 10 dual task trials with each type of feed-
back, they completed a rating concerning the subjective difficulty of the immediately 
preceding feedback condition. 

2.2   Results 

Three performance measures were calculated: The mean accuracy of picture recogni-
tion, the mean accuracy and RT to complete the touch screen mobile phone task. In 
the visual recognition task, the number of correct responses did not differ significantly 
as a function of the type of feedback provided [F(3,36)<1, n.s.]. Participants were 
able to perform the visual recognition task with an average 77.3% correct (range from 
75-79%) regardless of the type of feedback presented. 

The RT and accuracy data from the touch screen mobile phone task (see Table 1) 
were combined into a single performance measure – inverse efficiency (IE) – that  
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Table 1. Mean RT and accuracy (S.D. in brackets) in the single and dual task conditions as a 
function of the feedback conditions 

 

 

 
 

Fig. 2. Inverse efficiency (IE) scores on the mobile phone touch screen task plotted as a func-
tion of the type of feedback presented. The error bars show the standard errors of the means. 

 
compensates for any potential speed-accuracy trade-off that may be present in one´s 
data [8]. IE = RT divided by the proportion of correct responses for a given condition 
on a participant; with a higher IE score indicating worse performance (see Fig. 2). 
Analysis of the IE data from the mobile phone task highlighted that the type of feed-
back affected performance significantly [F(3,36)=3.10, p=.018]. In particular, bi-
modal audiovisual and/or trimodal audio-visual-tactile feedback led to more efficient 
mobile phone performance than either unimodal visual and/or bimodal visuotactile  
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Fig. 3. Average Subjective Difficulty score (ranging from 1 ~ 5) plotted as a function of the 
type of feedback 

 
feedback (see Fig. 2) [1-tailed Bonferroni comparisons (AV-V, ATV-V): p=.037, 
p=.045, respectively]. That is to say, crossmodal feedback involving auditory stimuli 
resulted in the older adults responding more efficiently. These results suggest that 
crossmodal auditory stimulation has a pronounced effect on participant´s performance 
of a touch screen task. There was, however, no significant main effect of task type 
(i.e., single vs. dual task) nor any interaction between the type of feedback and task. 
The reason that performance in the dual task condition was no worse than in the 
single condition may be due to the simplicity of the additional secondary visual rec-
ognition task that was used (remember that the response was collected after the com-
pletion of the mobile phone task). Nevertheless, the participants had to pay more 
attention (and devote more of their cognitive resources) in the dual task than in the 
single task trials. The results of the analysis of the behavioral data therefore demon-
strate that participants were able to perform the mobile phone task more efficiently 
when they were given bi- or trimodal sensory feedback including auditory stimulation 
than when they were provided only with unimodal visual feedback or with bimodal 
visuotactile feedback. 

A similar analysis of the subjective difficulty data revealed that the subjective dif-
ficulty of the mobile phone task also varied as a function of the feedback that was 
provided [F(3,36)=6.32, p<.001]. The subjective difficulty associated with trimodal 
feedback was significantly lower than that associated with either the unimodal visual  
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or bimodal visuotactile feedback [1-tailed Bonferroni comparisons, p=.013; p=.044, 
respectively], while audiovisual bimodal feedback was no different from the other 
types of feedback (see Fig. 3). These results demonstrate that multimodal feedback 
(i.e., feedback that includes the stimulation of two or more of an interface operator´s 
senses) can have a beneficial effect on subjective measures of difficulty, as well as on 
the more objective measures of participants’ behavioural performance. 

In summary, these results demonstrate the effectiveness of multimodal feedback 
presented via a touch screen and the importance of auditory information as a form of 
crossmodal stimulation in the task that seemingly only involves the visual and tactile 
modalities, for older adults [9]. 

3   Conclusions 

The experiment reported here investigated the potential beneficial effect of the pres-
entation of multimodal (as opposed to unimodal) sensory feedback on older adults’ 
performance of a mobile phone dialing task, using a commercial touch screen device. 
Our results clearly show that both objective and subjective measures of older users’ 
performance were enhanced by the presentation of bi- and trimodal (as opposed to 
unimodal) feedback including auditory stimulation. The experiment reported here 
tests a larger range of combinations of feedback modality than have been tested in 
previous research and does so in the practical context of the use of a touch screen 
mobile phone under both single and dual task conditions. Meanwhile, the absence of a 
very pronounced effect of vibrotactile feedback when delivered via a touch screen 
might be due to the increased possibility of slow movement and action/movement 
error (involving age-related kinematic differences) in the older than in younger adults 
[10]. However, the subjective ratings of task difficulty suggest that the addition of the 
tactile feedback had an effect in the trimodal condition, even though it was not picked 
up in the performance data. 

Future research should therefore further investigate age differences, comparing any 
differential effects of multimodal feedback and cognitive workload on relatively old 
versus young adults. This is a particularly important issue given the rapid growth of 
older users of technology. There is some evidence to suggest that older people may 
find task-irrelevant multisensory stimuli harder to ignore than younger people [11]. 
On the other hand, it has also been argued that older people may, in fact, benefit more 
from multisensory (as opposed to unisensory) stimulation than younger people [12]. 
The relevant feature here then may be how relevant the additional sensory stimuli are 
to the performance of the participant´s task. 
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Abstract. The use of touch sensitive displays and touch surfaces is just emerg-
ing and they are more and more replacing physical buttons. If a physical button 
is pressed, audio and tactile feedback confirms the successful operation. The 
loss of audiotactile feedback in touch sensitive interfaces might create higher 
input error rates and user dissatisfaction. Therefore the design and evaluation of 
suitable signals is necessary. In literature different researchers discuss imple-
mentation and evaluation of audio and tactile feedback for mobile applications 
using small vibration actuators, e.g. [1,…, 12]. However in ticket machines or 
automated teller machines the size of the actuator is not a limiting factor. Thus 
arbitrary vibratory stimuli can be generated. In this study, the tactile feedback is 
generated using an electro-dynamic exciter which allows amplitudes compara-
ble to physical buttons. Real buttons normally produce multimodal feedback. 
Therefore multimodal interaction is an important issue for the touch screens.  
In this study, psychophysical experiments were conducted to investigate  
the design and interaction issues of auditory and tactile stimuli for touch sensi-
tive displays and the combined influence of auditory and tactile information  
(i.e. vibration) on the system quality. 

Keywords: Touch screens, multimodal interaction, auditory, haptic, evaluation, 
error rate. 

1   Introduction 

Haptic feedback brings the sense of touch (tactile sense) and force-feedback to multi-
media applications in addition to the mostly utilised modalities i.e., the auditory and 
visual one. In many new applications like virtual reality, flight simulators and medical 
surgery, haptic modeling and simulation of different physical objects plays a pro-
nounced role. Besides of the reality-based physical simulation, development of effects 
for perception-based intuitive haptic feedbacks is a big challenge. 

The use of touchscreens, touch panels, and touch surfaces is growing rapidly be-
cause of their software flexibility and space and cost savings. They are more and more 
replacing physical buttons in different technical devices like mobile phones, hi-fi and 
TV-sets, navigation systems, ticket machines, cash-dispensers, etc. The big disadvan-
tages of such kind of systems is the missing haptic feedback which is required for the 
confirmation of the successful operation. Several studies have concentrated on the 
technical solutions and new hardware issues for the haptic feedback implementation 
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in mobile applications using small vibration actuators [1, …, 12]. Pager motors, 
piezo-electric actuators, multi function transducers and electrotactile stimulators are 
possible actuators for such kind of systems. Hovewer the big disadvantages of these 
systems is that the actuators can not reproduce high amplitudes which is common for 
classical push-buttons, because of the restricted actuator size and the operating space. 
The studies of Hogan, Brewster and Johnson or Chang and O’Sullivan indicate that 
touch feedback in touchscreens increases not only productivity and make products 
easier to use, but also make user experiences more satisfying. In the study of Hogan, 
Brewster and Johnson, four different kinds of tactile stimuli (clicks) were evaluated 
regarding to their suitability to the different visual information and their perceived 
quality [3]. They have shown that by choosing congruent sets of audio/tactile feed-
back to be added to touchscreen visual buttons, not only are users’ preconceptions of 
how the button should feel and sound met but also the perceived quality of the buttons 
is improved.  

Several studies investigated the usability and the quality issues of ticket vending 
machines or automated teller machines [13, 14]. Most of the standard machines uses 
touch screen technology. One of the important error sources and quality problems for 
these machines is the missing tactile feedback similar to mobile phones. In ticket 
machines or automated teller machines the size of the actuator is not a limiting factor. 
Therefore it is possible to use big size actuators and reproduce high amplitude tactile 
feedbacks. In this study, the tactile feedback is generated using an electro-dynamic 
exciter which allows reproducing movement amplitudes comparable to physical push-
buttons. Other advantages of the electro-dynamic exciter are the large frequency range 
and linear behavior.  

The aim of this study is the evaluation of different haptic and auditory feedback 
signal forms and characteristics regarding their suitability to the touch screen appli-
cations. If auditory and tactile modalities are combined, the resulting multimodal 
percept may be a weaker, stronger, or an altogether different percept, and of course it 
is also possible that one modality can be dominant over the overall assessment re-
lated to the physical/perceptual ability, the nature of the task, or personal preference 
[15]. Besides of unimodal evaluations, further aim of this study is to gain a better 
understanding of the interaction of auditory and tactile information. In order to 
achieve these aims, experiments with unimodal and multimodal stimulus presenta-
tions were conducted and, especially, the effects of the perceptual discrepancy be-
tween the auditory and the tactile sensory modalities on the multi-sensory judgments 
were investigated. 

2   Experiments 

The first experiment is conducted to investigate the usability of tactile feedback. 
Different signal forms and characteristics are evaluated. The aim of the second 
experiment is to investigate the usability of the auditory feedback for touch screen 
applications. The third experiment is conducted to investigate audiotactile 
interaction effects.  
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2.1   Tactile Feedback Design for Touch Screens 

2.1.1   Subjects 
Six subjects, three male and three female, aged between 20 and 28 years, participated 
in this experiment. The subjects were undergraduate students and voluntarily partici-
pated in this study. All subjects were right handed and they used their right hand for 
the experiment. All subjects had self-reported normal hearing. 

2.1.2   Experimental Set-Up 
In this paper a touch sensitive system is presented that reproduces event triggered 
audiotactile feedback. The tactile component is generated using an electro-dynamic 
exciter, which is mounted behind a touch screen. The surface of the panel is divided 
into 6 virtual buttons. The experimental setup and the layout are shown in Figure 1. 

 

 
  

 

                            a)                                                                         b) 

Fig. 1. a) The experimental setup: Touch sensitive system with electro-dynamic exciter  
b) Interface printed on the touch screen, it is divided into 6 virtual buttons (2 rows, 3 virtual 
buttons for each row)  

2.1.3   Stimuli and Procedure 
The goal of this experiment is to evaluate different tactile feedback forms regarding 
their suitability for touch screens, while pressing a virtual button on a panel. Five 
different stimuli, which can be seen in Figure 2 are selected (duration = 0.05 s each): 
sin, triangle, square, sin2 and 50 Hz sinusoidal signal. The stimuli amplitude corre-
sponds to the perpendicular displacement of the surface. Positive amplitude means 
movement towards the subject. The signal forms; sin, triangle, square and sin2 show 
big similarity with the physical push-button feedback. Therefore 50 Hz sinusoidal 
signal, which doesn’t show similarity with the physical push-button feedback, is addi-
tionally tested. The maximum amplitude of the stimuli is 4 mm. The tactile stimulus 
sin 50 Hz has an amplitude of 0.5 mm. 

For the evaluation experiment, a dialing-numbers task is used. The participants 
are asked to dial 16 numbers displayed on an extra screen as fast and accurately as 
they can. The execution time and the errors during the task were measured. For 
each participant, the task is repeated 6 times. During each task the tactile feedback  
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Fig. 2. Five different stimuli evaluated in this study. Length each = 0.05 s. 

(5 stimuli used in the first experiment and 1 without any feedback) is the same for 
all 6 virtual buttons, but varies between different tasks. 

After each task the participants were asked to evaluate the overall quality of the 
feedback, the suitability for confirmation and the comfort on a quasi continuous scale 
from “-5 (bad)” to “5 (good)”. It was also possible to write down comments. The 
order of the stimuli was balanced between different participants. 

2.1.4   Results 
The performance of the subjects in terms of completion time and error rate of the 
dialing-numbers task is shown in Table 1. The difference between different feedback 
stimuli and none-feedback is significant for the number of errors and not significant in 
completion time. The number of errors of none-feedback is significantly larger than 
that of the other 5 kinds of feedback (Figure 3). The number of errors of sin feedback 
is significantly larger than that of sawtooth feedback. 

Table 1. Performance for different tactile feedbacks showing mean values and standard  
deviations  

 sin triangle sawtooth sin ^2 sin 50 Hz none F p η 
time to 
complete 
the dialing 
task in s 

42.2±4.9 46.0±3.8 47.0±15.48 50.5±14.1 41.4±5.4 44.5±9.5 0.598 0.702 0.107 

number of 
errors 1.0±1.1 1.3±1.5 0.2±0.4 1.3±1.7 0.9±0.7 4.5±2.5 8.030 0.000 0.616 

  
 

To analyze the data of the evaluation part of the experiment (dialing-numbers task) 
ANOVA repeated measures were used. The results for the subjective valuation are 
shown in Table 2. Difference between different feedback stimuli and none-feedback 
is significant for overall quality and suitability for confirmation and almost significant 
for comfort of feedback. 

Pairwise comparisons shows that the overall quality of none-feedback is signifi-
cantly worse than that of the other five kinds of feedback, while they have no 
significant difference between themselves.  

2.2   Auditory Feedback Design for Touch Screens 

In this part of the study the touch sensitive system is used to reproduce event triggered 
audio feedback. Subjects and procedure were the same as in the first experiment. 
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Fig. 3. Number of errors 

Table 2.  Perceptual quality ratings for different tactile feedbacks showing mean values and 
standard deviations 
 

 sin triangle sawtooth sin ^2 sin 50Hz none F p η 
overall 
quality 2.5±1.52 2.2±1.47 2.7±2.25 2.3±1.6 2.5±0.9 -3.3±1.4 14.078 0.000 0.738 

suitability for 
confirmation 2.5±1.64 2.5±1.64 2.8±1.60 2.2±1.8 2.5±1.4 -4.7±0.5 31.316 0.000 0.862 

comfort of 
feedback 3.2±1.72 2.5±1.05 3.8±0.98 2.2±1.3 3.0±0.9 -1.3±3.6 4.382 0.051 0.467 

 

Stimuli  
The goal of this experiment is to evaluate different auditory feedback forms regarding 
their suitability for touch screens. Six different stimuli, which can be seen in Figure  4 
are selected (duration = 0.05 s each).  

Signal a, c and e are classical button sounds which have different frequency spectra 
and decay times. Particularly signal d has strong components at lower frequencies. 
Signal c has a broad band frequency spectrum with very short decay time. Signal a 
has some high frequency components. Signal b has a complex time sequence which is 
not common for classical push-button sounds. Signal d and f are DTMF (Dual-tone 
multi frequency) tones six and four which doesn’t show any similarity with classical 
push-button sounds. The sound pressure level for all stimuli was 56 dB(A). 

Results 
The performance of the subjects in terms of completion time and error rate of the 
dialing-numbers task is shown in Table 3. The difference between different feedback 
stimuli is not significant for the number of errors and not significant in completion  
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Fig. 4. Time sequences (above) and spectrograms (bottom) of six auditory stimuli. The color 
indicates the sound pressure level (yellow color: high sound pressure level, black color: low 
sound pressure level). 

Table 3. Performance for different auditory stimuli (a,b,c,d,e and f) showing mean values and 
standard deviations  

 a b c d e f F p η 
time to 
complete 
the dialing 
task in s 

45.0±3.4 44.6±3.9 47.4±2.6 47.4±3.9 48.9±3.9 44.2±4.3 6.598 0.651 0.607 

number of 
errors 2.3±1.1 1.3±1.3 3.7±1.8 3.2±2.2 2.8±1.3 1.2±1.1 4.126 0.053 0.116 

  

time. The number of errors for signals b and f are smaller than signals c,d,e and a. The  
reason can be that signals b and f are not typical button sounds. Particularly signal b 
has a characteristic time sequence.  

To analyze the data of the evaluation part of the experiment (dialing-numbers task) 
ANOVA repeated measures were used. The results for the subjective valuation are 
shown in Table 4. The overall quality judgments seem very similar for different signal 
forms. Only signal c has a lower value than the others.  

If tactile feedback only and auditory feedback only conditions are compared, it can 
be seen that The number of errors for auditory feedback alone conditions are larger  
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Table 4. Perceptual quality ratings for different auditory feedbacks showing mean values and 
standard deviations 
 

 a b c d e f F p η 
overall quality 2.9±0.7 2.8±1.1 1.5±2.6 2.6±1.3 2.8±0.9 3±1.3 16.103 0.000 0.766 

suitability for 
confirmation 0.7±2.0 1.3±2.2 0.1±2.9 0.8±2.9 0.7±2.6 0.8±2.6 15.002 0.000 0.754 

comfort of 
feedback 2.1±1.2 1.9±1.2 0.5±2.1 1.3±1.4 1.4±2.6 2.1±1.5 3.025 0.047 0.333 

  

than for tactile feedback alone conditions. But the difference in the completion time 
between auditory and tactile signals is very small. The results show that there is not a 
big difference between overall quality judgments for auditory and tactile signals. 
However the suitability ratings for confirmation differ significantly between auditory 
and tactile signals. The tactile signals were evaluated more suitable for confirmation 
feedback.    

2.3   Audiotactile Interaction 

In this part of the study the touch sensitive system is used to reproduce event triggered 
audiotactile feedback. Subjects and procedure were the same as in the first and second 
experiment. 

2.3.1   Stimuli  
In this part of the study, two different tactile stimuli; sin2 and sin 50 Hz, are presented 
with different audio signals; signal a, b, c, d, e and f. The combined auditory with the 
tactile stimulus sin2 is called audiotactile 1 and the combined auditory with the tactile 
stimulus sin 50 Hz is called audiotactile 2.  

2.3.2   Results 
There is not a significant or important interaction effect regarding completion time 
and number of errors. The suitability for confirmation, the comfort ratings and the 
overall quality for audiotactile feedbacks are given in Table 5, 6, 7 and in Figure 5. 
The results of the audio only condition from the previous experiment are also given in 
the same tables for comparison. 

The results show that if auditory signal is combined with the tactile signals, the tac-
tile signal can alter the audio only ratings and almost all ratings increases. Particularly 
this effect is clearly observable for the ratings of the confirmation suitability  
 
Table 5. Confirmation suitability ratings for different auditory and audiotactile feedbacks 
showing mean values and standard deviations (Reference: The rating of the tactile stimulus sin2 
alone was 2.17±1.83 and the rating of the tactile stimulus sin 50 Hz alone was 2.5±1.5) 

 a b c d e f 
only sound 0.7±1.9 1.3±2.2 0.1±2.9 0.8±2.9 0.7±2.6 0.8±2.6 

audiotact. 1 
(Tactile signal is sin2) 2.9±0.7 3.2±1.2 2.2±1.9 2.7±1.2 3.2±1.9 1.7±1.3 

audiotact. 2 
(tactile signal is sin 50 Hz) 3.5±0.8 2.4±1.8 2.1±1.0 3.4±1.3 2.0±1.6 2.9±1.7 
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Table 6.  Comfort ratings for different auditory and audiotactile feedbacks showing mean 
values and standard deviations. (Reference: The rating of the tactile stimulus sin2 alone was 
2.2±1.3 and the rating of the tactile stimulus sin 50 Hz alone was 3.0±0.9). 
 

 a b c d e f 
only sound 2.0±1.2 1.9±1.2 0.5±2.1 1.3±1.4 1.4±2.6 2.1±1.5 

audiotact. 1 
(Tactile signal is sin2) 3.4±0.6 2.9±1.0 1.9±2.1 2.7±1.1 1.9±1.8 3.4±1.1 

audiotact. 2 
(tactile signal is sin 50 Hz) 2.8±0.6 2.6±0.7 1.9±2.6 2.8±0.7 1.7±1.3 2.5±1.5 

  
 

Table 7. Overall quality ratings for different auditory and audiotactile feedbacks showing 
mean values and standard deviations. (Reference: The rating of the tactile stimulus sin2 alone 
was 2.3±1.6 and the rating of the tactile stimulus sin 50 Hz alone was 2.5±0.9). 

 
 a b c d e f 

only sound 2.9±0.7 2.8±1.1 1.5±2.6 2.6±1.3 2.8±0.9 3±1.3 

audiotact. 1 
(Tactile signal is sin2) 3.2±1.9 3.1±2.2 2.0±2.9 2.8±2.9 3.0±2.6 3.5±2.6 

audiotact. 2 
(tactile signal is sin 50 Hz) 3.2±1.2 2.8±1.2 2.2±2.1 2.5±1.4 2.5±2.6 2.5±1.5 

  
 

(Fig. 5). This tendency is also observed for comfort ratings, but also for overall qual-
ity ratings as a smaller effect. The tactile stimulus sin 50 Hz gives particularly very 
good confirmation suitability ratings, if it is combined with auditory  signals a, d or f 
which have high frequency components.    
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Fig. 5. Confirmation suitability ratings for audio only and auditoctile feedback conditions 



144 M.E. Altinsoy and S. Merchel 

3   General Discussion and Conclusions 

The results of this study show the advantage of tactile feedback in both perceptual 
quality and error rate for a number-dialing task compared to no feedback. The results 
indicate that completion time may not be a very good way to measure performance. 
Similar effects are also observed for the auditory feedback. Auditory and tactile feed-
backs in touch screens make user experiences more satisfying than no feedback. The 
results of the audiotactile experiments show that if both modalities are combined, 
there are synergy effects. The tactile signal can improve the audio only ratings and 
almost all ratings get better.  

In this study, the number of participants is small. Thus further experiments are 
necessary to investigate those hypotheses. Some further experiments are planned with 
higher amount of stimulus variety.  
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Abstract. This paper is an evaluation of full body interactive games using Krof-
lič’s and Laban’s framework of Body, Space, Time and Relationship. An ex-
periment with 8 participants playing 10 games for 20 minutes was conducted 
and recorded to digital video. Body, Space and Time elements have been meas-
ured using observation, motion tracking and Quantity of Motion (QoM). The re-
sults from the experiment informed the designer about the participants’ physical 
experience through the analysis of postures used in each game, the quality of 
the movement, the body parts used in the interaction, the playing area, the direc-
tion of movement, direction of gaze, tempo, dynamics and QoM. The experi-
ment informed the designer about important issues of the user’s physical 
experience and proved that the method can provide useful information in the 
development and evaluation of full body interactive games. The theoretical 
work of Laban and Kroflič also proved useful for interaction and games design 
in the transition from desktop to full body interactive games. 

1   Introduction 

Although the start of full body interaction games goes back to the 1970s with 
Krueger’s work in VideoPlace (Krueger, 2001), the design of full body interactive 
games is a new research and design area. Evaluation is complex, as the coordination 
of mental and physical skills is required for successful playing. Different methods, 
based mainly on the observation and written output have been used, while 
visualisations of human movement (ie. tracking) have been used in the analysis of 
sports and dance.  

One of the first evaluation frameworks (Warren, 2003) was trying to answer how 
successfully the gamelets (i.e. sub elements of the games) incorporate the five impor-
tant advantages of using computer vision over more traditional interfaces in video 
games which are Athleticism, Expressivity, Whole Body, Vocabulary of Action and 
Playability. Labanotation has been used in the interaction design context to evaluate 
Eyetoy Sony PlayStation (Sony Corporation, 2005), games (Loke, Larssen, 
Robertson, & Edwards, 2007), and it provided a valuable foundation for the design of 
movement-based interaction. Full-body interaction challenges for successful playing 
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of Kick Ass Kung-fu (Höysniemi & Hämäläinen, 2005) requires (1) Locomotor skills, 
(2) Nonlocomotor skills, (3) Manipulative skills, (4) Movement awareness, (5) Body 
awareness, (6) Spatial awareness, (7) Focusing attention, (8) Observing visual feed-
back, and (9) Ability to remap movements. The above mentioned games have used 
different approaches, and their pioneering work is extremely valuable. It addresses 
issues of interaction and games design, such as the relation between the user 
movement and the games element on the screen. However, it does not analyse the 
user’s physical experience.  

Sports and health sciences and dance, on the other hand, have a great tradition of 
analysing human physical activity. Sports science analyses the performance of an 
individual player and a team. In professional sports this includes analysis of biome-
chanics, physiology, motor skills, game tactics, techniques and behaviour. Software 
such as Simi Motion (SIMI Reality Motion Systems GmbH, 2004) uses computer 
vision algorithms that perform motion analysis. Software Simi Scout (SIMI Reality 
Motion Systems GmbH, 2008) tracks the distance each player covers during a game. 
Speed and directions of movement, strokes and/or hits can also be measured. Lucent-
Vision system (Pingali, Opalach, Jean, & Carlbom, 2001) tracks the motion trajectory 
of a tennis player. Data are visualized for further analysis with heat and coverage 
maps, speed charts, 3D images and animation, still and sequential imaging and more 
conventional graphs. Health experts are interested in what effect the full body and 
other physically interactive games have in respect of spiroergometry, heart rate and 
the whole body kinematics (Böhm, Hartmann, & Böhm, 2008). 

In dance, Labanotation is a system of recording movement, and Laban Movement 
Analysis has been developed to analyse the movement. Originally devised by Rudolf 
Laban in the 1920’s (Kroflič, 1992), it continues to be used in fields traditionally 
associated with the physical body, such as dance choreography, physical therapy and 
drama. Kroflič (Kroflič, 1992) based her own framework of Time, Body, Space and 
Relationship on Laban’s work. The last category indicates that all categories are 
closely linked-up. In the EyesWeb (InfoMus Lab, 2008) project (Castellano, Bresin, 
Camurri, & Volpe, 2007), two expressive motion cues were considered: the Quantity 
of Motion (QoM), and the Contraction Index (CI). Both cues are global indicators of 
human movement; QoM is correlated with the user’s energy, and CI with the space 
occupied by the user. 

2   Materials and Methods 

The Ambient Interactive Storybook (AIS) is an interactive storybook for an immer-
sive environment, equipped with a web cam, a large visual display, and a PC using 
low level computer vision algorithms, such as detecting mass center and motion de-
tection to measure the amount of motion. In AIS users spontaneously discover a story 
and characters, play games, solve problems, and express and reflect about their aes-
thetic experience with their body. The user experience is similar to Sony PlayStation’s 
Eyetoy (Sony Corporation, 2005) games, but is targeting younger children. In ten full 
body interactive games (Koštomaj & Boh, 2009a), music sets the mood, but also 
influences the tempo of playing, as a higher music tempo usually requires from the 
user to move quicker and is therefore more physically demanding. Games are based 
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on popular children’s edutainment genres such as racing, matching, memory, catching 
and shooting, but are obviously adapted to the situation when the user sees him/her 
self on the screen. 

Movement in AIS and in other full body interactive games differs from the move-
ment in dance, physical therapy and drama, as it is based on open skills in an unpre-
dictable environment. Even in a highly improvised dance one moves according to a 
plan (i.e. choreography), while in the AIS’s full body interactive games it is the ran-
domness of the game’s elements that determines movement, which is therefore freer 
and less predictable. In this respect the movement is somehow similar to the move-
ment in sports games. A good example is a basketball game, where there are many 
relationships between the players, space and the next action of a player, and the game 
is highly unpredictable.  

Methods and participants - The experiment was conducted in Museum of Recent 
History, Celje, Slovenia in January 2008 with 8 participants aged between 5 and 13 
years, and body height between 116 cm – 178 cm (Table 1:). Each participant played 
10 games, 20 minutes each. The experiment was recorded with 2 video cameras. 

3   Research Design 

As no directly applicable research framework was found in previous works on sports 
and health sciences, Laban’s and Kroflič’s framework was used for the evaluation of 
the experiments. Before the start it was not clear what type of movement the observ-
ers could expect, therefore an open framework seemed to be the most appropriate. 

Previous experiments using Laban’s framework noted that it takes time to master 
Labanotation (Loke, Larssen, Robertson, & Edwards, 2007), but it “is a potentially 
useful tool to support the design of movement-based interaction”. However, Labano-
tation was not used. Research was based on Laban’s and Kroflic’s framework with 
the research methods and strategies that are commonly used in games and interaction 
design (e.g. observations), as well as in sports science and dance (trajectory tracking, 
motion analysis, energy consumption, etc.).  

In Laban Movement Analysis the Body category describes structural and physi-
cal characteristics of the human body while moving. This category is responsible for 
describing which body parts are moving, which parts are connected, which parts are 
influenced by others, and general statements about the body organisation. This area in 
sports science covers biomechanics with motion analysis and to some extent also the 
motor skills tests and physiology. According to the Laban Movement Analysis, the 
Space category identifies (1) kinesphere, which is the area that the body is moving 
within, and how the mover is paying attention to it; (2) Spatial Intention, the direc-
tions or points in space that the mover is identifying or using; (3) Geometrical obser-
vations of where the movement is being done, in terms of emphasis of directions, 
places in space, planar movement, etc. In the sports science research, one would con-
duct an analysis of the player position during the game, area covered, direction and 
speed of the movement, etc. The category Time covers Effort, or what Laban some-
times describes as dynamics, and what Labanotation calls “Length of time it takes to 
do the movement” (Kroflič, 1992). Sports and health science covers energy consump-
tion through an endurance test using spiroergometry and monitoring the heart rate. 
The category Relationship indicates that all categories are closely linked-up and does 
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not include any measurements. A good example is a measurement of energy con-
sumption, which is strongly correlated with time and the area covered by a player. 

3.1   Research Questions 

The observations during the experiments focussed on the following research ques-
tions: 

Body category: how many different postures a player uses during a game, what 
kind of a movement a player uses, how a player interacts with different parts of 
his/her body, how a player manipulates the body.  

Space category: how much space a player needs during a game, in which direc-
tions a player moves, and what is the player’s direction of gaze. 

Time category: how a player responds to a certain dynamics and tempo of the 
game, and how much physical effort a player invests in the game.  

3.2   Research Instruments 

We found that using Laban’s Kroflič’s framework helps a designer to see a bigger 
picture of what needs to be analysed in the games. The research instruments, princi-
ples and methods were applied from both sports science, such as heat maps and  cov-
erage maps, and the dance, such as QoM and CI. 

In the category Body, whole body kinematics or biomechanical measurements 
were not available for this experiment. A heat map was considered for the category 
body parts, but proved unreliable. 

1. The number of postures used in a game. Each video was analysed, and the 
number of postures participants used in each game (i.e. standing, moving, lying, 
kneeling, running, crouching) was recorded. 

2. Quality of the movement. Each video was analysed, and the observer gave a 
qualitative appraisal on the basis of how many different types of movement (i.e. 
standing, jumping, running, walking, bending, waving, crawling...) a participant used 
during the game.  

3. Body parts used in a game. In the analysis of each video, the use of the partici-
pant’s body parts was recorded in interaction with the game (i.e. trunk, legs, hips, 
arms and head). 

In the category Space, a coverage map (Pingali, Opalach, Jean, & Carlbom, 2001) 
was chosen instead of the Contraction Index (Castellano, Bresin, Camurri, & Volpe, 
2007), because it provided better and more accurate details. Direction of the move-
ment answers to what Laban calls the spatial intentions and geometrical observations, 
and is a simplified version of the visualisation of routes (SIMI Reality Motion 
Systems GmbH, 2008). Gaze somehow complements the direction of movement, and 
was included in the analysis to find out whether a game required constant gaze toward 
the screen, or whether utilised sound and storytelling as a base for gameplay. 

1. Size of playing area. Participant’s left leg from the video (Image 1:) was 
tracked in each game to determine the size of the playing area. 

2. Direction of the movement. Video and visualisations of tracking participant’s 
left leg (Image 1:) were analysed to determine how many spatial lines (i.e. left and 
right, forward and backwards, circular, diagonal and standing) a participant used. 
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3. Gaze. Video was analysed to determine the ratio between the time a participant 
looked toward the screen, or when his/her gaze was turned away from it. 

In the category Time, the tempo is defined as a speed of movement, and the dy-
namics as a rate of change in the speed of the movement. For example, the sprint is a 
high tempo game, and the long distance run a low tempo game. Although sprint has a 
high tempo, it also has a low level of dynamics, as the speed does not change greatly 
during the race. Basketball, on the other hand, is a game with a high level of dynam-
ics, as the speed of playing tempo varies a lot. To measure a player’s effort, 
equipment for spiroergometry (Böhm, Hartmann, & Böhm, 2008) was not available, 
therefore QoM (Camurri, Lagerlof, & Volpe, 2003) was used instead.  

1. Tempo. Each video was analysed, and the observer gave a qualitative appraisal 
of the participant’s tempo in each game.  

2. Dynamics. Based on the video analysis, the observer gave a qualitative appraisal 
of the participant’s dynamics in each game. 

3. QoM. Each video was analysed using the Quantity of Motion (QoM) patch in 
the EyesWeb software (Camurri, Lagerlof, & Volpe, 2003). A mean for QoM for each 
participant’s game was calculated. 

4   Results with Discussion 

4.1   General Observations from the Experiment  

For successful playing, coordination of the child’s physical and mental skills was 
required. All children were excited by the experience, and had put a lot of physical 
and mental effort into the 20-minute experience. They were deeply immersed into the 
story, into physical activities and the game environment, despite being watched and 
observed in a public space. Visual immersion was important, as it was exciting for the 
participants to see themselves on the screen while playing. Only the youngest partici-
pant (Participant H - Table 1) had a slow start and he needed more than one game to 
warm up, and fully understand and enjoy the experience. He had no previous experi-
ence of attending a sports or dance club, and only a limited experience of computers, 
unlike the majority of participants had. In developing a strategy for successful play-
ing, participants used their previous knowledge and experiences of playing similar 
desktop computer games, and physical experience of exercising, sport, and/or dance. 
Children who were members of an athletics club would prefer to run; those who were 
in a basketball club would run forward and backward facing the screen all the time, 
while those from the dance club had used more expressive movement. 

4.1.1   Body (Analysis of the Postures, Movement and Parts of the Body) 
Analysis of the postures showed that participant’s starting posture was standing. 
According to the tempo and the dynamics of the game, a participant used other pos-
tures, such as running, lying, kneeling, crouching, and others. Participants used more 
postures in games with a higher level of dynamics. 

Analysis of the movement showed that in order to successfully interact with digi-
tal objects participants used movements such as: walking, running, jumping, bending, 
dancing, mimicking, drumming, rollerblading, hitting, crawling and standing still. 
More diverse movement was noted in games with a higher level of dynamics.  
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Using analysis by (Höysniemi & Hämäläinen, 2005) the following physical skills 
were identified: (1) locomotor skills (i.e. moving left and right to control avatars or 
objects, moving forward and backwards to reach the objects, moving forward to ap-
proach the camera or to readjust balance), (2) non-locomotor skills, such as speed (i.e. 
moving quickly to reach digital objects), balance (i.e. keeping balance after moving 
quickly), flexibility (i.e. bending to control an object), precision (i.e. patiently control-
ling objects), (3) manipulative skills (i.e. using limbs to control objects), (4) move-
ment awareness (i.e. responding to the change of a digital object on the screen with a 
movement), (5) body awareness (i.e. knowledge of the position of the body and the 
digital objects), (6) focusing attention (i.e. distinguishing own image from digital 
objects), (7) observing visual and audio feedback (i.e. planing the next step). 

Analysis of parts of the body used for interaction showed that most of the inter-
action was done with the body, less with arms, legs and head. Participants used more 
parts of the body in games with a higher level of dynamics. Specific interaction was 
noted when the story suggested a certain movement (e.g. to mimic a character or 
catch a star with the hand). A similar motion was noted by (D'Hooge & Goldsmith, 
2001), who stated that ‘When you see bubbles floating around you, your normal reac-
tion is to pop the bubbles with your hands’.  

In the category Body, not only the dynamics of the game influenced the move-
ment, but also the rules of the game (e.g. to swim the river while avoiding all objects, 
or to catch certain objects), the interaction between the body and digital objects (e.g. 
to control the avatar left and right, slower or faster), the narrative component of the 
user interface (e.g. story and instructions that asked a participant to move in a certain 
way), the rhythm of the music, as a higher tempo required from participants to move 
faster, the visual feedback on the screen (i.e. a participant could see a projected image 
of himself/herself only within a limited distance on the left and right), and the physi-
cal space (i.e. size, lightning conditions and quality). 

In this category the evaluation results helped  the designer to understand how a par-
ticular full body interactive game, game genre or interaction offers an opportunity to 
induce a certain movement, such as smaller movements using genres that require 
patience, or expressive movements using storytelling. 

4.1.2   Space (Analysis of the Playing Area, Directions of Movement and Gaze) 
Analysis of the playing area was done by combining visualisations (Figure 1:) from 
different games by the same participant and from different participants of the same 
game. The results showed that games with a higher level of tempo and dynamics and 
a higher level of QoM required more space. Participants also used more space in 
games in which they did not look at the screen (i.e. gaze) for most of the playing time, 
as this allowed them to play out of the display boundaries. 

Analysis of the direction of the movement showed that most of the movement 
was done in a left - right direction. Some intentional movement forward - backward 
was also noticed (i.e. in mimicking characters) and some unintentional movement 
forward - backward (i.e. when readjusting position after a participant lost balance in a 
game with a high level of dynamics). Some participants realized that if they moved 
closer to the camera, it was somehow easier to play. Participants used more directions 
in games with a higher tempo and in games where the rules did not require them to 
watch the screen most of time. 
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Analysis of the gaze pointed out that the participants observed the action on the 
screen most of the time. During the games with less strict rules and which did not 
require constant focusing on the screen, participants left the screen, used more space 
and moved in different directions, including in circles and diagonally.  

Results of the Space category showed that the physical space is an important part 
of physical activity, as the size of playing area, objects (e.g. furniture), quality of 
floors (e.g. it is easier and safer to move on wooden floors) and lighting conditions in 
the space (e.g. light improves playing space) influenced the user’s experience.  

These results also informed the designer about the required size of the playing area. 
In Figure 2: all visualisations from game 9 were combined. An average distance for 
each participant in the game was established, as presented in Table 1:.  

Table 1. An average distance from the screen in game 9 and participant’s characteristics: sex 
(m for male, f for female), age, and body height 

Participant A f B f C f D f E m F m G m H m 
Age (years) 14  11  9  8  8  6  8  5  
Body height (cm) 178  149  140  135  135  116  131  125  
Distance  (cm) 430  400  350  290  250  240  230  200  

 

 

 
Fig. 1. Tracking participant’s left leg and 
determining the playing area 

Fig. 2. Comparing participants’ movement and 
body height in game 9 

 
Left - right was the dominant direction of the movement in the experiment. Such 

movement was also observed in most of the previous full body interactive games that 
used low level computer vision algorithms, such as Me2Cam (D'Hooge & Goldsmith, 
2001), Sony Eyetoy (Loke, Larssen, Robertson, & Edwards, 2007) and QuiQui's 
Giant Bounce (Höysniemi, Hämäläinen, & Turkki, 2004). Left-right dominant 
movement was used by the authors in the design of educational full body interactive 
games, where players learned by making connections between the position of their 
body and the position of the digital objects in the direction left - right on the screen 
(Koštomaj & Boh, 2009b). 
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Fig. 3. Comparing participants’ height and distance from the camera 

As most of the computer games require constant focus on the screen, one of the in-
teresting findings of this experiment was that games with less strict rules did not re-
quire the participants to watch the screen all the time. When they turned away, they 
could explore the playing area outside the screen, and therefore used more space, 
making the playing area bigger.  

In the category Space, the main challenge for the designer is to create the environ-
ment, and to maximize the space as much as possible, to allow the physical activities 
that require more space (e.g. running, jumping).  

4.1.3   Time (Tempo, Dynamics and QoM) 
Analysis of the dynamics showed that a higher level of dynamics was noticed in the 
racing and catching genres, while lower levels of dynamics occurred in the matching 
and memory games and in games that required repetitive movements. In games with a 
higher level of dynamics, a participant used more postures, movement was more 
diverse, and more space was used. Sometimes a participant moved quickly, waited a 
couple of seconds, and then moved again. 

Analysis of the tempo showed a higher tempo in games where a motion detection 
was used to define the speed of the game. A high level of tempo was also found in the 
catching game. In the high tempo games participants used more of the playing area. 

Analysis of the QoM. A high value of QoM was found in games where the tempo 
of the game required a lot of movement with the whole body and where the partici-
pants used more space, moving in different directions. Low value of QoM was found 
in games where the participants did not observe the action on the screen all the time. 
In such games many had left the screen for some seconds and in that time the value of 
QoM was zero. Low value of QoM was also found in games that took a longer time to 
finish; in such cases participants put in less effort. A correlation between the energy 
consumption and QoM has been found (Camurri, Mazzarino, & Volpi, 2003). 
However, the results from the experiment indicated that QoM demonstrates a partici-
pant’s physical effort, not his/her energy consumption. More work needs to be done in 
this area to establish a correlation between QoM and scientific measurements of en-
ergy consumption. 



 Evaluation of User’s Physical Experience in Full Body Interactive Games 153 

Many early commercial full body interactive games for Sony Eyetoy had a high 
tempo. Players had a high energy consumption, which resulted in exhaustion and a 
negative user experience. Most game genres trigger a competitive side in the player; if 
the player wants to achieve a better score, he/she needs to make a greater physical 
effort. An interesting approach was used in ‘Ere Be Dragons (Active Ingredient, 
2007), where a heart beat monitor was introduced, which allowed playing the game 
only when the player’s rate was inside the healthy heart rates. In our experiment, 
slowing down was achieved by introducing a physical activity which required accu-
racy, smaller and finer motor skills; by manipulating motion detection algorithms to 
use their values for the speed of the elements in the game; by using music with lower 
tempo; by using genres such as memory or matching; and by making digital objects 
smaller or less visible.    

The category Time informed the designer about how to use the length, tempo and 
dynamics of the game, with game elements such as music, gameplay, genres, to 
manipulate the participant’s effort.  

5   Conclusions 

This research has been designed for better understanding on how to design a user’s 
physical experience in full body interactive games. In the evaluation, elements impor-
tant for the designer have been derived from Kroflič’s and Laban’s framework Body, 
Space, Time and Relationship, supported by sport science measurements. Findings 
from the experiment were not only useful in identifying the elements of the user’s 
physical experience in full body interactive games, but also helped the designer un-
derstand correlations between the measurements.  

A summary of results shows that:  
(1) The diversity of the movement is defined by the dynamics and rules of the 

game, interaction between the body and digital objects, narrative component, rhythm 
of the music, visual feedback on the screen, and the physical space.  

(2) Physical space is an important part of physical activity, as the size of playing 
area, objects, quality of floors and lighting conditions in the space influence the user’s 
experience.  

(3) The suggested width for the playing area is 4.50 m in depth (from the screen) 
and 5.50 m in width.  

(4) The playing area can be bigger if games do not require a constant gaze directed 
to the screen. In such games audio and other haptic interfaces can play important role. 

(5) The EyesWeb’s QoM patch can be used for measuring participant’s physical 
effort, but not energy consumption. 

(6) Tempo and dynamics can manipulate user’s physical effort by introducing 
movement that requires smaller and finer motor skills; by manipulating motion detec-
tion algorithms, by using music with lower tempo; by using suitable genres and by 
making digital objects less visible.  

Studying Laban’s work proved to be useful for informing interaction and games 
designers about issues important to the human body and human motion, and for mak-
ing the transition towards the full body interactive games smoother. This knowledge 
has also opened the communication channels to experts in the fields of drama, dance 
and sports. The results will be used in further theoretical work to establish the 
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components of user experience in full body interactive games and in further develop-
ments of educational and edutainment full body interactive games and stories. 
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Abstract. Through the use of built-in accelerometers a game-software for re-
cent generation MacBooks allows control of a scenario of virtual moving objects
by tilting the computer. Together with integrated visual and continuous auditory
feedback from models based on physical principles the software forms a possible
platform for online collection of psychophysical data.

1 Background and Motivation

The last decades have seen an increasing number of studies concerned with auditory
perception of physical–ecological information (such as material [4][11] or size [1]).
Most such works deal with discrete sets of information perceived in discrete auditory
events, while the roll of continuous sonic feedback in as well continuous gestural hu-
man interaction with physical artefacts — despite its prominence in the “real” everyday
world — has received less attention so far.

One example for the latter case is given by work conducted at an experimental tan-
gible audio-visual interface, “Ballancer” [8], with central focus on continuous, seam-
less auditory perception of information of velocity of a virtual rolling ball. In short, in
experiments at the Ballancer test subjects’ performance in a target reaching task has
improved under the presence of different types of continuous auditory feedback [9]. An
important element of these studies and interface is a sound synthesis algorithm based
on physical description of scenarios of contacting solid objects [6]. By using this sound
model, apart from velocity information several other physical/ecological attributes may
be expressed through sound feedback, such as the weight and diameter of the virtual
ball, the roughness (or in general: structure) of the contacting surfaces, the resonance
behavior of the supporting plane, which is mainly influenced by its material, and the
hardness/elasticity of the rolling object (again a material property).

Tendentially such physical properties are most often and reliably perceived through
the tactile channel (by touching the involved objects) but the sound emitted at con-
tact such as rolling may also be an important cue (compare also e.g. [5]). In partic-
ular, the possiblity to support limited, or compensate for missing, tactile information
through sound — in the line of thinking of sensory substitution — may be attractive
for practical applications where possibilities of providing tactile feedback are restricted
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(e.g. for reasons of technology or display space). It is therefore one current motivation
of the authors to exploit the metaphor and techniques behind the Ballancer — balanced
rolling objects with continuous reactive auditory sound feedback — for examinations
of auditory perception of object and surface properties.

Another central idea behind the implementation described in this contribution consists
in gaining exeprimental data by means of a freely distributed game/demo-application
software: the authors’ works at the previous Ballancer interface showed that acquisition
of human control movement data of sufficient amount to allow for statistically significant
conclusions is a tedious task when relying on a laboratory environment. The wide distri-
bution of sensor hardware (such accelerometers) in many devices today might here offer
an attractive alternative. In the following we describe the main elements of a game/demo-
application-like software which will form the basis for future perceptual studies. A first
version of the application may be downloaded by now. It is the authors’ intention to dis-
cuss the possible potential of such an easily distributable experimental game-like plat-
form, share ideas and facilitate possibilties of collaboration.

2 Interface, Metaphor and Program Structure

As described, the intention behind the software presented in this contribution is to sup-
ply an easily distributable platform for psychophysical experiments, however appearing
with a possibly “game-like” character. A general challenge was therefore to combine
tangible access, a widespread underlying hardware platform, reactive continuous audi-
tory feedback, precise synchronization of in- and output in different sensory channels,
computational costs, and in particular the possibly conflicting aspects of experimental
focus vs. fun of use.

For gestural user input with possibly widespread tangible devices a convenient de-
cision is to rely on the use of accelerometers, as such sensors are today found in many
portable devices such as mobile phones (e.g. Apple iPhone, Nokia N95), the Nin-
tendo Wii game controllers and notebook computers. The presence of accelerometers
in portable computers generally serves the aim to protect harddrives rather than pur-
poses of gestural input so that no device-independant APIs for their use as input mode
are available. For the last generation Apple MacBooks however, data from the built-in
3-d accelerometers may be accessed in a relatively convenient way, across the differ-
ent models of these series (e.g. by using the open source “Unimotion” library). This
was one reason for us to choose this platform for our first implementation, along with
the facts of up-to-date computing power and graphical display facilities as well as a
good quality sound output and relatively low-latency (as compared to much of other
standard PC hardware) driver environment. Also, the implementation under Mac OS
X should facilitate porting of the code to the iPhone platform, as far as computational
power of this device will be sufficient for our realtime physics-based sound generation
algorithms. (Work in this direction has recently been launched.)

2.1 Game Concept

As to our game, continuous gestural control interaction and sound feedback is the main
focus. The accelerometer gives us the opportunity to determine the inclination of the
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Fig. 1. The orbits game being played on a MacBook

MacBook. In this manner it can be used as an input device for steering tasks in human-
machine interaction. One apparent scenario is to route an object on a plane or on a track.
Indeed, there are quite a few games where the user has to balance an object (mostly a
ball) in a maze-like virtual world1.

As already mentioned we want to establish a platform that facilitates psychomechan-
ical tests. In particular our application is geared towards sound feedback and gestural
control. We thus chose the scenario of objects tied to circular tracks moving under the
effects of gravity and friction. Tilting the tangible device causes a period of oscillation
around the equilibrium, until due to friction the objects eventually come to rest. Each
object can be steered to any place on the circle by performing adequate balancing move-
ments. The player can also make the object rotate in a circular manner on the track.

Thus sound feedback is the most important feature of our application and explo-
rations of the influence of diverse types of acoustic feedback on user experience and
human performance in control tasks is one central interest. The sound feedback is com-
puted based on physical considerations and put out as continuous realtime feedback of
the objects movement. In the current configuration we provide a number of differing
audio feedback basing upon two different algorithms: a rolling sound model and a slid-
ing sound model. The sound feedback can be varied depending on parameters like size
or mass of the object and resonance behaviour or surface profile of the underground.

In our first realization the scenario consists of two separate tracks with two indepen-
dently moving objects. Both circular tracks contain target areas, but the challenge does

1 For example common marble games like “Labyrinth” (iPhone), “Super Monkey Ball” (iPhone,
Wii), “Kororinpa” (Wii).
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Fig. 2. Screenshots of two visual elements of the orbits game

not consist in finding them since they are clearly visible and finding a path to reach
these areas is trivial; please compare figure 2.

Using two tracks not only supplies possibilities to create different tasks to accom-
plish for the user (as will be described below) but also enables us to present two different
types of continuous auditory feedback at the same time.

For the visual appearance of the moving objects in our game we chose as first ele-
ments the very simple cases shown in figure 2: a ball which is rolling on a circle and
a cylinder which is sliding on a circular rail. The object that we mainly use is the ball
(primarily because of our focus on rolling sound). Some other sounds (e.g. the sliding
sound) may seem unsuitable for the sonification of a ball’s movement, a supposition
that can be explored by means of the application. In this regard the sliding cylinders
can give an impression of the interdependency of auditive and visual perception (for
example by altering the objects but not the sound model or vice versa). Besides their
function to visually maintain (or contradict) auditory feedback the cylinders are also
useful to underline a stronger degree of friction.

As game logic and complexity was not our focus, we kept the game as simple as
possible in this regards, disclaiming usual methods of making games challenging: time
limits, an increasing number of tasks and goals to achieve. . . The principle task always
remains the same (under varying conditions): the player has to steer both objects (e.g.
two balls) into their target areas by tilting the MacBook. The task is fulfilled once both
balls are in their target areas at the same time. When the task is fulfilled the target areas
change their position and the game continues.

There are different strategies to reach the goal. Besides carefully balancing both
balls one obvious strategy is to let them roll more or less randomly in circles until
they by chance are in their target areas at the same time. By decreasing the size of the
target areas gradually (e.g. every time a task is fulfilled) the second strategy becomes
less effective and attentive careful balancing is necessary. On the other hand letting the
balls circulate at the track demands a movement pattern which is interesting as well.
Periodically tilting the MacBook in a rotatory manner and thus sustaining the velocity
of the ball is a steering movement that clearly differs from a balancing task. It is here
important to mention that objects react in different ways to inclinations due to different
friction parameters whereby, with some skill, it is possible to let only one ball circulate
and keep the other one fixed (more or less) at the same place. In contrast to balancing
the ball, letting it rotate is a dynamical, periodical process. The player may therefore
rely more on the dynamical information that he perceives aurally than on what can be
seen at the screen. In this respect the “resonance-like” behaviour of the balls movement
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at periodic circular acceleration plays a decisive role. Of course the player can visually
perceive in which way the ball reacts to a rotary tilting movement, but such kind of
continuous, dynamical information is one strength of the auditive perceptual channel
(compare e.g. [9]).

We finally thought about a way to force the player to perform balancing and “rotation
control” simultaneously and designed the following scenario as part of the game: the
size of the target area of one of two moving objects (on parallel circular tracks) is deter-
mined by the velocity of the second object. While the position of the target is constant
its size increases with the velocity of the object moving on the parallel track. Under
these conditions, in order to fulfill the task the ball that affects its neighbour’s target
size must move because a velocity of zero corresponds to a target size of zero. Letting
said object rotate is now not the only way to reach the task but clearly (depending of
course on the exact parameters of the coupling) the most obvious and the player is more
or less forced to apply the following strategy:

• The faster the circulating ball moves the bigger becomes the target area of the other
ball.

• If the ball with the varying target size reached it’s goal the player has to keep it
there.

• He would keep it there just for a moment, because the circulating ball frequently
passes through it’s goal.

In this scenario a rotary inclination of the device is a typical gesture the player performs
to play the game — a circumstance that certainly supports our current intention (and
work) of porting the application to a smaller, truly handheld device.

Altogether we have so far realized a number of instruments that may be combined: a
set of sound models, two visually different objects, friction parameters to make them also
“feel” different and targets that can vary in position and size (also velocity-dependent
target-size). Of course the point is not to arbitrarily combine those building blocks which
are all related to each other. A higher setting of the friction parameter will rather suit a
sliding sound and the cylinder visualisation, just as the ball visualisation naturally fits
the rolling sound. Under the aspect of creating a preferably convincing game one would
try to set a combination that is as realistic as possible whereas for psychoacoustical tests
it is also interesting to chose unintuitive (or even contradicting) combinations.

3 Technical Realisation / Example

We designed the game as a standalone application that should run on all laptops of the
MacBook/MacBookPro series. The native application programming interface (API) for
dealing with sound in Apple’s Mac OS X operating system is Core Audio [3]. The audio
processing of our program is implemented as a callback architecture with Core Audio2,
which means that Core Audio instructs our program to render audio output and write
it into a buffer that can be referenced by an assigned memory address. It is important

2 Here we use Core Audio’s “Audio Unit Framework”, a plug-in architecture that can be used
for effects and virtual instruments.
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to understand that we are not telling Core Audio to play back precasted audio samples,
instead of that we are continuously computing frames of audio output ourselves and
write them into an audio buffer.

Graphical rendering is done with OpenGL, a cross-platform API for computer graph-
ics. For scheduling of in- and graphical output cross-platform free library “GLUT” is
used. GLUT also supports callback driven event processing, which means that we also
have a callback function for video processing (besides the function for audio).

3.1 Scheduling

When the application is started it registeres itself as a client for audio (Core Audio)
and video processing (GLUT) and detects the motion sensor. All physicial simulation
is computed with audio rate.

Regarding the physics there are basically two tasks to perform: calculate the move-
ment of the object along the track and synthesise the sound. The rolling sound model
is predicated on physical considerations of the interaction between ball and surface.
Besides the macroscopic movement of the ball that can be seen there is a microscopic
behaviour that can only be heard, both must be computed. One approach (actually the
most common, in combination with sample-based audio) would be to use a physics en-
gine for the calculation of the ball’s macroscopic movement with a defined temporal
resolution and synthesise audio feedback on the basis of the result. In this case the qual-
ity of the feedback would strongly depend on the update rate of the used physics engine.
The opposite approach would be to unify macroscopic and microscopic movement in
one model to obtain both as the output of the same algorithm, which would make move-
ment and sound much more coherent but on the other hand is also much more difficult
to achieve. In our simulation we chose a method which is a compromise of these two
solutions. We make use of two separate models but both are always calculated in par-
allel within the same cycle of the audio processing, which means that we update the
position of the ball with audio rate and instantaneously calculate the next sample frame
of audio feedback in dependence of the position and velocity parallel to the track.

Structure and scheduling are as follows: all physical objects and algorithms of the
current active simulation are contained in a data structure that we call “scene”. In fact
we have a number of different scenes with different objects, sounds, etc., but only one
scene is active at a time (the others are stored in memory, ready to be activated). Only the
currently active scene is updated, which means that the physical behaviour of the objects
and the sound output is computed (with audio rate). These updates are performed within
the audio callback function. The video callback function induces the rendering of the
scene by accessing relevant data computed in the audio loop.

The buffer size of our audio callback routine is fixed at 1024 samples, which means
that the audio callback function is called with about 43Hz (at an audio rate of 44100Hz).
Each time the audio callback function is executed the accelerometer data is read once,
1024 updates of the scene are performed and the buffer is filled with samples. We have
no direct control about the exact moment when the audio callback function is called, we
only know that it happens in average 43 times per second. By relying on the callback
cycle of the audio driver a certain jitter is unavoidable which we however accept since
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an average update rate of 43Hz is quite high for accelerometer data used for balancing
control.

As already mentioned the video rendering is also executed by means of a callback
function, for which we chose a fixed rate of 50Hz. Since values relevant for graphical
output (object position. . . ) are computed in the audio callback cycle the same remarks
apply here as for updates of accelerometer data.

3.2 Sound Feedback

In our game sound feedback is not just a fancy supplement but one of our central in-
terests. We seek to explore the effects of the sound on the player. Does it enhance his
performance? Does it affect his attitude, his perception of the game? Recent experi-
ments with the Ballancer interface [8] showed that the perception of velocity plays a
key role in this context, it can improve a player’s performance in a control task [9].

As already mentioned our game is based on steering objects on plains affected by
gravity. Hence the scenario of a rolling ball is the starting point of our considerations
about sound models for the game, about their qualities and their implementation. The
“rolling sound model” considers the profile and the vibration of the surface as well as
the vertical interaction of the surface and the rolling ball. It is our informal supposition
that the detailed nature of this vertical interaction plays a strong role in the auditory
perception of rolling: it appears that an important factor for sounds to be classified by
human listeners as “rolling” is the mixture of short periods of microscopic bouncing and
longer periods of contact between the rolling object and the surface. The “sliding sound
model” only considers the vibration of the surface and the sweeping of the object across
the surface profile. In accordance with our informal supposition on the characteristics
of contact sound the audible result resembles the sound of a sliding object.

In our scenario two objects are interacting with each other: the ball (resp. the cylin-
der) and the surface. There are different approaches to describe the behaviour of vibrat-
ing and interacting objects; we chose the modal approach (compare [7]) for a model of
the inner resonance behaviour of the vibrating surface. We did that on the assumption
that the surface’s vibration plays the dominant part in the sound that we hear when an
object is rolling or sliding across it while the vibration of the solid rolling object itself
(e.g. a marble) can hardly be heard directly. The modal description of the surface (in
the following “modal object”) is the source where our sound output comes from: the
velocity of the surface is written into the audio buffer.

If an impulsive force is applied to the modal object is starts vibrating and becomes
silent again after some time due to inner friction. As the ball is bouncing it applies a
force to the surface. A rolling ball or a sliding object is continuously impacting the sur-
face because natural surfaces are not perfectly smooth. There are different approaches
to model that contact. Regarding the profile as a (force) input signal to the modal object
is one way, discussed in the next subsection (sliding sound). A more accurate approach
is to include physical and geometrical considerations: the rolling sound model.

3.2.1 Sliding Sound
This sound model is based upon assumptions about the impact force that the sliding ob-
ject applies to the surface: the impact force has a noise-like character and is bandlimited
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in the frequency domain. In other words an incompressible object perfectly strobes the
surface’s noise-like outline. Vertical interaction between object and surface is not con-
sidered, as well as the geometry of the object (e.g. the ball’s shape).

Hence we utilise the profile of the surface as (force) input signal to the modal object
(in a way similar to some previously used algorithms, compare e.g. [10]). We use band-
pass filtered white noise as signal. The centre frequency of the filter is proportional to
the (horizontal) velocity of the ball, the bandwidth is kept constant; the sound model
can be regarded as a modal resonator.

3.2.2 Rolling Sound
The rolling sound model affords a high degree of realism, it is the natural acoustic
complement of what can be seen on the screen when the balls are rolling at their tracks.
The rolling sound model embraces the vibrations of the surface, the surface’s profile
and the vertical contact interaction of the vibrating surface and the ball. Details of the
algorithm are described in dedicated articles [6] [7], in the following we try to give an
idea of the main points.

The basic principle of the rolling sound has already been introduced in [6] and im-
plemented as a patch for Pure Data3. Recently an improved contact model has been
presented [7]. In the present work we implement the improved algorithm of [6] based
upon the contact model of [7] implemented in C++. In the following we give a short
summary about the ideas and methods.

Despite some interesting psychoacoustic studies (e.g. [2]) the question of how to
exactly describe the acoustic features responsible for a sound event to be perceived as
“rolling” is still not perfectly answered. This observation supports a physics-based ap-
proach in the synthesis of rolling sounds. We look at “rolling” as a process of sustained
bouncing, eventually microscopic bouncing. The second aspect is that we allow the ball
to penetrate the surface, thus a contact is not a change of state at a discrete moment in
time. Contacts are continuing processes that have to be modelled. To sum up, the inter-
action can be both continuous and sporadic: there are moments of contact, in particular
continuous contact, and moments when surface and ball are not in contact.

The modelling of the contact is one key building block of the rolling sound model.
[7] introduces a method of energy-stable modelling of continuous or repeated contact
in dynamical situations, a method that is also applied here. The basic idea is to use a
modal description for the period of contact too. If there is no contact the state of the
surface is described by a modal object, the ball’s state is stored separately. In case of
contact surface and ball are regarded as one object, which is described by means of
modal parameters as well. The model of rolling includes frequent “switching” between
both configurations.

Besides physical considerations (improving the contact model) there are also geo-
metric aspects to consider. Although we constrain that the contact only takes place at
one contact point the ball of course has a geometric attribute that should not be disre-
garded: its radius. We simplify the profile of the surface to a white noise distribution
of profile points (with constant horizontal distance, but scattered vertical position). One

3 A graphical programming language for the creation of interactive computer music and multi-
media works.
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can imagine that the ball cannot touch every point since it is too big to fill each gap.
Therefore the profile needs to be filtered. Instead of bandpass filtering (as in the next
section) we have to filter the “profile signal” based on geometrical considerations. The
exact procedure is explained in [6] and for now called “rolling filter”. To sum up, the
result is a profile signal consisting of arcs of circles which is the path that a ball would
follow if it was perfectly succeeding the surface’s profile.

In the sliding sound model the profile signal is used directly as input force for the
modal object. Since the rolling sound model contains the modelling of contacts (and
resulting forces) based on physical considerations the profile is regarded as a position-
dependent (and thus timevariant) input parameter to the contact model. The contact
model described above involves a continuous computation of the distance between ball
and surface. At this point the profile of the surface is incorporated as a vertical dis-
tance offset. Besides several “white noise variants” as profiles for surfaces the rolling
filter technique also enables more complex profiles like saw tooth surfaces4 that enable
interesting possibilities to imitate natural surfaces.

4 Summary and Future Work

We have described a recently implemented game on the MacBook platform intended
for use as easily distributable tool for collection of psychophysical data. The software
uses the MacBook’s built-in accelerometer for gestural control of a balancing scenario.
It offers precise synchronous visual and auditory feedback based on models of different
degrees of complexity of physical contact. A first demo-version of the game platform —
fully functional in its main components — is ready for free download and installation
on recent generation MacBooks.

Of course this contribution is to be understood as a report on the development and
potential of the presented software as basis for future online data acquisition. Concrete
experiments at the platform are currently being planned. To this end, mechanisms of
automated online data collection are currently being incorporated into a next version of
the software and concrete experimental game concepts are being developed. Also, the
plan of porting the environment to the iPhone, a platform that might further enhance
possibilities of distribution and user interaction is being explored more closely.
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